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Designing Efficient Runtime Systems

The Runtime research project takes place within the context of
high-performance computing. It seeks to explore the design, the
implementation and the evaluation of novel mechanisms needed by runtime systems for parallel computers. Runtime systems are
intermediate software layers providing parallel programming
environments with specific functionalities left unaddressed by the
underlying operating system. Runtime systems can thus be seen as
functional extensions of operating systems, but the boundary between
them is rather fuzzy since runtime systems may actually contain
specific extensions/enhancements to the underlying operating system
(e.g. extensions to the OS thread scheduler). The increasing
complexity of modern parallel hardware, making it more and more
necessary to postpone essential decisions and actions (scheduling,
optimizations) at run time, emphasizes the role of runtime systems.

One of the main challenges encountered when designing modern runtime
systems is to provide powerful abstractions, both at the programming
interface level and at the implementation level, to deal with the
increasing complexity of upcoming hardware architectures. While it is
essential to understand – and somehow anticipate – the evolutions of
hardware technologies (e.g. programmable network interface cards,
multicore architectures, hardware accelerators), the most delicate
task is to extract models and abstractions that will fit most of
upcoming hardware features.

The originality of the runtime group lies in the fact that we address
all these issues following a global approach, so as to propose
complementary solutions to problems which may not seem to be linked at
first sight. We actually realized, for instance, that we could greatly
improve our communication optimization techniques by increasing the
functionalities of the underlying core thread scheduler. This
illustrates why most of our research efforts have consisted in
cross-studying different topics, and have led to co-designing many
software.

Our research project centers on three main directions:

	Mastering large, hierarchical multiprocessor machines

	

	[bookmark: uid5] Thread scheduling over multicore machines



	[bookmark: uid6] Data management over NUMA architectures



	[bookmark: uid7] Task scheduling over GPU heterogeneous machines



	[bookmark: uid8] Exploring parallelism orchestration at compiler and runtime level



	[bookmark: uid9] Improved interactions between optimizing compiler and runtime





	Optimizing communication over high performance clusters

	

	[bookmark: uid11] Scheduling data packets over high speed networks



	[bookmark: uid12] New MPI implementations for Petascale computers



	[bookmark: uid13] Optimized intra-node communication





	Integrating Communications and Multithreading

	
	[bookmark: uid15] Parallel, event-driven communication libraries



	[bookmark: uid16] Communication and I/O within large multicore nodes







Beside those main research topics, we obviously intend to work in
collaboration with other research teams in order to validate
our achievements by integrating our results into larger software
environments (MPI, OpenMP) and to join our efforts to
solve complex problems.

Among the target environments, we intend to carry on developing the
successor to the PM 2 software suite, which would be a kind of
technological showcase to validate our new concepts on real
applications through both academic and industrial collaborations
(CEA/DAM, Bull, IFP, Total, Exascale Research Lab.). We also plan to
port standard environments and libraries (which might be a slightly
sub-optimal way of using our platform) by proposing extensions (as we
already did for MPI and Pthreads) in order to ensure a much wider
spreading of our work and thus to get more important feedback.

Finally, as most of our work proposed is intended to be used as a
foundation for environments and programming tools exploiting large
scale, high performance computing platforms, we definitely need to
address the numerous scalability issues related to the huge number of
cores and the deep hierarchy of memory, I/O and communication links.
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  [bookmark: uid18] Section: 
      Scientific Foundations
Runtime Systems Evolution

This research project takes place within the context of
high-performance computing. It seeks to contribute to the design and
implementation of parallel runtime systems that shall serve as a basis
for the implementation of high-level parallel middleware. Today, the
implementation of such software (programming environments, numerical
libraries, parallel language compilers, parallel virtual machines,
etc.) has become so complex that the use of portable, low-level
runtime systems is unavoidable.

Our research project centers on three main directions:

	Mastering large, hierarchical multiprocessor machines

	With the beginning of the new century, computer makers have
initiated a long term move of integrating more and more processing
units, as an answer to the frequency wall hit by the technology. This
integration cannot be made in a basic, planar scheme beyond a couple
of processing units for scalability reasons. Instead, vendors have to
resort to organize those processing units following some hierarchical
structure scheme. A level in the hierarchy is then materialized
by small groups of units sharing some common local cache or memory
bank. Memory accesses outside the locality of the group are still
possible thanks to bus-level consistency mechanisms but are
significantly more expensive than local accesses, which, by
definition, characterizes NUMA architectures.

Thus, the task scheduler must feed an increasing number of processing
units with work to execute and data to process while keeping the rate
of penalized memory accesses as low as possible. False sharing,
ping-pong effects, data vs task locality mismatches, and even task vs
task locality mismatches between tightly synchronizing activities are
examples of the numerous sources of overhead that may arise if threads
and data are not distributed properly by the scheduler. To avoid
these pitfalls, the scheduler therefore needs accurate information
both about the computing platform layout it is running on and about
the structure and activities relationships of the application it
is scheduling.

As quoted by Gao et al.  [50] , we believe it is
important to expose domain-specific knowledge semantics to the
various software components in order to organize computation
according to the application and architecture. Indeed, the whole
software stack, from the application to the scheduler, should be
involved in the parallelizing, scheduling and locality adaptation
decisions by providing useful information to the other
components. Unfortunately, most operating systems only provide a
poor scheduling API that does not allow applications to transmit
valuable hints to the system.

This is why we investigate new approaches in the design of thread
schedulers, focusing on high-level abstractions to both model
hierarchical architectures and describe the structure of
applications' parallelism. In particular, we have introduced the
bubble scheduling concept [13] 
that helps to structure relations between threads in a way that can
be efficiently exploited by the underlying thread
scheduler. Bubbles express the inherent parallel structure of
multithreaded applications: they are abstractions for grouping
threads which “work together” in a recursive way. We are exploring
how to dynamically schedule these irregular nested sets of threads
on hierarchical machines [20] , the key challenge being to schedule
related threads as closely as possible in order to benefit from
cache effects and avoid NUMA penalties. We are also exploring how to
improve the transfer of scheduling hints from the programming
environment to the runtime system, to achieve better computation
efficiency.

This is also the reason why we explore new languages and compiler
optimizations to better use domain specific information. For
parallel stream languages, several languages has been proposed,
dedicated to embedded applications (ArrayOL, Brook, BlockParallel,
StreamIT [51]  for instance). These languages either
express explicitely the flow of data (such as StreamIT or Brook):
code optimizations can more easily restructure this flow, but the
expression is low-level and difficult to program. Other languages
(such as ArrayOL or BlockParallel) rely on higher abstractions and
flow is mainly expressed through dependences. The consequence is
that it is difficult to extract in some complex flow restructuration
the flow from the dependences, hence constraining de facto the
expressivity of such languages or their optimizations. We have
proposed an extension to StreamIT language [51]  in
[38]  for a higher representation of structured streams, the
language SLICES. One of the main issue here is to propose a
high-level abstraction language, easy to use for the developper,
preserving the semantics all along the optimization chain that leads
to high performance code. The SLICES languages expresses flow
reorganization in a manner that can be directly translated into a
lower level representation. In [38] , we introduced an
internal representation of the stream programs, based on
Cyclo-Static Dataflow Graphs, extending StreamIT, tailored for the
exploration of different communication and parallel expression of a
program. More specifically, the language proposed, SJD, builds a
graph representation of the dataflow, with specific nodes for stream
reorganization or communication. The language is more expressive
than StreamIT and can be obtained by transformation from a SLICES
program. We have developped a set of optimization on such graph that
explores different parallel versions of the code and flow
reorganization to optimize some architectural constraint. In
[39]  we focused on the minimization of memory consumption of
each processing node, and in [47]  we shown that the same
approach could generate multi-grain parallelism codes for
heterogeneous architectures. Finally, the flow is not explicit as in
usual imperative programs written in C/C++, we developped a tool
called FADAlib[28]  to automatically compute dataflow information and
hence discover parallelism. This approach, relying on the polyedric
model, works for any program and the method proposed here in this
tool uses any information provided by the user through pragmas (such
as invariants) to improve the quality of its analysis. The tool has
been successfully integrated in a version of gcc/Graphite.

For parallel programs running on multicores, measuring reliable
performance and determining performance stability is becoming a key
issue: indeed, a number of hardware mechanisms may cause performance
instability from one run to the other. Thread migration, memory
contention (on any level of the cache hierarchy), scheduling policy
of the runtime can introduce some variation, indenpendently of the
program input. A speed-up is interesting only it corresponds to a
performance that can be obtained through repeated execution of the
application. Very few research efforts have been made in the
identification of program optimization/runtime policy/hardware
mechanisms that may introduce performance instability. We studied in
[34]  on a large set of OpenMP benchmarks performance
variations, identified the mechanisms causing them and showing the
need for better strategies for measuring speed-ups. Following this
effort, we developped inside the tool MAQAO (Modular Assembler
Quality Analyzer and Optimizer), the precise analysis of the
interactions between OpenMP threads, through static analysis of
binary codes and memory tracing. In particular, the influence of
thread affinity is estimated and the tool proposes hints to the user
to improve its OpenMP codes.

Aside from greedily invading all these new cores, demanding HPC
applications now throw excited glances at the appealing computing
power left unharvested inside the graphical processing units (GPUs). A
strong demand is arising from the application programmers to be
given means to access this power without bearing an unaffordable
burden on the portability side. Efforts have already been made by the
community in this respect but the tools provided still are rather
close to the hardware, if not to the metal. Hence, we decided to
launch some investigations on addressing this issue. In particular,
we have designed a programming environment named StarPU that
enables the programmer to offload tasks onto such heterogeneous
processing units and gives that programmer tools to fit tasks to
processing units capability, tools to efficiently manage data moves
to and from the offloading hardware and handles the scheduling of
such tasks all in an abstracted, portable manner. The challenge here
is to take into account the intricacies of all computation unit: not
only the computation power is heterogeneous among the machine, but
data transfers themselves have various behavior depending on the
machine architecture and GPUs capabilities, and thus have to be taken
into account to get the best performance from the underlying machine.
As a consequence, StarPU not only pays attention to fully exploit
each of the different computational resources at the same time
by properly mapping tasks in a dynamic manner according to their
computation power and task behavior by the means of scheduling
policies, but it also provides a distributed shared-memory library
that makes it possible to manipulate data across heterogeneous
multicore architectures in a high-level fashion while being optimized
according to the machine possibilities.


	Optimizing communications over high performance clusters and grids

	Using a large panel of mechanisms such as user-mode communications,
zero-copy transactions and communication operation offload, the
critical path in sending and receiving a packet over high speed
networks has been drastically reduced over the years. Recent
implementations of the MPI standard, which have been carefully
designed to directly map basic point-to-point requests onto
the underlying low-level interfaces, almost reach the same level of
performance for very basic point-to-point messaging
requests. However more complex requests such as non-contiguous
messages are left mostly unattended, and even more so are the
irregular and multiflow communication schemes. The intent of the
work on our NewMadeleine communication engine, for instance, is to address
this situation thoroughly. The NewMadeleine optimization layer delivers much
better performance on complex communication schemes with
negligible overhead on basic single packet point-to-point
requests. Through Mad-MPI, our proof-of-concept implementation of a
subset of the MPI API, we intend to show that MPI applications can
also benefit from the NewMadeleine communication engine.

The increasing number of cores in cluster nodes also raises the
importance of intra-node communication.
Our KNem software module aims at offering optimized communication
strategies for this special case and let the above MPI implementations
benefit from dedicated models depending on process placement and
hardware characteristics.

Moreover, the convergence between specialized high-speed networks
and traditional Ethernet networks leads to the need to adapt
former software and hardware innovations to new message-passing
stacks.
Our work on the Open-MX software is carried out in this context.

Regarding larger scale configurations (clusters of clusters, grids),
we intend to propose new models, principles and mechanisms that
should allow to combine communication handling, threads scheduling
and I/O event monitoring on such architectures, both in a portable
and efficient way. We particularly intend to study the introduction
of new runtime system functionalities to ease the development of
code-coupling distributed applications, while minimizing their
unavoidable negative impact on the application performance.


	Integrating Communications and Multithreading

	Asynchronism is becoming ubiquitous in modern communication
runtimes. Complex optimizations based on online analysis of the
communication schemes and on the de-coupling of the request
submission vs processing. Flow multiplexing or transparent
heterogeneous networking also imply an active role of the runtime
system request submit and process. And communication overlap as well
as reactiveness are critical. Since network request cost is in the
order of magnitude of several thousands CPU cycles at least,
independent computations should not get blocked by an ongoing
network transaction. This is even more true with the increasingly
dense SMP, multicore, SMT architectures where many computing units
share a few NICs. Since portability is one of the most important
requirements for communication runtime systems, the usual approach
to implement asynchronous processing is to use threads (such as
Posix threads). Popular communication runtimes indeed are starting
to make use of threads internally and also allow applications to
also be multithreaded. Low level communication libraries also make
use of multithreading. Such an introduction of threads inside
communication subsystems is not going without troubles however. The
fact that multithreading is still usually optional with these
runtimes is symptomatic of the difficulty to get the benefits of
multithreading in the context of networking without suffering from
the potential drawbacks. We advocate the importance of the
cooperation between the asynchronous event management code and the
thread scheduling code in order to avoid such disadvantages. We
intend to propose a framework for symbiotically combining both
approaches inside a new generic I/O event manager.
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Panorama

The RUNTIME group is working on the design of efficient runtime systems
for parallel architectures. We are currently focusing our efforts on
High Performance Computing applications that merely implement numerical
simulations in the field of Seismology, Weather Forecasting, Energy,
Mechanics or Molecular Dynamics. These time-consuming applications need
so much computing power that they need to run over parallel machines
composed of several thousands of processors.

Because the lifetime of HPC applications often spreads over several
years and because they are developed by many people, they have strong
portability constraints. Thus, these applications are mostly developed
on top of standard APIs (e.g. MPI for communications over distributed
machines, OpenMP for shared-memory programming). That explains why we
have long standing collaborations with research groups developing
parallel language compilers, parallel programming environments,
numerical libraries or communication software. Actually, all these
“clients” are our primary target.

Although we are currently mainly working on HPC applications, many
other fields may benefit from the techniques developed by our group.
Since a large part of our efforts is devoted to exploiting multicore
machines and GPU accelerators, many desktop applications could be
parallelized using our runtime systems (e.g. 3D rendering, etc.).
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  [bookmark: uid25] Section: 
      Software
Hardware Locality
Participants :
      Brice Goglin, Samuel Thibault.



	[bookmark: uid26] Hardware Locality (hwloc) is a library and set of tools aiming
at discovering and exposing the topology of machines, including
processors, cores, threads, shared caches and NUMA memory nodes.



	[bookmark: uid27] It builds a widely-portable abstraction of these resources and exposes
it to the application so as to help them adapt their behavior to the
hardware characteristics.



	[bookmark: uid28] hwloc targets many types of high-performance computing
applications [30] , from thread
scheduling to placement of MPI processes (all major MPI implementations
are being ported on top of it).



	[bookmark: uid29] hwloc is developed in collaboration with the Open MPI project.
The core development is still mostly performed by Brice Goglin
and Samuel Thibault from the Runtime team-project, but many
outside contributors are joining the effort, especially from the
Open MPI and MPICH2 communities.



	[bookmark: uid30] hwloc is composed of 24 000 lines of C.



	[bookmark: uid31] http://runtime.bordeaux.inria.fr/hwloc/ 





[bookmark: uid32] Section: 
      Software
KNem
Participants :
      Brice Goglin, Stéphanie Moreaud.



	[bookmark: uid33] KNem (Kernel Nemesis) is a Linux kernel module that offers high-performance
data transfer between user-space processes.



	[bookmark: uid34] KNem offers a very simple message passing interface that may be used when
transferring very large messages between processes on the same node.



	[bookmark: uid35] Thanks to its kernel-based design, it is able to transfer messages through a
single memory copy, much faster than the usual user-space two-copy model.



	[bookmark: uid36] KNem also offers the optional ability to offload memory copies on Intel I/O AT hardware which improves throughput and reduces CPU consumption and cache pollution.



	[bookmark: uid37] KNem is developed in collaboration with the MPICH2 team at the Argonne
National Laboratory and the Open MPI project.
These partners already released KNem support as part of their MPI implementations
and they offer the ability dynamically deciding when and how to use it depending
on the hardware characteristics [35] .



	[bookmark: uid38] KNem is composed of 7000 lines of C.
Its main contributor is Brice Goglin.



	[bookmark: uid39] http://runtime.bordeaux.inria.fr/knem/ 





[bookmark: uid40] Section: 
      Software
Marcel
Participants :
      Olivier Aumage, Yannick Martin, Samuel Thibault.



	[bookmark: uid41] Marcel is the two-level thread scheduler (also called N:M scheduler) of the PM 2 software suite.



	[bookmark: uid42] The architecture of Marcel was carefully designed to support a large number of threads and to
efficiently exploit hierarchical architectures (e.g. multicore chips,
NUMA machines).



	[bookmark: uid43] Marcel provides a seed construct which
can be seen as a precursor of thread.
It is only when the time comes to actually run the seed that
Marcel attempts to reuse the resources and the context of another,
dying thread, significantly saving management costs.



	[bookmark: uid44] In addition to a set of original extensions, Marcel provides a
POSIX-compliant interface which thus permits to take advantage of it
by just recompiling unmodified applications or parallel programming
environments (API compatibility), or even by running already-compiled
binaries with the Linux NPTL ABI compatibility layer.



	[bookmark: uid45] For debugging purpose, a trace of the scheduling events can be recorded and used
after execution for generating an animated movie showing a replay of
the execution.



	[bookmark: uid46] The Marcel thread scheduling library is made of 83 000 lines of code.



	[bookmark: uid47] http://runtime.bordeaux.inria.fr/marcel/ 





[bookmark: uid48] Section: 
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ForestGOMP
Participants :
      Olivier Aumage, François Broquedis, Pierre-André Wacrenier.



	[bookmark: uid49] ForestGOMP is an OpenMP environment based on both the GNU OpenMP run-time and the Marcel thread library.



	[bookmark: uid50] It is designed to schedule efficiently
nested sets of threads (derived from nested parallel regions) over
hierarchical architectures so
as to minimize cache misses and NUMA penalties.



	[bookmark: uid51] The ForestGOMP runtime generates nested Marcel bubbles each time
an OpenMP parallel region is encountered, thereby grouping threads
sharing common data.



	[bookmark: uid52] Topology-aware scheduling policies implemented
by BubbleSched can then be used to dynamically map bubbles
onto the various levels of the underlying hierarchical architecture.



	[bookmark: uid53] ForestGOMP allowed us to validate the BubbleSched approach with highly
irregular, fine grain, divide-and-conquer parallel applications.



	[bookmark: uid54] http://runtime.bordeaux.inria.fr/forestgomp/ 
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Open-MX
Participants :
      Brice Goglin, Ludovic Stordeur.



	[bookmark: uid56] The Open-MX software stack is a high-performance message passing
implementation for any generic Ethernet interface.



	[bookmark: uid57] It was developed
within our collaboration with Myricom, Inc. as a part of the move
towards the convergence between high-speed interconnects and generic
networks.



	[bookmark: uid58] Open-MX exposes the raw Ethernet performance at the application level
through a pure message passing protocol.



	[bookmark: uid59] While the goal is similar to the old GAMMA stack  [49] 
or the recent iWarp  [48]  implementations, Open-MX relies
on generic hardware and drivers and has been designed for message
passing.



	[bookmark: uid60] Open-MX is also wire-compatible with Myricom MX protocol and
interface so that any application built for MX may run on any
machine without Myricom hardware and talk other nodes running with
or without the native MX stack.



	[bookmark: uid61] Open-MX offers efficient data movement abilities thanks to copy offload
abilities of modern hardware [24] .



	[bookmark: uid62] Open-MX is also an interesting framework for studying next-generation
hardware features that could help Ethernet hardware become legacy
in the context of high-performance computing.
Some innovative message-passing-aware stateless abilities, such as
multiqueue binding and interrupt coalescing, were designed and
evaluated thanks to Open-MX  [23] , [8] .



	[bookmark: uid63] Brice Goglin and Ludovic Stordeur are the main contributors to Open-MX.
The software is already composed of more than 45 000 lines of code
in the Linux kernel and in user-space.



	[bookmark: uid64] http://open-mx.org/ 





[bookmark: uid65] Section: 
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StarPU
Participants :
      Cédric Augonnet, Nathalie Furmento, Samuel Thibault.



	[bookmark: uid66] StarPU typically makes it much easier
for high performance libraries or compiler environments to exploit heterogeneous multicore machines possibly equipped with GPGPUs or Cell processors: rather than
handling low-level issues, programmers may concentrate on algorithmic concerns.



	[bookmark: uid67] Portability is obtained by the means of a unified abstraction of the machine.
StarPU offers a unified offloadable task abstraction named codelet. Rather than rewriting the entire code, programmers can encapsulate existing functions
within codelets. In case a codelet may run on heterogeneous architectures, it is possible to specify one function for each architectures (e.g. one function for
CUDA and one function for CPUs).



	[bookmark: uid68] StarPU takes care to schedule and execute those codelets as efficiently as possible over the entire machine. In order to relieve
programmers from the burden of explicit data transfers, a high-level data management library enforces memory coherency over the machine: before a codelet starts
(e.g. on an accelerator), all its data are transparently made available on the compute resource.



	[bookmark: uid69] Given its expressive interface and portable scheduling policies,
StarPU obtains portable performances by efficiently (and easily) using all computing resources at the same time.



	[bookmark: uid70] StarPU also takes advantage of the heterogeneous
nature of a machine, for instance by using scheduling strategies based on auto-tuned performance models.



	[bookmark: uid71] http://runtime.bordeaux.inria.fr/StarPU/ 





[bookmark: uid72] Section: 
      Software
NewMadeleine
Participants :
      Alexandre Denis, François Trahay, Raymond Namyst.



	[bookmark: uid73] NewMadeleine is communication library for high performance networks, based on
a modular architecture using software components.



	[bookmark: uid74] The NewMadeleine optimizing scheduler aims at enabling the use of a much
wider range of communication flow optimization techniques such as
packet reordering or cross-flow packet aggregation.



	[bookmark: uid75] NewMadeleine targets applications with irregular, multiflow communication
schemes such as found in the increasingly common application
conglomerates made of multiple programming environments and coupled
pieces of code, for instance.



	[bookmark: uid76] It is designed to be programmable
through the concepts of optimization strategies, allowing experimentations with multiple approaches or on
multiple issues with regard to processing communication flows, based
on basic communication flows operations such as
packet merging or reordering.



	[bookmark: uid77] The reference software development branch of the NewMadeleine software consists
in 90 000 lines of code. NewMadeleine is available on various networking
technologies: Myrinet, Infiniband, Quadrics and Ethernet.
It is developed and maintained by Alexandre Denis.



	[bookmark: uid78] http://runtime.bordeaux.inria.fr/newmadeleine/ 





[bookmark: uid79] Section: 
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PadicoTM
Participant :
      Alexandre Denis.



	[bookmark: uid80] PadicoTM is a high-performance communication framework for
grids. It is designed to enable various middleware systems (such as
CORBA, MPI, SOAP, JVM, DSM, etc.) to utilize the networking
technologies found on grids.



	[bookmark: uid81] PadicoTM aims at decoupling middleware systems from the various
networking resources to reach transparent portability and
flexibility.



	[bookmark: uid82] PadicoTM architecture is based on software components. Puk (the
PadicoTM micro-kernel) implements a light-weight high-performance
component model that is used to build communication stacks.



	[bookmark: uid83] PadicoTM component model is now used in NewMadeleine. It is the cornerstone
for networking integration in the projects “LEGO” and “COOP” from the ANR.



	[bookmark: uid84] PadicoTM is composed of roughly 60 000 lines of C.



	[bookmark: uid85] PadicoTM is registered at the APP under number IDDN.FR.001.260013.000.S.P.2002.000.10000.



	[bookmark: uid86] http://runtime.bordeaux.inria.fr/PadicoTM/ 
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      Denis Barthou, Andres Charif-Rubial.



	[bookmark: uid88] MAQAO is a performance tuning tool for OpenMP parallel
applications. It relies on the static analysis of binary codes and
the collection of dynamic information (such as memory traces). It
provides hints to the user about performance bottlenecks and
possible workarounds.



	[bookmark: uid89] MAQAO relies on binary codes and inserts probes for
instrumention directly inside the binary. There is no need to
recompile. The static/dynamic approach of MAQAO analysis is the
main originality of the tool, combining performance model with
values collected through instrumentation.



	[bookmark: uid90] MAQAO has a static performance model for x86 architecture and
Itanium. This model analyzes performance of the predecoder, of the
decoder and of the different pipelines of the x86 architecture, in
particular for SSE instructions.



	[bookmark: uid91] The dynamic collection of data in MAQAO enables the analysis of thread interactions, such as false sharing, amount of data reuse, runtime scheduling policy, ...



	[bookmark: uid92] MAQAO is in the project ”ProHMPT” from the ANR. A demo of MAQAO has been made in Jan. 2010 for SME/INRIA days and in Nov. 2010 at SuperComputing, INRIA Booth.



	[bookmark: uid93] http://www.maqao.org/ 
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  [bookmark: uid95] Section: 
      New Results
High-performance message passing over generic Ethernet hardware
Participants :
      Ludovic Stordeur, Brice Goglin.



	[bookmark: uid96] The Open-MX message passing stack (described in Section 
	5.5 )
offers a native message passing layer on any Ethernet hardware.
The API compatibility with the native Myrinet Express stack already
enables existing parallel application to use Open-MX. Indeed, several
legacy high-performance layers such MPICH2 or Open MPI run
works transparently on top of Open-MX.



	[bookmark: uid97] Open-MX demonstrates significant performance improvement over traditional
TCP implementations [24] .



	[bookmark: uid98] Open-MX is also an interesting framework for studying
next-generation hardware features that could help Ethernet hardware
becoming legacy in the context of high-performance computing.
We exhibited some cache-inefficiency problems in the Open-MX receive
stack that are inherited from the Ethernet model.
By adding Open-MX-aware packet filtering capabilities in the
Multiqueue firmware of Myri-10G boards, we are able to control
the location of the processing of the incoming Open-MX traffic.
We extended this model by providing an automatic binding facility for
user-space applications.
This model enables the whole processing of each incoming Open-MX packet
on the core that runs its target application, causing the overall
cache efficiency to improve dramatically [23] .





[bookmark: uid99] Section: 
      New Results
High-Performance Intra-node Communications
Participants :
      Brice Goglin, Stéphanie Moreaud.



	[bookmark: uid100] We showed in [9]  that the major MPI implementations had severe performance problems for large-message
intra-node communication.
We thus extracted the optimized intra-node communication model out of
Open-MX and created the KNem driver so as to offer the same abilities to
any existing MPI stack (see Section 
	5.2 ).



	[bookmark: uid101] We showed that KNem indeed improves intra-node communication
performance significantly.
We described how each communication strategy performance depends
on process placement [35]  and
proposed an optimized implementation of collective operation that
take the machine topology into account [45] .



	[bookmark: uid102] This work was initiated in the context of our collaboration with the
MPICH2 team and is now also pursued with the Open MPI project.





[bookmark: uid103] Section: 
      New Results
I/O-Affinity-aware MPI Communications
Participants :
      Brice Goglin, Stéphanie Moreaud.



	[bookmark: uid104] We demonstrated in the past that the locality of I/O devices within modern
computing nodes has the significant impact of the MPI communication
performance [10]  (Non-Uniform I/O Access, NUIOA).



	[bookmark: uid105] A first way to deal with such affinities would be to privilege I/O-intensive
processes by placing them near the network interfaces.
However, determining the communication-intensiveness may be tricky.
Also, some applications have uniform communication patterns.
The other way to deal with I/O affinities is to modify the implementation
of communication operations given a predetermined task placement.



	[bookmark: uid106] We proposed a multirail strategy that takes these affinities into account
when splitting MPI messages across multiple network interfaces.
This strategy improves point-to-point communication by up to 15% and
collective operations by up to 5% by privileging local
interfaces [36] .



	[bookmark: uid107] We also demonstrated that the implementation of collective operations
should take I/O affinities into account.
Deciding which steps and leaders should be involved in the algorithms
based on NUIOA effects led us to improve broadcast performance by up
to 10% [32] .





[bookmark: uid108] Section: 
      New Results
Topology-aware High-Performance Computing
Participants :
      Brice Goglin, Emmanuel Jeannot, Guillaume Mercier, Samuel Thibault.



	[bookmark: uid109] The democratization of multicore processors and NUMA machines spreads complex
and hierarchical architectures to the whole world of high-performance computing
and even more. So far, the need to master the internal hardware topology was
critical only to large shared-memory machines but now comes to smaller
nodes and clusters as well.



	[bookmark: uid110] We showed that a proper MPI processes binding policy within NUMA nodes
induces significant impact for parallel application performance
We proposed an automatic placement
scheme that gathers information about the application communication patterns
during a preliminary run
so as to place processes according to their communication affinities
and to the hardware characteristics such as shared caches or NUMA
nodes. We developed a specific algorithm (called TreeMatch) for matching the
processes to the resources in order to reduce the communication cost of the
application [33] . However, in order to be able to place the MPI processes
onto the various computing cores, we need to acquire the most encompassing
vision of the architecture. We have also developed an accelerated version of
the algorithm for enabling on-the-fly decision. This version have been ported
into the Charm++ framework as a dynamic load-balancer. TreeMatch has also been integrated into the MPICH2 implementation. Indeed,
the new topology interface enacted by the MPI Forum in September
2009 and implemented by MPICH2 is currently not taking into account
the underlying hardware topology. To address this issue and in order
to improve application performance, we expanded the current
implementation by using both hwloc and TreeMatch. This work is
preliminary and carried out with researchers from the University of
Vienna that did propose the new topology MPI 2.2 interface.



	[bookmark: uid111] The hwloc software (see Section 
	5.1 ) answers this
problem by offering a detailed knowledge of the hardware in a portable
and abstracted manner.
We showed that hwloc can help popular high-performance OpenMP or
MPI software [20] .
Indeed, scheduling OpenMP threads according to their affinities or
placing MPI processes according to their communication patterns
shows interesting performance improvement thanks to hwloc.
An optimized MPI communication strategy may also be dynamically
chosen according to the location of the communicating processes in
the machine and its hardware characteristics.





[bookmark: uid112] Section: 
      New Results
Static dimensioning of hybrid
platform
Participants :
      Denis Barthou, Julien Jaeger, Emmanuel Jeannot.


Given a task graph modeling an application each of the task beings potentially
executed on different type of resources (CPU, accelerator, GPU, etc.), we have
targeted the problem of statically schedule such task graph onto the
resources. We have proposed an algorithm (called Spaghetti) to determine the
best possible allocation when an unlimited number of resources of each type is
available. This algorithm then serves as a basis for determining the number of
resources required to execute the application in a minimum amount of time. We
are then able to modify the given mapping to explore different trade-offs
between number of resources and the application execution time.


[bookmark: uid113] Section: 
      New Results
Fault tolerance in
high-performance communication library
Participants :
      Alexandre Denis, François Trahay.


With the increase of the number of nodes in clusters, the
probability of failures increases. We have studied the failures in
the network stack for high performance networks. We have
proposed [37]  the design of several
fault-tolerance mechanisms for communication libraries to detect
failures and to ensure message integrity. We have implemented these
mechanisms in the NewMadeleine communication library with a quick detection
of failures in a portable way, and with fallback to available links
when an error occurs. Our mechanisms ensure the integrity of
messages without lowering too much the networking performance.


[bookmark: uid114] Section: 
      New Results
Programming
Heterogeneous Platforms
Participants :
      Cédric Augonnet, Nathalie Furmento, Raymond Namyst, Samuel Thibault, Olivier Aumage.


The scientific community interests in exploiting accelerators like
GPGPUs for scientific computations has been confirmed more and more
during 2010. The top-ranked top500 machines are indeed gaining most of
their computation power from NVIDIA or AMD GPUs. We have continued our
efforts on our StarPU runtime system and collaborated with several
other projects on the national, european, and international levels.


	[bookmark: uid115] The data management part of StarPU has been improved by the
means of chained requests [27] . This
permits to seamlessly support GPU-GPU
transfers which are not yet directly supported by e.g. CUDA,
but also support GPU-NIC transfers. More precisely, an MPI-like layer
has been designed to nicely integrate StarPU tasks with MPI communications, completely keeping away the programmer from tedious
dependency analysis and optimization between task scheduling and MPI requests.



	[bookmark: uid116] Task scheduling has been improved by taking data transfers into
account [27] . Thanks to an auto-tuned
performance model for data transfers, StarPU is now able to
automatically make a compromise between load balancing and data
transfer cost, by taking both task execution time and data transfer
time into account during scheduling decisions. Results show that the
resulting automatic data distribution yields almost as good
performance as a hand-tune data distribution, without intervention
from the programmer, and more importantly, independently from the
target machine.



	[bookmark: uid117] A close collaboration with the University of Tennessee (UTK) permitted
to integrate StarPU with both Magma and Plasma, which provide
state-of-the art implementations of several linear algebra algorithms,
notably the Cholesky, QR and LU factorizations. It took one week to
develop a small layer which permits to use StarPU to integrate
the best of both Magma and Plasma, i.e. the Magma kernels into the
Plasma algorithm, for the Cholesky
factorization [40] , [26] .
The same integration for the QR factorization then took just
a few days, and permitted to extend the algorithm into a
Communication-Avoidance variant [25] .
Work is now being done on the LU factorization.



	[bookmark: uid118] Several collaborations have been started in the context of the
ANR PRoHMPT project dedicated to programming heterogeneous
platforms In particular, we have
an ongoing collaboration with the CEA CESTA team on porting
the Kiss3D application on GPU through the use of StarPU.



	[bookmark: uid119] A collaboration with the PIPS compiler has been started in the
context of the ANR MEDIAGPU project: PIPS will have StarPU as one of
its backend, so as to seamlessly support GPUs for applications
compiled with PIPS.



	[bookmark: uid120] Several collaborations have been started in the context of the
ANR/JST FP3C project. A collaboration with the team of Prof. Boku from
the University of Tsukuba aims at the integration of XcalableMP and
StarPU to seamlessly support grids and clusters of GPU-empowered
machines. A collaboration with the team of Prof. Matsuoka from the
University of Tokyo will make use StarPU as a runtime environment for
their architecture-neutral domain-specific programming models.



	[bookmark: uid121] Several collaboration have been started in the context of the
PEPPHER project. The Movidius industrial partner extended
their pepphersim multicore simulator to provide an OpenCL layer which
permits to integrate it with the OpenCL layer of StarPU.
The University of Vienna started to work on work-stealing scheduling
strategies within StarPU.





[bookmark: uid122] Section: 
      New Results
Efficient scheduling of OpenMP threads on NUMA machines
Participants :
      Olivier Aumage, François Broquedis, Nathalie Furmento, Brice Goglin, Raymond Namyst, Samuel Thibault, Pierre-André Wacrenier.



	[bookmark: uid123] ForestGOMP (
	5.4 ) is now able to take thread/memory affinities into
account while distributing the load on hierarchical architectures.
It relies on the MaMI memory manager to allocate, bind or migrate
memory buffers. Moreover ForestGOMP adopts a two-ways mechanism [20] , [29]  to
decide how often the distribution needs to be updated. First, every
time the application programmer updates the memory affinities, the
bubble scheduler is called to check the current distribution. This
approach may not be sufficient for irregular applications, so



	[bookmark: uid124] ForestGOMP also provides a more dynamic mechanism based on hardware
counters inspecting. The runtime checks the counters on a regular
basis and infers the amount of remote memory accesses initiated from
the current processor while defining a threshold from which
ForestGOMP will call the scheduler for checking the current
distribution. These two approaches are complementary. Indeed, in
some cases updates from the application programmer will not need the
scheduler to rethink the current distribution. In other cases the
programmer is able to roughly define which part of his application
will work on which data, but cannot tell precisely when and
how. Hardware counters can help reacting at the right time for these
situations.



	[bookmark: uid125] In the context of the
ANR PRoHMPT project, we started a study on the potential benefits from using
two-level OpenMP parallelization inside the BigDFT application
from CEA INAC team using our ForestGOMP OpenMP runtime
system.
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  [bookmark: uid127] Section: 
      Other Grants and Activities
Regional Initiatives

	[bookmark: uid128] The Runtime team is member of the joint regional project with the Cepage INRIA
team called : Modélisation des performances pour plate-formes
hétérogènes. The goal of this project is to provide tractable models for
modern parallel and large-scale platform and use these models to design
algorithmic solutions enabling efficient use of such platforms (scheduling,
communications, etc.).



[bookmark: uid129] Section: 
      Other Grants and Activities
National Initiatives

	[bookmark: uid130] We participate to a research proposal to the ANR Cosinus
program called “COOP” which was granted a three-year funding
(dec. 2009 – dec. 2012).
It aims at establishing generic cooperation
mechanisms between resource management, runtime systems, and
application programming frameworks to simplify programming models,
and improve performance through adaptation to the resources. It
involves academic partners and EDF R&D.
(http://coop.gforge.inria.fr/ )



	[bookmark: uid131] We lead a research proposal to the ANR Cosinus
program called “ProHMPT” which was granted a three-year funding
(jan. 2009 – dec. 2011). It aims at focusing the joint research work
of several teams about compilers, runtimes and libraries on
programming heterogeneous platforms such as GPU and accelerators.
It involves academic partners, companies (Bull, CAPS entreprise) and
CEA teams.
(http://runtime.bordeaux.inria.fr/prohmpt/ )



	[bookmark: uid132] We participate to a research proposal to the ANR CONTINT
program called “MEDIAGPU” which was granted a three-year funding
(jan. 2010 - dec. 2012). It will develop a software
architecture and will review and adapt a number of classical
multimedia algorithms, considering the latest advances offered by the
new hardware architectures, such as combinations of CPUs and GPUs
(http://picoforge.int-evry.fr/projects/mediagpu/ ).



	[bookmark: uid133] We participate to a research proposal to the ANR Cosinus
program called “PetaQCD” which was granted a three-year funding
(jan. 2009 - dec. 2011). It develops software architecture and
methods for designing future machines for large sustained petaflop
simulation of Lattice Quantic Chromo-Dynamics
(https://www.petaqcd.org ).



[bookmark: uid134] Section: 
      Other Grants and Activities
European Initiatives

	[bookmark: uid135] COST Action IC0805 ComplexHPC (Open European Network for High-Performance
Computing in Complex Environments

The goal of the Action is to establish a European research network focused on
high performance heterogeneous computing in order to address the whole range
of challenges posed by these new platforms including models, algorithms,
programming tools and applications. The network will aim at contributing to
exchange information, identify synergies and pursue common research
activities, therefore reinforcing the strength of European research groups and
the leadership of Europe in this field. This Action gathers more than 20
countries and 30 partners in Europe. This Action runs for 4 years, may 2009–
may 2013.

Emmanuel Jeannot is the chair of this action. And we actively
participate in the different working groups such as “Efficient use of complex systems
with an emphasis of computational library and communication library”; “Algorithms and tools for mapping and executing applications onto distributed
and heterogeneous systems” or “Applications of hierarchical-heterogeneous systems.”

Through this action we have setup collaborations and visits on StarPU with the
University of Lisbon, Portugal and the University of Mons, Belgium.



[bookmark: uid136] Section: 
      Other Grants and Activities
International Initiatives

	[bookmark: uid137] We established a collaboration with the Open MPI project in the
context of development of the hwloc software (see Section 
	5.1 ).
This collaboration was also informally extended to the development of
high-performance intra-node communication with Open MPI over our KNem driver (see Section 
	5.2 ).



	[bookmark: uid138] An associate team between our group and the MPICH2 development team
(Argonne National Laboratory) was setup at the end of 2007 and
finished this year. It has been favourably evaluated by all the reviewers.
Our KNem and hwloc software (see Sections 
	5.2  and 
	5.1 )
were also integrated into MPICH2 and our TreeMatch algorithm
should follow.



	[bookmark: uid139] The Runtime project is part of the joint laboratory that was setup between INRIA
and University of Illinois Urbana-Champaign (UIUC) about Petascale Computing
(http://jointlab.ncsa.illinois.edu/ ).



	[bookmark: uid140] A PHC Sakura collaboration between the Runtime project and the group of
Prof. Yutaka Ishikawa was accepted and has started at the
beginning of 2009 and finishes in December 2010. Results have
been submitted [37]  for publication.



	[bookmark: uid141] We participate to the joint ANR-JST project FP3C (Framework
and Programming for Post Petascale Computing). The goal of this
project is to contribute to establish software technologies,
languages and programming models to explore extreme performance
computing beyond petascale computing, on the road to exascale
computing.
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  [bookmark: uid143] Section: 
      Dissemination
Scientific animation and expertise

Raymond Namyst is vice-chair of the Research and Training
Department in Mathematics and Computer Science (UFR Math-Info) of
the University of Bordeaux 1. He is also a member of the Scientific
Committee of the University of Bordeaux 1

Raymond Namyst is the head of the LaBRI-CNRS “SATANAS”
(Runtime systems and algorithms for high performance numerical
applications) research team (about. 50 people) that includes the
Bacchus, Hiepacs and Runtime INRIA groups.

Raymond Namyst serves as an expert for the following
initiatives/institutions:


	[bookmark: uid144] EESI (European Exascale Software Initiative, since 2010)
;



	[bookmark: uid145] CEA/DAM (as a “scientific advisor” for the 2008-2010 period) ;



	[bookmark: uid146] CEA-EDF-INRIA School technical committee (since 2009) ;



	[bookmark: uid147] DGRI (French Ministry of Research since 2009) ;



	[bookmark: uid148] GENCI (http://www.genci.fr/?lang=en , since 2009) ;



	[bookmark: uid149] ORAP (http://www.irisa.fr/ORAP/ , as the INRIA
representative since 2010) ;



	[bookmark: uid150] ANR (Member of the “COSINUS” scientific committee since 2008).




Raymond Namyst was member of the following PhD committees:
Nicolas Richart, Everton Hermann (reviewer) and
Fabrice Dupros.

Emmanuel Jeannot is member of the steering committee and the
direction committee of the ADT Aladdin-G5K and serves as head of the
Bordeaux site since October 2009.

Emmanuel Jeannot was reviewer of the PhD dissertations of
Alessio Merlo (University of Genoa, Italy) and Tram Truong Huu
(Univ. of Nice). He was reviewer of the habilitation thesis of Thierry
Monteil (Univ. of Toulouse). He was also member of the PhD committee of
Remi Sharrock (Univ. Toulouse) and Benjamin Depardon (ENS-Lyon).

Emmanuel Jeannot serves as reviewers of following
journals/conferences: IEEE Trans. on Parallel and Dist. Syst., Future
Generation Computer Systems, Parallel computing, Journal of
Scheduling, Journal of Parallel and Distributed Systems and the
heteropar 2010 conference.

Olivier Aumage is the head of the ANR ProHMPT project
(Jan. 2009 – Dec. 2011).

Denis Barthou was member of the following PhD committees:
Pablo de Oliveira, Stephane Zuckermann, François
Broquedis.

Denis Barthou serves as an expert in the following
institutions/initiatives:


	[bookmark: uid151] Exascale Research Lab.



	[bookmark: uid152] Cofecub: Comité Français d'Evaluation de la Coopération Universitaire et Scientifique avec le Brésil (since 2009)



	[bookmark: uid153] NSF G8 initiative: Performance and Introspection at Exascale




Denis Barthou serves as reviewers of following
journals/conferences: ACM/IEEE PLDI, ACM Journal of Parallel and
Distributed Computing, Compiler Construction Conference, Europar
Conference, Smart Workshop.


[bookmark: uid154] Section: 
      Dissemination
Conference Committees

Emmanuel Jeannot and Raymond Namyst are chairs and
organizers of the 17th International European Conference on Parallel
and Distributed Computing (Euro-Par 2011)

In 2010, Raymond Namyst was a program committee member of
the following international conferences: EuroMPI, ICCN, HPCVirt,
IWOMP, PMEA, A4MMC and MuCoCos.

Alexandre Denis is member of the program committee of the RenPar
conference (Rencontres Francophones du Parallelisme).

Emmanuel Jeannot is member of the program committee of the 2011
International Conference of Parallel and Distributed Systems
(IPDPS 2011) and the 13th IEEE International Conference on
Computational Science and Engineering (CSE 2010). He is also member of
the steering committee of the IEEE conference on cluster computing
(Cluster).

Emmanuel Jeannot is associate editor of the International Journal of
Parallel, Emergent and Distributed Systems.

Guillaume Mercier is member of the program committee of the
International High-Performance Computing Conference (HIPC 2010) and
the IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing (CCGrid 2011). He also serves as a reviewer for the
International Journal of High-Performance Computing Applications
(IJHPCA).

Denis Barthou is member of the program committee of the
Europar Conference.


[bookmark: uid155] Section: 
      Dissemination
Invitations

Raymond Namyst and Cédric Augonnet have been invited to
spend one week respectively in November and May 2010 at the University of
Illinois at Urbana-Champaign (USA). They have worked with the team of Prof. Wen Mei
Hwu on the optimization of parallel applications for heterogeneous
architectures equipped with GPU accelerators. This collaboration is supported
by the INRIA-UIUC joint laboratory.

Cédric Augonnet has been invited to spend one week in April 2010 and
3 weeks in July 2010 at the University of Tennessee in Knoxville. He has worked
with the team of Professor Jack Dongarra on the port of the PLASMA and MAGMA
linear algebra libraries on top of StarPU.


[bookmark: uid156] Section: 
      Dissemination
Seminars and invited talks

Raymond Namyst was invited to give a talk at the WPSE'2010
International Workshop on Peta-Scale Computing Programming
Environment, Languages and Tools (February 2010).

Alexandre Denis gave a talk at the FP3C kickoff meeting
about high performance communications on clusters of multicores
(UVSQ, Versailles, Sep. 2010).

Alexandre Denis gave a talk about Infiniband networking at the
University of Tokyo (Tokyo, Dec. 2010).

Brice Goglin gave two talks about the hwloc and KNem software during
the SuperComputing 2010 exhibition and conference (New Orleans,
Nov. 2010).

Brice Goglin gave two presentations about high-performance computing
and the Linux kernel at the Libre Software Meeting (Bordeaux,
Jul. 2010).

Brice Goglin presented the Grid5000 initiative at the Grid day in
University of Bordeaux (June 2010).

Brice Goglin explained the GIT source version control system at a
SED seminar (Bordeaux, May 2010).

Emmanuel Jeannot and Louis-Claude Canon gave a tutorial on
performance analysis at the Grid'5000 spring school in Apr 2010.

Emmanuel Jeannot and Raymond Namyst gave two talks at the Journée du calcul scientifique organized by the CNRS in Nov. 2010
in Lyon.

Emmanuel Jeannot gave an invited talk about MPI process placement at
the CCSGC workshop (Ashville, NC, USA).

Samuel Thibault was invited to give a talk about StarPU at
the GPU days of University of Mons (Mons, Nov. 2010).

Olivier Aumage, Jérôme Clet-Ortega and Pierre-André Wacrenier
visited the Mescal team in Nov. 2010 to work on porting the BigDFT
nanosimulation application based on the density functional theory on
top of ForestGOMP in the context of ANR Project ProHMPT.

Cédric Augonnet gave two talks about the use of StarPU for 3D
stencil kernels at the University of Illinois in Urbana-Champaign (Urbana,
May 2010).

Cédric Augonnet gave a talk about the use of StarPU for dense linear
algebra during a "Friday Lunch" at the University of Tennessee in Knoxville
(Knoxville, July 2010).

Cédric Augonnet gave a tutorial on StarPU during the SAAHPC'10
workshop (Knoxville, July 2010).


[bookmark: uid157] Section: 
      Dissemination
Diffusion of the scientific culture


	[bookmark: uid158] Brice Goglin is in charge of the diffusion of the
scientific culture for the INRIA Research Center of Bordeaux. He is
also a member of the National INRIA working group on Scientific
Mediation.



	[bookmark: uid159] Brice Goglin presented the team's research work to the
general public at the “Nuit des chercheurs” and to high-school
student at the “Fête de la Science”. He also presented research
careers at the Aquitec student exhibition and at the “Ateliers
métiers” day of the ENSEIRB-MATMECA engineering school.



	[bookmark: uid160] Emmanuel Jeannot gave a talk at the Unithé ou
café series at INRIA Bordeaux about the role of experiments in
computer-science in May 2011.



	[bookmark: uid161] Denis Barthou and Andres Charif-Rubial made a presentation and demo of MAQAO during the meeting organized by INRIA between INRIA and SME (in Jan 2010).





[bookmark: uid162] Section: 
      Dissemination
Teaching

Most members of the Runtime team-project are involved in teaching either at
University of Bordeaux or at the ENSEIRB-MATMECA engineering school.
Their courses match the team's research areas, from computing architecture
to distributed systems and from operating systems to parallel programming.


[bookmark: uid163] Section: 
      Dissemination
Miscellaneous


	[bookmark: uid164] Louis-Claude Canon defended his PhD thesis in Oct. 2010 [17] .



	[bookmark: uid165] François Broquedis [16]  and François Diakhaté [18] 
defended their PhD. thesis in Dec. 2010.





	[bookmark: uid166] Alin Dobre (Movidius) visited the Runtime team in Nov. 2010.



	[bookmark: uid167] Akihiro Nomura (University of Tokyo) visited the team from Oct. 2010 to Feb. 2011.



	[bookmark: uid168] Aleksandar Ilic (University of Lisbon) visited the team in May 2010.



	[bookmark: uid169] Sidi Mahmoudi (University of Mons) visited the team from May to June 2010.



	[bookmark: uid170] Élies Bergounioux from INRIA Team Concha visited the Runtime team
in May 2010 in the context of the ADT AMPLI.



	[bookmark: uid171] Salvador Abreu (Universidade de Evora, Universidade Nova de
Lisboa) visited the Runtime team in Apr. 2010 as a follow up to the
former PHC Pessoa Grant from Egide.



	[bookmark: uid172] Vasco Pedro (Universidade de Evora) visited the Runtime team in
June 2010 as a follow up to the former PHC Pessoa Grant from Egide.
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