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  [bookmark: uid3] Section: 
      Overall Objectives
Presentation

The goal of the DOLPHIN (Discrete multi-objective
Optimization for Large scale Problems with Hybrid dIstributed
techNiques.) project is the modeling and resolution of large
multi-criteria combinatorial problems using parallel and distributed
hybrid techniques. We are interested in algorithms using Pareto
approaches, which generate the whole Pareto set of a given
Multi-Objective Problem (MOP). For this purpose, the research
actions can be summarized as follows:


	[bookmark: uid5]  Modeling and Analysis of MOPs: Solving Multi-Objective Problems requires an important analysis phase to find the best suitable method to solve it. This analysis deals with the modeling of the problem and the analysis of its structure.

[bookmark: uid5] To propose efficient models for a Multi-Objective Optimization problem, an important aspect is to integrate
all the constraints of the problem. Therefore an interesting preliminary approach is to develop efficient models for the problem in its mono-objective forms in order to be able to develop methods that are taking the characteristics of the studied problem into account.

[bookmark: uid5] While studying the problem in its multi-objective form, the analysis of the structure is another interesting approach. The analysis of the structure of the Pareto front by means of different approaches (statistical indicators, meta-modeling, etc.) allows the design of efficient and robust hybrid optimization techniques. In general, the current theory does not allow the complete analysis of optimization algorithms. Several questions are unanswered: i) why is a given method efficient? ii) why are certain instances difficult to solve? Some work is needed to guide the user in the design of efficient methods.

[bookmark: uid5] The NFL (No Free Lunch) theorem shows that two optimization methods have the same global performance on the whole set of uniform optimization problems. Then, it is crucial to make some hypotheses on the studied problem. This may be done in two steps:


	[bookmark: uid6] analyzing the target problem to identify its landscape properties,



	[bookmark: uid7] including this knowledge in the proposed optimization method.




[bookmark: uid5] Our interest in this project is to answer these questions and remarks for the multi-objective case. Another point considered is the performance evaluation of multi-objective optimization methods. We are also working on approximation algorithms with performance guarantee and the convergence properties of stochastic algorithms.



	[bookmark: uid8]  Cooperation of optimization methods (metaheuristics and/or exact
methods):

[bookmark: uid8] The hybridization of optimization methods allows the cooperation of complementary
different methods. For instance, the cooperation between a metaheuristic and
an exact method allows us to take advantage of the intensification process of an
exact method in finding the best(s) solution(s) in a sub-space, and the
diversification process of the metaheuristic in reducing the search space to
explore.

[bookmark: uid8] In this context, different types of cooperation may be proposed. These
approaches are under study in the project and we are applying them to
different generic MOPs (flow-shop scheduling problem, vehicle routing problem,
covering tour problem, access network design, and the association rule problem in data mining).



	[bookmark: uid9]  Parallel optimization methods: Parallel and distributed computing
may be considered as a tool to speedup the search to solve large MOPs and/or to
improve the robustness of a given method. Following this objective, we design and implement parallel metaheuristics (evolutionary algorithms, Tabu search approach) and parallel exact methods (branch and bound algorithm, branch and cut algorithm) for solving different large MOPs. Moreover, the
joint use of parallelism and cooperation allows the improvement of the quality
of the obtained solutions.



	[bookmark: uid10]  Framework for parallel and distributed hybrid metaheuristics: Our
team contributes to the development of an open source framework for
metaheuristics, named ParadisEO (PARAllel and DIStributed Evolving Objects).
Our contribution in this project is the extension of the EO (Evolving Objects)
framework (This framework was initially developed by Geneura TEAM (Spain), Inria (France), LIACS (Netherlands).
http://paradiseo.gforge.inria.fr .), which consists in: i) the generalization of the framework to single solution metaheuristics such as local search, tabu search and simulated annealing; ii) the design of metaheuristics for multi-objective optimization; iii) the design of hybrid methods; iv) the
development of parallel and distributed models.

[bookmark: uid10] In this project, our goal is the efficient design and implementation of this
framework on different types of parallel and distributed hardware platforms:cluster of workstations (COW), networks of workstations (NOW) and GRID
computing platforms, using the different suited programming environments (MPI,
Condor, Globus, PThreads). The coupling with well-known frameworks for exact methods (such as COIN) will also be considered. The exact methods for MOPs
developed in this project will be integrated in those software frameworks.

[bookmark: uid10] The experimentation of this framework by different users and applications outside the DOLPHIN project is considered. This is done in order to validate the design and the implementation issues of ParadisEO.



	[bookmark: uid12]  Validation: the designed approaches are validated on generic
and real-life MOPs, such as:


	[bookmark: uid13] Scheduling problems: Flow-shop scheduling problem.



	[bookmark: uid14] Routing problems: Vehicle routing problem (VRP), covering tour
problem (CTP).



	[bookmark: uid15] mobile telecommunications: Design of mobile telecommunications networks
(contract with France Telecom R&D) and design of access networks (contract with Mobinets).



	[bookmark: uid16] Genomics: Association rule discovery (data mining task) for mining
genomic data, protein identification, docking and conformational sampling of molecules.



	[bookmark: uid17] Engineering design problems: Design of polymers.




[bookmark: uid12] Some benchmarks and their associated optimal Pareto fronts
or best known Pareto fronts have been defined and made
available on the Web. We are also developing an open source
software, named GUIMOO (Graphical User Interface for Multi-Objective Optimization (http://guimoo.gforge.inria.fr ).), which integrates
different performance evaluation metrics and 2D/3D
visualization tools of Pareto fronts.





[bookmark: uid19] Section: 
      Overall Objectives
Highlights of the Year


	[bookmark: uid20] Francois Clautiaux: Premier accessit for Prix Robert Faure 2012.



	[bookmark: uid21] Best paper award at conference ICORES'2012 1st International Conference on Operations Research and Entreprise Systems, Vilamora, Portugal, Feb 2012 
[44] 
. Rita Macedo, Said Hanafi, Francois Clautiaux, Claudio Alves, José Valério de Carvalho, Generalized disaggregation algorithm for the vehicle routing problem with time windows and multiple routes.



	[bookmark: uid22] Best paper award at GECCO'2012 (Genetic and Evolutionary Computation Conference, EMO Track), Philadelphia, USA, July 2012 
[37] 
. D. Brockhoff, T. Wagner, H. Trautmann, On the Properties of the R2 Indicator.





	Best Papers Awards : 
      
[44] Generalized disaggregation algorithm for the vehicle routing problem with time windows and multiple routes in ICORES 2012, 1st International Conference on Operations Research and Entreprise Systems, Vilamora, Portugal, 4-6 february, 2012.
R. Macedo, S. Hanafi, F. Clautiaux, C. Alves, J. M. Valério de Carvalho.

[37] On the Properties of the R2 Indicator in GECCO'2012.
D. Brockhoff, T. Wagner, H. Trautmann.
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  [bookmark: uid24] Section: 
      Scientific Foundations
Modeling and landscape analysis

The modeling of problems, the analysis of structures (landscapes) of MOPs and the performance assessment of resolution methods are significant topics in the design of optimization methods. The effectiveness of metaheuristics depends on the properties of the problem and its landscape (roughness, convexity, etc). The notion of landscape has been first described in [89]  by the way of the study of species evolution. Then, this notion has been used to analyze combinatorial optimization problems.

[bookmark: uid25] Modeling of problems

Generally there are several ways of modeling a given problem. First, one has to find the most suitable model for the type of resolution he or she plans to use. The choice can be
made after a theoretical analysis of the model, or after computational experiments. The choice of the model depends on the type of method used. For example, a major issue in the design of exact methods is to find tight relaxations for the problem considered.

Let us note that many combinatorial optimization problems of the literature have been studied in their mono-objective form even if a lot of them are naturally of a multi-objective nature.

Therefore, in the DOLPHIN project, we address the modeling of MOPs in two phases. The first one consists in studying the mono-objective version of the problem, where all objectives but one are considered as constraints. In the second phase, we propose methods to adapt the mono-objective models or to create hand-tailored models for the multi-objective case. The models used may come from the
first phase, or from the literature.


[bookmark: uid26] Analysis of the structure of a problem

The landscape is defined by a neighborhood operator and can be represented by a
graph G = (V, E). The vertices represent the solutions of the problem and an
edge (e1, e2) exists if the solution e2 can be obtained by an
application of the neighborhood operator on the solution e1. Then,
considering this graph as the ground floor, we elevate each solution to an
altitude equals to its cost. We obtain a surface, or landscape, made of peaks,
valleys, plateaus, cliffs, etc. The problem lies in the difficulty to have a realistic view of this landscape.

Like others, we believe that the main point of interest in the domain of
combinatorial optimization is not the design of the best algorithm for a large
number of problems but the search for the most adapted method to an
instance or a set of instances of a given problem. Therefore, we are convinced that no
ideal metaheuristic, designed as a black-box, may exist.

Indeed, the first studies realized in our research group on the analysis of
landscapes of different mono-objective combinatorial optimization problems
(traveling salesman problem, quadratic assignment problem) have shown that
not only different problems correspond to different structures but also that
different instances of the same problem correspond to different structures.

For instance, we have realized a statistical study of the landscapes of the
quadratic assignment problem. Some indicators that characterize the
landscape of an instance have been proposed and a taxonomy of the instances
including three classes has been deduced. Hence it is not enough to adapt the
method to the problem under study but it is necessary to specialize it
according to the type of the treated instance.

So in its studies of mono-objective problems, the DOLPHIN
research group has introduced into the resolution methods
some information about the problem to be solved. The
landscapes of some combinatorial problems have been studied
in order to investigate the intrinsic natures of their
instances. The resulting information has been inserted into
an optimization strategy and has allowed the design of efficient
and robust hybrid methods. The extension of these studies to
multi-objective problems is a part of the DOLPHIN
project [87] , [88] .


[bookmark: uid27] Performance assessment

The DOLPHIN project is also interested in the performance assessment of
multi-objective optimization methods. Nowadays, statistical techniques
developed for mono-objective problems can be adapted to the
multi-objective case. Nevertheless, specific tools are necessary in many
situations: for example, the comparison of two different algorithms is relatively
easy in the mono-objective case - we compare the quality of the best solution
obtained in a fixed time, or the time needed to obtain a solution of a certain
quality. The same idea cannot be immediately transposed to the case where the
output of the algorithms is a set of solutions having several quality
measures, and not a single solution.

Various indicators have been proposed in the literature for evaluating the performance of multi-objective optimization methods but no indicator seems to outperform the others [90] . The DOLPHIN research group
has proposed two indicators: the contribution and the
entropy [82] . The contribution
evaluates the supply in term of Pareto-optimal solutions of
a front compared to another one. The entropy gives an idea
of the diversity of the solutions found. These two metrics
are used to compare the different metaheuristics in the
research group, for example in the resolution of the
bi-objective flow-shop problem, and also to show the
contribution of the various mechanisms introduced in these
metaheuristics.


[bookmark: uid28] Goals

One of the main issues in the DOLPHIN project is the study of the landscape
of multi-objective problems and the performance assessment of multi-objective
optimization methods to design efficient and robust resolution methods:


	[bookmark: uid29]  Landscape study:
The goal here is to extend the study of landscapes of the mono-objective
combinatorial optimization problems to multi-objective problems in order to
determine the structure of the Pareto frontier and to integrate this knowledge
about the
problem structure in the design of resolution methods.

[bookmark: uid29] This study has been initiated for the bi-objective flow-shop problem. We have
studied the convexity of the frontiers obtained in order to show the interest
of our Pareto approach compared to an aggregation approach, which only allows one
to obtain the Pareto solutions situated on the convex hull of the Pareto front
(supported solutions).

[bookmark: uid29] Our preliminary study of the landscape of the bi-objective flow-shop problem
shows that the supported solutions are very closed to each other. This remark
leads us to improve an exact method initially proposed for bi-objective
problems. Furthermore, a new exact method able to deal with any number of
objectives has been designed.



	[bookmark: uid30] Performance assessment:
The goal here is to extend GUIMOO in order to provide efficient visual and
metric tools for evaluating the assessment of multi-objective resolution
methods.





[bookmark: uid31] Section: 
      Scientific Foundations
Hybrid multi-objective optimization
methods

The success of metaheuristics is based on their ability to find efficient
solutions in a reasonable time [76] . But with
very
large problems and/or multi-objective problems, efficiency of metaheuristics
may be compromised. Hence, in this context it is necessary to integrate
metaheuristics in more general schemes in order to develop even more efficient
methods. For instance, this can be done by different strategies such as
cooperation and parallelization.

The DOLPHIN project deals with “a posteriori” multi-objective
optimization where the set of Pareto solutions (solutions of best compromise)
have to be generated in order to give the decision maker the opportunity to
choose the solution that interests him/her.

Population-based methods, such as evolutionary algorithms, are well fitted for
multi-objective problems, as they work with a set of solutions
[59] , [74] . To be convinced one may refer to the list of
references
on Evolutionary Multi-objective Optimization maintained by Carlos A. Coello
Coello (http://www.lania.mx/~ccoello/EMOO/EMOObib.html ), which
contains more than 5500 references. One of the objectives of the project is to
propose advanced search mechanisms for intensification and diversification.
These mechanisms have been designed in an adaptive manner, since their
effectiveness is related to the landscape of the MOP and to the instance solved.

In order to assess the performances of the proposed mechanisms, we always
proceed in two steps: first, we carry out experiments on academic problems,
for which some best known results exist; second, we use real industrial
problems to cope with large and complex MOPs. The lack of references in terms
of optimal or best known Pareto set is a major problem. Therefore, the obtained
results in this project and the test data sets will be available at the URL
http://dolphin.lille.inria.fr/  at 'benchmark'.

[bookmark: uid33] Cooperation of metaheuristics

In order to benefit from the various advantages of the different metaheuristics, an
interesting idea is to combine them. Indeed, the hybridization of
metaheuristics allows the cooperation of methods having complementary
behaviors. The efficiency and the robustness of such methods depend on the
balance between the exploration of the whole search space and the exploitation
of interesting areas.

Hybrid metaheuristics have received considerable interest these last years in
the field of combinatorial optimization. A wide variety of hybrid approaches
have been proposed in the literature and give very good results on numerous
single objective optimization problems, which are either academic (traveling
salesman problem, quadratic assignment problem, scheduling problem, etc) or
real-world problems. This efficiency is generally due to the combinations of single-solution
based methods (iterative local search, simulated annealing, tabu search, etc)
with population-based methods (genetic algorithms, ants search, scatter
search, etc). A taxonomy of hybridization mechanisms may be found in
[84] . It proposes to decompose these mechanisms into four
classes:


	[bookmark: uid34] LRH class - Low-level Relay Hybrid: This class contains
algorithms in which a given metaheuristic is embedded into a single-solution
metaheuristic. Few examples from the literature belong to this class.



	[bookmark: uid35] LTH class - Low-level Teamwork Hybrid: In this class, a
metaheuristic is embedded into a population-based metaheuristic in order to
exploit strengths of single-solution and population-based metaheuristics.



	[bookmark: uid36] HRH class - High-level Relay Hybrid: Here, self contained
metaheuristics are executed in a sequence. For instance, a population-based
metaheuristic is executed to locate interesting regions and then a local
search is performed to exploit these regions.



	[bookmark: uid37] HTH class - High-level Teamwork Hybrid: This scheme
involves several self-contained algorithms performing a search in parallel and
cooperating. An example will be the island model, based on GAs, where the
population is partitioned into small subpopulations and a GA is executed per
subpopulation. Some individuals can migrate between subpopulations.




Let us notice, that if hybrid methods have been studied in the mono-criterion
case, their application in the multi-objective context is not yet widely
spread. The objective of the DOLPHIN project is to integrate specificities of
multi-objective optimization into the definition of hybrid models.


[bookmark: uid38] Cooperation between metaheuristics and exact methods

Until now only few exact methods have been proposed to solve multi-objective
problems. They are based either on a Branch-and-bound approach, on the
algorithm [image: Im1 $A^\#9734 $], or on dynamic programming. However, these methods are limited
to two objectives and, most of the time, cannot be used on a complete
large scale problem. Therefore, sub search spaces
have to be defined in order to use exact methods. Hence, in the
same manner as hybridization of metaheuristics, the cooperation of
metaheuristics and exact methods is also a main issue in this project.
Indeed, it allows us to use the exploration capacity of metaheuristics, as well as
the intensification ability of exact methods, which are able to find optimal
solutions in a restricted search space. Sub search spaces have to be
defined along the search. Such strategies can be found in the literature, but
they are only applied to mono-objective academic problems.

We have extended the previous taxonomy for hybrid metaheuristics to the
cooperation between exact methods and metaheuristics. Using this taxonomy, we
are investigating cooperative multi-objective methods. In this context,
several types of cooperations may be considered, according to the way the
metaheuristic and the exact method cooperate. For instance, a metaheuristic
can use an exact method for intensification or an exact method can use a
metaheuristic to reduce the search space.

Moreover, a part of the DOLPHIN project deals with studying exact methods in
the multi-objective context in order: i) to be able to solve small size
problems and to validate proposed heuristic approaches; ii) to have more
efficient/dedicated exact methods that can be hybridized with metaheuristics.
In this context, the use of parallelism will push back limits of exact methods,
which will be able to explore larger size search spaces  [68] .


[bookmark: uid39] Goals

Based on the previous works on multi-objective optimization,
it appears that to improve metaheuristics, it becomes
essential to integrate knowledge about the problem
structure. This knowledge can be gained during the search.
This would allow us to adapt operators which may be specific
for multi-objective optimization or not. The goal here is
to design auto-adaptive methods that are able to react to
the problem structure. Moreover, regarding the hybridization
and the cooperation aspects, the objectives of the DOLPHIN
project are to deepen these studies as follows:


	[bookmark: uid40] Design of metaheuristics for the multi-objective
optimization: To improve metaheuristics, it becomes
essential to integrate knowledge about the problem
structure, which we may get during the execution. This
would allow us to adapt operators that may be specific for
multi-objective optimization or not. The goal here is to
design auto-adaptive methods that are able to react to the
problem structure.



	[bookmark: uid41] Design of cooperative metaheuristics: Previous studies show the
interest of hybridization for a global optimization and the importance of
problem structure study for the design of efficient methods. It is now
necessary to generalize hybridization of metaheuristics and to propose adaptive
hybrid models that may evolve during the search while selecting the
appropriate metaheuristic. Multi-objective aspects have to be introduced in
order to cope with the specificities of multi-objective optimization.



	[bookmark: uid42] Design of cooperative schemes between exact methods and
metaheuristics: Once the study on possible cooperation schemes is achieved,
we will have to test and compare them in the multi-objective context.



	[bookmark: uid43] Design and conception of parallel metaheuristics: Our previous
works on parallel metaheuristics allow us to speed up the resolution of large
scale problems. It could be also interesting to study the robustness of the
different parallel models (in particular in the multi-objective case) and to
propose rules that determine, given a specific problem, which kind of
parallelism to use. Of course these goals are not disjoined and it will be interesting to
simultaneously use hybrid metaheuristics and exact methods. Moreover, those
advanced mechanisms may require the use of parallel and distributed computing
in order to easily make cooperating methods evolve simultaneously and to speed
up the resolution of large scale problems.



	[bookmark: uid44] Validation: In order to validate the obtained results we always
proceed in two phases: validation on academic problems, for which some best
known results exist and use on real problems (industrial) to cope with problem
size constraints.

[bookmark: uid44] Moreover, those advanced mechanisms are to be used in order to integrate the
distributed multi-objective aspects in the ParadisEO platform (see the
paragraph on software platform).





[bookmark: uid45] Section: 
      Scientific Foundations
Parallel multi-objective
optimization: models and software frameworks

Parallel and distributed computing may be considered as a tool to speedup the
search to solve large MOPs and to improve the robustness of a given method.
Moreover, the joint use of parallelism and cooperation allows improvements
on the quality of the obtained Pareto sets. Following this objective, we will
design and implement parallel models for metaheuristics (evolutionary
algorithms, tabu search approach) and exact methods (branch-and-bound
algorithm, branch-and-cut algorithm) to solve different large MOPs.

One of the goal of the DOLPHIN project is to integrate the developed parallel
models into software frameworks. Several frameworks for parallel distributed
metaheuristics have been proposed in the literature. Most of
them
focus only either on evolutionary algorithms or on local search methods. Only
few frameworks are dedicated to the design of both families of
methods. On the other hand, existing optimization frameworks either do not
provide parallelism at all or just supply at most one parallel model. In this
project, a new framework for parallel hybrid metaheuristics is proposed, named
Parallel and Distributed Evolving Objects (ParadisEO) based on EO. The
framework provides in a transparent way the hybridization mechanisms presented
in the previous section, and the parallel models described in the next
section. Concerning the developed parallel exact methods for MOPs, we will
integrate them into well-known frameworks such as COIN.

[bookmark: uid46] Parallel models

According to the family of addressed metaheuristics, we may distinguish two
categories of parallel models: parallel models that manage a single solution, and
parallel models that handle a population of solutions. The major single
solution-based parallel models are the following: the parallel
neighborhood exploration model and the multi-start model.


	[bookmark: uid47] The parallel neighborhood exploration model is basically a "low
level" model that splits the neighborhood into partitions that are explored
and evaluated in parallel. This model is particularly interesting when the
evaluation of each solution is costly and/or when the size of the neighborhood
is large. It has been successfully applied to the mobile network design
problem (see Application section).



	[bookmark: uid48] The multi-start model consists in executing in parallel several
local searches (that may be heterogeneous), without any information exchange.
This model raises particularly the following question: is it equivalent to
execute k local searches during a time t than executing a single local
search during k×t? To answer this question we tested a multi-start
Tabu search on the quadratic assignment problem. The experiments have shown
that the answer is often landscape-dependent. For example, the multi-start
model may be well-suited for landscapes with multiple
basins.




Parallel models that handle a population of solutions are
mainly: the island model, the central model and the
distributed evaluation of a single solution. Let us notice that the last
model may also be used with single-solution metaheuristics.


	[bookmark: uid49] In the island model, the population is split into several
sub-populations distributed among different processors. Each processor is
responsible of the evolution of one sub-population. It executes all the steps
of the metaheuristic from the selection to the replacement. After a given
number of generations (synchronous communication), or when a convergence
threshold is reached (asynchronous communication), the migration process is
activated. Then, exchanges of solutions between sub-populations are realized,
and received solutions are integrated into the local sub-population.



	[bookmark: uid50] The central (Master/Worker) model allows us to keep the sequentiality
of the original algorithm. The master centralizes the population and manages
the selection and the replacement steps. It sends sub-populations to the
workers that execute the recombination and evaluation steps. The latter returns
back newly evaluated solutions to the master. This approach is efficient when
the generation and evaluation of new solutions is costly.



	[bookmark: uid51] The distributed evaluation model consists in a parallel evaluation
of each solution. This model has to be used when, for example, the evaluation
of a solution requires access to very large databases (data mining
applications) that may be distributed over several processors. It may also be
useful in a multi-objective context, where several objectives have to be
computed simultaneously for a single solution.




As these models have now been identified, our objective is to study them in the
multi-objective context in order to use them advisedly. Moreover, these models
may be merged to combine different levels of parallelism and to obtain more
efficient methods [73] , [83] .


[bookmark: uid52] Goals

Our objectives focus on these issues are the following:


	[bookmark: uid53] Design of parallel models for metaheuristics and exact methods for
MOPs: We will develop parallel cooperative metaheuristics (evolutionary
algorithms and local search algorithms such as the Tabu search) for solving different large
MOPs. Moreover, we are designing a new exact method, named PPM (Parallel
Partition Method), based on branch and bound and branch and cut algorithms.
Finally, some parallel cooperation schemes between metaheuristics and exact
algorithms have to be used to solve MOPs in an efficient manner.



	[bookmark: uid54] Integration of the parallel models into software frameworks: The
parallel models for metaheuristics will be integrated in the ParadisEO
software framework. The proposed multi-objective exact methods must be first
integrated into standard frameworks for exact methods such as COIN and BOB++.
A coupling with ParadisEO is then needed to provide hybridization
between metaheuristics and exact methods.



	[bookmark: uid55] Efficient deployment of the parallel models on different parallel
and distributed architecture including GRIDs: The designed algorithms and
frameworks will be efficiently deployed on non-dedicated networks of
workstations, dedicated cluster of workstations and SMP (Symmetric
Multi-processors) machines. For GRID computing platforms, peer to peer (P2P) middlewares (XtremWeb-Condor) will be used to implement our frameworks.
For this purpose, the different optimization algorithms may be re-visited for
their efficient deployment.
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  [bookmark: uid57] Section: 
      Application Domains
Academic generic problems

In this project, some well known optimization problems are re-visited in terms
of multi-objective modelization and resolution:


	[bookmark: uid58] Workshop optimization problems:

[bookmark: uid58] Workshop optimization problems deal with optimizing the production. In this project, two specific problems are under study.


	[bookmark: uid59] Flow-shop scheduling problem: The flow-shop problem is one of the most well-known scheduling problems. However, most of the works in the literature use a mono-objective model. In general, the minimized objective is the total
completion time (makespan). Many other criteria may be used to schedule tasks
on different machines: maximum tardiness, total tardiness, mean job flowtime,
number of delayed jobs, maximum job flowtime, etc. In the DOLPHIN project, a
bi-criteria model, which consists in minimizing the makespan and the total
tardiness, is studied. A tri-criteria flow-shop problem, minimizing in addition the maximum tardiness, is also studied.
It allows us to develop and test multi-objective (and not only bi-objective) exact methods.



	[bookmark: uid60] Cutting problems: Cutting problems occur when pieces of wire, steel, wood, or paper have
to be cut from larger pieces. The objective is to minimize the
quantity of lost material. Most of these problems derive from the
classical one-dimensional cutting-stock problem, which have been
studied by many researchers.
The problem studied by the DOLPHIN project is a two-dimensional
bi-objective problem, where rotating a rectangular piece has an impact
on the visual quality of the cutting pattern. First we have to study
the structure of the cutting-stock problem when rotation is allowed,
then we will develop a method dedicated to the bi-objective version of
the problem.






	[bookmark: uid61] Logistics and transportation problems:


	[bookmark: uid62] Packing problems: In logistic and transportation fields, packing problems may be a major
issue in the delivery process. They arise when one wants to minimize
the size of a warehouse or a cargo, the number of boxes, or the number
of vehicles used to deliver a batch of items.
These problems have been the subjects of many papers, but only few of
them study multi-objective cases, and to our knowledge, never from an
exact point of view. Such a case occurs for example when some pairs of
items cannot be packed in the same bin. The DOLPHIN project is
currently studying the problem in its one-dimensional version. We plan
to generalize our approach to two and three dimensional problems, and
to more other conflict constraints, with the notion of distance
between items.



	[bookmark: uid63] Routing problems: The vehicle routing problem (VRP) is a well-known
problem and it has been studied since the end of the 50's. It has a lot of
practical applications in many industrial areas (ex. transportation, logistics,
etc). Existing studies of the VRP are almost all concerned with the
minimization of the total distance only. The model studied in the DOLPHIN
project introduces a second objective, whose purpose is to balance the length
of the tours. This new criterion is expressed as the minimization of the
difference between the length of the longest tour and the length of the
shortest tour. As far as we know, this model is one of the pioneer work in the
literature.

[bookmark: uid63] The second routing problem is a generalization of the covering tour problem
(CTP). In the DOLPHIN project, this problem is solved as a bi-objective
problem where a set of constraints are modeled as an objective. The two
objectives are: i) minimization of the length of the tour; ii) minimization of
the largest distance between a node to be covered and a visited node. As far
as we know, this study is among the first works that tackle a classic
mono-objective routing problem by relaxing constraints and building a more
general MOP.

[bookmark: uid63] The third studied routing problem is the Ring Star Problem (RSP). This problem consists in locating a simple cycle through a subset of nodes of a graph while optimizing two kinds of costs. The first objective is to minimize a ring cost that is related to the length of the cycle. The second one is to minimize an assignment cost from non-visited nodes to visited ones. In spite of its natural bi-criteria formulation, this problem has always been studied in a single-objective form where either both objectives are combined or one objective is treated as a constraint.

[bookmark: uid63] Now our goal is to propose VRP libraries that are able to cope with a large number of constraints. The libraries are conceived in such a way that totally new sets of constraints can be added dynamically, similarly to what is done in constraint programming. This code will be used in future industrial collaborations, and already includes algorithms to use GIS.







For all studied problems, standard benchmarks have been extended to the
multi-objective case. The benchmarks and the obtained results (optimal Pareto
front, best known Pareto front) are available on the Web pages associated to
the project and from the MCDM (International Society on Multiple Criteria
Decision Making) Web site. This is an important issue to encourage comparison
experiments in the research community.


[bookmark: uid64] Section: 
      Application Domains
Application to mobile
telecommunication networks

With the extraordinary success of mobile telecommunication systems, service providers have been affording huge investments for network design and infrastructure. Mobile network design is of outmost importance, and is thus a major issue in mobile telecommunication systems. In fact, with the continuous and rapid growth of communication traffic, large scale planning becomes more and more difficult. Hence, automatic, interactive and self-adaptive optimization algorithms and tools would be very useful and helpful. Advances in this area will certainly lead to important improvements in terms of quality of service, network management and cost deployment.

In the past, the DOLPHIN team has initiated solid industrial collaborations within the domain of mobile networks. In fact, the problem of network design and frequency assignment was studied in collaboration with France Telecom. In particular, a new formulation/resolution of the problem as a multi-objective constrained combinatorial optimization problem was considered. In collaboration with Mobinets, the DOLPHIN team has also addressed the problem of access network design. The problem consists in minimizing the cost of the access network and maximizing its availability.

More recently, the DOLPHIN team has been interested in new optimization models and algorithms to address new difficult problems raised by new emerging technologies in wireless networks. In fact, wireless communications are evolving from inflexible and monolithic systems to a composite radio environment made of cognitive radio devices and networks of different technologies. Within this context, the challenge is to design new optimization techniques which are not only resource, power, scale, and applications aware, but which are self-adaptive and fully distributed in order to allow the dynamic optimization of radio-devices behaviors depending on the environment constraints e.g., spectrum availability, network traffic, user demand, etc. To achieve this goal, distributed and nature-inspired algorithms, such as ant-colony and bees, will be investigated in order to dynamically and distributively optimize predefined criterion such as throughput, fairness, quality of service to cite a few. It is expected that the techniques developed in this work will lead to the design of new models and algorithms for opportunistic/dynamic spectrum access and cross layer network optimization which are at the core of future generation wireless networks.


[bookmark: uid65] Section: 
      Application Domains
Application to Bioinformatics

Bioinformatic research is a great challenge for our society and numerous research entities of different specialities (biology, medical or information
technology) are collaborating on specific thema.


[bookmark: uid66] Genomic and post-genomic studies

Previous studies of the DOLPHIN project mainly deal with genomic and postgenomic applications. These have been realized in collaboration with academic and industrial partners (IBL: Biology Institute of Lille; IPL: Pasteur Institute of Lille; IT-Omics firm).

First, genomic studies aim to analyze genetic factors which may explain multi-factorial diseases such as diabetes, obesity or cardiovascular diseases. The scientific goal was to formulate hypotheses describing associations that may have any influence on diseases under study.

Secondly, in the context of post-genomic, a very large amount of data are obtained thanks to advanced technologies and have to be analyzed. Hence, one of the goals of the project was to develop analysis methods in order to discover knowledge in data coming from biological experiments.

These problems can be modeled as classical datamining tasks (Association rules, feature selection). As the combinatoric of such problems is very high and the quality criteria not unique, we proposed to model these problems as multi-objective combinatorial optimization problems. Evolutionary approaches have been adopted in order to cope with large scale problems.

Nowadays the technology is still going fast and the number of data increases rapidly. Within the new collaboration, started in 2010, with Genes Diffusion, specializes in genetics and animal reproduction for bovine, swine, equine and rabbit species, we will study combinations of Single Nucleotide Polymorphisms (SNP) that can explain some phenotypic characteristics.


[bookmark: uid67] Docking and conformational sampling

In molecular modelling, conformational sampling and docking procedures provide help for understanding the interaction mechanisms between (macro)molecules involved in physiological processes. The processes to be simulated are of a combinatorial complexity (molecule size, number of degrees of freedom) which represents an important challenge for the currently available computing power. Such a challenge can be expressed by three major objectives: (1) the proposition of mathematical models of maximum simplicity that nevertheless provide a relevant description of molecular behavior, (2) the development of powerful distributed optimization algorithms (evolutionary algorithms, local search methods, hybrid algorithms) for sampling the molecular energy surface for stable, populated conformations, and (3) the deployment of those intrinsic distributed algorithms on computational Grids.

Within the framework of ANR DOCK and Decrypton projects, the focus was to propose multi-objective formulations of the conformational and docking problems. The goal was to take into account different criteria characteristics of the complex docking process. Furthermore, in order to deal with the multimodal nature of the problems it is important to define new hybrid mechanisms allowing us to provide algorithms with both diversification and intensification properties. Finally, to deal with the exponential combinatory of these problems when large proteins are concerned parallel and grid computing is highly required. Using grid computing is not straightforward, so a "gridification" process is necessary. Such process allows us to adapt the proposed algorithms to the characteristics of the grid. The gridification process must be exploited by the user in a transparent way. Therefore, coupling ParadisEO-PEO with a generic grid middleware such as Globus is important to provide robust and efficient algorithms to be exploited transparently.

New contacts with the Servier company show that these questions are really challenging ones for the design of new drug molecules.


[bookmark: uid68] Optimization for health care

The new collaboration (PhD thesis started in october 2010) with Alicante company, major actor in the hospital decision making, will deal with knowledge extraction by optimization methods for improving the process of inclusion in clinical trials.
Indeed, conducting a clinical trial, allowing for example to measure the effectiveness of a treatment, involves selecting a set of patients likely to participate to this test. Currently existing selection processes are far from optimal, and many potential patients are not considered.
The objective of this collaboration consists in helping the practitioner to quickly determine if a patient is interesting for a clinical trial or not. Exploring different data sources (from a hospital information system, patient data...), a set of decision rules have to be generated. For this, approaches from combinatorial optimization will be implemented, requiring extensive work to model the problem, to define criteria optimization and to design specific optimization methods.
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  [bookmark: uid70] Section: 
      Software
ParadisEO
Participants :
      Clive Canape, Laetitia Jourdan, Arnaud Liefooghe, Nouredine Melab, Alexandre Quemy, El-Ghazali Talbi [correspondent] , Sébastien Verel.


ParadisEO (PARallel and DIStributed Evolving Objects) is a C++ white-box object-oriented framework dedicated to the flexible design of metaheuristics. See web site http://paradiseo.gforge.inria.fr . Based on EO, a template-based ANSI-C++ compliant evolutionary computation library, it is composed of five modules:


	[bookmark: uid71] Paradiseo-EO provides tools for the development of population-based metaheuristic (evolutionary and genetic algorithm, genetic programming, particle swarm optimization, etc.)



	[bookmark: uid72] Paradiseo-MO provides tools for the development of single solution-based metaheuristics (hill- climbing, tabu search, simulated annealing, iterative local search, variable neighborhood search, incremental evaluation, partial neighborhood, etc.)



	[bookmark: uid73] Paradiseo-MOEO provides tools for the design of multi-objective metaheuristics (MO fitness assignment, MO diversity preservation, elitism, performance indicators, easy-to-use state-of-the-art algorithms, etc)



	[bookmark: uid74] Paradiseo-PEO provides tools for the design of parallel and distributed metaheuristics (parallel evaluation, parallel evaluation function, island model)



	[bookmark: uid75] Paradiseo-SMP provides tools for the design of shared memory parallel metaheuristics (parallel evaluation, island model)




Furthermore, Paradiseo also introduces tools for the design of distributed, hybrid and cooperative models:


	[bookmark: uid76] High level hybrid metaheuristics: coevolutionary and relay models.



	[bookmark: uid77] Low level hybrid metaheuristics: coevolutionary and relay models.




The ParadisEO framework has been especially designed to best suit to the following objectives:


	[bookmark: uid78] Maximum design and code reuse: ParadisEO is based on a clear conceptual separation of the solution methods from the problems they are intended to solve. This separation confers to the user a maximum code and design reuse.



	[bookmark: uid79] Flexibility and adaptability: The fine-grained nature of the classes provided by the framework allows a higher flexibility compared to other frameworks.



	[bookmark: uid80] Utility: ParadisEO allows the user to cover a broad range of metaheuristics, problems, parallel distributed models, hybridization mechanisms, etc.



	[bookmark: uid81] Transparent and easy access to performance and robustness: As the optimization applications are often time-consuming the performance issue is crucial. Parallelism and distribution are two important ways to achieve high performance execution. ParadisEO is one of the rare frameworks that provide the most common parallel and distributed models. These models can be exploited in a transparent way, one has just to instantiate their associated provided classes.



	[bookmark: uid82] Portability: The implemented models are portable on distributed-memory machines as well as on shared-memory multiprocessors, as they use standard libraries such as MPI and std::threads. ParadisEO supports the most recent version of standard of the C++ programming, c++11.




This year a new module, Paradiseo-SMP, has been released.
All the new features is managed via the Inria Gforge project http://paradiseo.gforge.inria.fr . The version 2.0 has been released in Septembre 2012.

[bookmark: uid83] Paradiseo-SMP: a new module for shared memory parallel

This year, we released a new module dedicated to shared memory parallel. This module improves the technical mechanisms of Paradiseo-PEO thanks a new software architecture and the new c+11 features.

Paradiseo-SMP implements parallel evaluation, dynamic heterogeneous island model, and their hybridization. The main features are:


	[bookmark: uid84] Dynamic Island Model: topology can be changed during the execution.



	[bookmark: uid85] Heterogeneous Islands: different kinds of population-based metaheuristics can communicate (evolutionary and genetic algorithm, particle swarm optimization, etc.).



	[bookmark: uid86] Island Model and master/slave model can be hybridized.




All these new features are developed in c++11.


[bookmark: uid87] New technical features

Regarding the technical aspects, the compatibility with dependencies taken into account is:


	[bookmark: uid88] c++11 features supporting.



	[bookmark: uid89] Checked compatibility with different operating systems.



	[bookmark: uid90] Reviewed and checked compatibility with new versions of the tools used (CMake, g++, clang, MinGW...).



	[bookmark: uid91] Unit and integration test of all additional components, and experiments on classical applications.





[bookmark: uid92] Contributions and documentations

Many investigations were made in this context in order to help users to manipulate the framework.


	[bookmark: uid93] New quick start guide is available.



	[bookmark: uid94] New tutorials:


	[bookmark: uid95] Tutorials SMP.



	[bookmark: uid96] Tutorials GPU.






	[bookmark: uid97] Updated implementation for classical problems.




Self-assessment of the team effort (software criteria: http://www.inria.fr/institut/organisation/instances/commission-d-evaluation )

(A-4-up5) Audience: 4 - Used in many universities for teaching and several companies.

(SO-4) Software Originality: 4 - ParadisEO aggregates the last results of the Dolphin team.

(SM-4) Software Maturity: 4 - Extensive documentation, strong software engineering and testing, regression testing, user feedback ...

(EM-2-up3) Evolution and Maintenance: 2 - Basic maintenance with persistent attention to users.

(SDL-4) Software Distribution and Licensing: 4 - CeCILL license, public source, Windows and Mac installer, Linux packages.

(OC) Own Contribution: (Design/Architecture) DA-4, (Coding/Debugging) CD-4, (Maintenance/Support) MS-4, (Team/Project Management) TPM-4
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  [bookmark: uid99] Section: 
      New Results
On Optimizing a Bi-objective Flowshop Scheduling Problem in Uncertain Environment

Participants: Arnaud Liefooghe, Laetitia Jourdan, El-Ghazali Talbi

Existing models from scheduling often over-simplify the problems appearing in real-world industrial situations. The original application is often reduced to a single-objective one, where the presence of uncertainty is neglected. In [23] , we focus on multi-objective optimization in uncertain environments. A bi-objective flowshop scheduling problem with uncertain processing times is considered. An indicator-based evolutionary algorithm is proposed to handle these two difficulties (multiple objectives and uncertain environment) at the same time. Four different strategies, based on uncertainty-handling quality indicators, are proposed in the paper. Computational experiments are performed on a large set of instances by considering different scenarios with respect to uncertainty. We show that an uncertainty-handling strategy is a key issue to obtain good-quality solutions, and that the algorithm performance is strongly related to the level of uncertainty over the environmental parameters.


[bookmark: uid100] Section: 
      New Results
New Price settings models in the energy field 

Participants: L. Brotcorne, S. Afsar

The electricity supply industry is facing in many countries a restructuring process towards deregulation and competition. In that context classical marginal cost based approaches based on estimation of cost production function and demand functions are not well-suited anymore. Indeed, the energy prices have to be defined not only to retrieve the production costs but also in order to take into account the consumer behavior. Consumers make their choice of service, or of energy provider in order to minimize their disutility values. Failing to recognize that may lead to tremendous lack on revenues. In order to capture this hierarchical decision process where a leader (the energy provider) takes explicitly into account the reaction of a follower (the consumers) in his decision process. The energy pricing problems addressed in this are modeled as bilevel programs.


[bookmark: uid101] Section: 
      New Results
 Bi-level formulation for a Long-Distance Freight Transportation Problem 

Participants: M. Diaby, L. Brotcorne, E.-G. Talbi.

A company wants to convey different types of products from origin i to points of destination j. It can deliver the goods itself or hire a transport company, and subcontract part of the application. The transport company must offer attractive prices while aiming to maximize its profit. The aim of this problem is to determine rates that allow the carrier to maximize its revenues and remain affordable for the customer. The problem is modeled as a bilevel program at the first level, the carrier (leader) wants to maximize its revenues; at the second level, the client. An exact and an evolutionary solution approaches are developped.


[bookmark: uid102] Section: 
      New Results
On Local Search for Bi-objective Knapsack Problems

Participant: A. Liefooghe.

In [26] , a local search approach is proposed for three variants of the bi-objective binary knapsack problem, with the aim of maximizing the total profit and minimizing the total weight. First, an experimental study on a given structural property of connectedness of the efficient set is conducted. Based on this property, a local search algorithm is proposed and its performance is compared against exact algorithms in terms of running time and quality metrics. The experimental results indicate that this simple local search algorithm is able to find a representative set of optimal solutions in most of the cases, and in much less time than exact algorithms.


[bookmark: uid103] Section: 
      New Results
Convergent methods based on aggregation in mathematical models

Participant : François Clautiaux

We designed several algorithms to aggregate variables in integer
linear programs. Our methods first solve aggregated models, and
converge to the optimal solution of the initial problem by iteratively
refining the model.

The first method applies on a large network flow models that use a
pseudo-polynomial number of variables. It is based on an initial
aggregation of the vertices of the model and its iterative refinement
using different optimization techniques. This led to dramatical
improvements for a special case of vehicle routing problem. We
proposed several theoretical results regarding convergence, suitable
discretizations, wort-case analysis and approximation algorithms [44] .

The second method applies on column generation approaches for the
cutting-stock problem. Our algorithm links groups of dual variables by
linear constraints, leading to a problem of smaller dimension, whose
solutions are dual-feasible for the initial problem. The corresponding
"inner approximation" is iteratively refined by splitting the groups
into smaller groups until an optimal dual solution is found. This
method allows to produce a valid lower bound at each iteration, which
is not the case for classical column-generation schemes [58] .


[bookmark: uid104] Section: 
      New Results
Investigating the Optimization Goal of Indicator-Based Multiobjective Search

Participant from DOLPHIN: Dimo Brockhoff; External Participants: Heike Trautmann and Tobias Wagner (TU Dortmund University, Germany)

Using a quality indicator in the environmental selection step of evolutionary multiobjective optimization (EMO) algorithms to indicate which solutions shall be kept in the algorithms' population and which should be deleted, introduces a certain search bias. Instead of an “arbitrary” subset of the Pareto front, such (quality) indicator based search algorithms aim at approximating the set of μ solutions that optimizes a given indicator, for which the term optimal μ-distribution has been introduced [63] . Also for performance assessment with respect to a given indicator, knowledge about the optimal μ-distributions is helpful as interpreting the achieved indicator values with respect to the best achievable value becomes possible. For the hypervolume indicator, several results on these optimal μ-distributions are known [63] , [62] , [75] , [69] , [70] , [61]  [64] , but the understanding of the optimization goal for other indicators is less developed. Recently, we started to investigate the optimal μ-distributions, both theoretically and numerically, for the so-called R2 indicator [79] —another often recommended quality indicator [90] . Instead of the binary version of [79]  that takes two solution sets and assigns them a certain quality, we thereby investigated an equivalent unary indicator where one (reference) set is always fixed.

First experiments for problems with two objectives and connected Pareto fronts have been presented in [37]  which won the best paper award within the EMO track at GECCO'2013 (See http://www.sigevo.org/gecco-2012/papers.html .). Further investigations on problems with disconnected Pareto fronts have been submitted to the Evolutionary Computation journal [72] . We also studied in more detail how the parameters of the R2 indicator such as the ideal point or the distribution of weight vectors can be used to change the optimization goal [86]  and correspondingly proposed the algorithm R2-EMOA which is able to steer the search towards preferred regions of the Pareto front by optimizing the R2 indicator directly in its environmental selection [85] , [72] .


[bookmark: uid106] Section: 
      New Results
Runtime Analyses of Interactive Evolutionary Algorithms

Participant from DOLPHIN: Dimo Brockhoff; External Participants: Manuel López-Ibáñez (Université Libre de Bruxelles, Belgium), Boris Naujoks (Cologne University of Applied Sciences, Germany), and Gunter Rudolph (TU Dortmund University, Germany)

If a decision maker (DM) expresses preferences, e.g., towards certain points or regions of the search space, during the algorithm run, we call such an algorithm interactive. Interactive algorithms are frequently used in the field of multi-criteria decision making, but theoretical results on interactive evolutionary multiobjective algorithms (EMOAs) have not been derived until recently. In [36] , we started to analyze interactive versions of an evolutionary algorithm with plus-selection and a population size of one, the so-called iRLS and i(1 + 1)EA. On two pseudo-boolean problems, recently used for theoretically analyzing EMOAs, we could prove upper bounds on the expected runtime of the two mentioned algorithms and on the number of times, the DM is asked about his/her preferences until the most-preferred search point is found. The analyzes showed that the internal value function of the DM has a strong, non-desired influence on the algorithms' runtimes and that the number of questions to the DM are too high for a practical relevant algorithm. It is an open question which algorithm designs are necessary to circumvent these two drawbacks.


[bookmark: uid107] Section: 
      New Results
Benchmarking of CMA-ES Variants for Numerical Blackbox Optimization

Participant from DOLPHIN: Dimo Brockhoff; External Participants: Anne Auger and Nikolaus Hansen (Inria Saclay - Ile-de-France)

The covariance matrix adaptation evolution strategy (CMA-ES) is one of the state-of-the-art optimization algorithms for numerical single-objective blackbox optimization [81] , [80]  [67] . Previously, we proposed to use so-called mirrored mutations to generate new candidate solutions in evolution strategies which turned out to increase the convergence rate for certain variants [71] , [65] , [66] . Another recent approach to speed up the CMA-ES is to perform an active (i.e. negative) covariance matrix update [60] . In [32] , [35] , [34] , [33] , we tested empirically how the combination of mirrored mutations and active CMA-ES perform on the COCO framework [77] , [78] . It turned out that both concepts complement each other well without a significant decrease in performance on any of the 24 test functions. Moreover, the main improvement over the standard CMA-ES could be shown to come from the active covariance matrix adaptation while the addition of mirrored mutations only slightly improves the algorithm.


[bookmark: uid108] Section: 
      New Results
Self-adaptive method for a three-objective vector-packing problem

Participants: Nadia Dahmani, François Clautiaux, El-Ghazali Talbi

We introduced a new multi-objective packing problem (MOBPP), in which we optimize the number of bins, the maximum weight of a bin, and the loading balancing. We studied the impact and the combination of
two complementary decoding strategies for this problem. A
feature of our work is to insert the parameters of the
decoders in the representation of the solution. It leads to
self-adaptive meta-heuristics, where the algorithm iteratively adapts the parameters during
the search.
We embedded our approaches in a local search and an
evolutionary algorithm for the MOBPP. A comprehensive set of
experiments were performed on various benchmarks inspired
from the literature. Results confirm that our methods lead
to more effective muti-objective metaheuristics for this
problem.


[bookmark: uid109] Section: 
      New Results
Multiple Neighborhood Exploration Through Adaptive Search

Participants: Bilel Derbel, Houda Derbel, El-Ghazali Talbi, Hiba Yahyaoui

Variable neighborhood descent (VND) and its several variants are based on the systemic change of neighborhoods within the search. It is well known that the performance of a VND-like algorithm highly depends on the order/way the neighborhoods are alternated. In this work, we focus on designing new meta-strategies for deciding what neighborhood structure to apply through the search. Two new approaches are proposed to tackle this issue. In the first approach [41] , we model the search by considering the neighborhood tree induced by alternating the use of different structures within a local search descent. We investigate the issue of designing a search strategy operating at the neighborhood tree level by exploring different paths of the tree in a heuristic way. We show that allowing the search to 'backtrack' to a previously visited solution and resuming the iterative variable neighborhood descent by 'pruning' the already explored neighborhood branches leads to the design of effective and efficient search heuristics. In the second approach, we investigate deterministic and randomized adaptive strategies for selecting the next neighborhood to apply at runtime. The adaptive strategies are based on computing a reward for each neighborhood with respect to the observed average ratio of solution quality and time cost.


[bookmark: uid110] Section: 
      New Results
CoBRA: A cooperative coevolutionary algorithm for bi-level optimization

Participants: François Legillon, Arnaud Liefooghe, El-Ghazali Talbi

In [43]  we present CoBRA, a new evolutionary
algorithm, based on a coevolutionary scheme, to solve bi-level optimization
problems. It handles population-based algorithms on each level, each one
cooperating with the other to provide solutions for the overall problem.
Moreover, in order to evaluate the relevance of CoBRA against more
classical approaches,a new performance assessment methodology, based on rationality, is introduced. An experimental analysis is conducted on a bi-level distribution planning problem, where multiple manufacturing plants deliver items to depots, and where a distribution company controls several depots and distributes items from depots to retailers. The experimental results reveal significant enhancements, particularly over the lower level, with respect to a more classical approach based on a hierarchical scheme.


[bookmark: uid111] Section: 
      New Results
Neutrality in the Graph Coloring Problem

Participants: Marie-Eléonore Marmion, Aymeric Blot, Laetitia Jourdan, and Clarisse Dhaenens

The graph coloring problem is often investigated in the literature. Many insights about the existence of many neighboring solutions with the same fitness value are raised but as far as we know, no deep analysis of this neutrality has ever been conducted in the literature. We have quantified the neutrality of some hard instances of the graph coloring problem. This neutrality property has to be detected as it impacts the search process. Indeed, local optima may belong to plateaus that represents a barrier for local search methods. We also aim at pointing out the interest of exploiting neutrality during the search. Therefore, a generic local search dedicated to neutral problems (NILS) and previously tested on flowshop problems, is performed and tested on several hard instances. Results show that taking into account neutrality allows to obtain better results than when not considering it.


[bookmark: uid112] Section: 
      New Results
Local Search in the Context of Classification Rule Mining

Participants: Julie Jacques, Laetitia Jourdan, Clarisse Dhaenens

Many multi-objective algorithms have been proposed to solve the classification rule mining problem; the vast majority of them are based on genetic algorithms. We propose an algorithm, MOCA - Multi-Objective Classification Algorithm -, to solve this problem. The originality of MOCA is to be a dominance-based multi-objective local search (DMLS) using a Pittsburgh representation of rules. We evaluated several DMLS implementations and neighborhood operators on literature datasets and one real dataset. Then we compared the best obtained algorithm against several efficient approaches of the literature. The experiments show that the proposed approach is very competitive in comparison to other algorithms tested. Moreover, our approach is able to deal with very large real datasets and manages to have a good accuracy.
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MOCA-I: discovering rules and guiding decision maker in the context of partial classification in large and imbalanced datasets

Participants: Julie Jacques, Laetitia Jourdan, Clarisse Dhaenens

In this work we focus on the modeling and the implementation as a multi-objective optimization problem of a Pittsburgh classification rule mining algorithm adapted to large and imbalanced datasets, as encountered in hospital data. Indeed hospital data comes with problems such as class imbalance, volumetry or inconsistency, and optimization approaches have to take into account such specificities. We present MOCA-I, an adaptation of MOCA dedicated to this kind of problems. We propose its implementation as a dominance-based local search in opposition to existing multi-objective approaches based on genetic algorithms. We associate to this algorithm an original post-processing method based on the ROC curve to help the decision maker to choose the most interesting set of rules. Our approach is currently compared to state-of-the-art classification rule mining algorithms (both classic approaches such as C4.5 and optimization approaches), giving as good or better preliminary results, using less parameters. Moreover, our approach has been compared to C4.5 and C4.5-CS on a real dataset (hospital data) with a larger set of attributes, giving the best results. The complete evaluation is still going on.
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A method to combine combinatorial
optimization and statistics to mine high-throughput genotyping data

Participants : Julie Hamon, Clarisse Dhaenens, Julien Jacques (MODAL)

In the context of genomic analysis (collaboration with Genes Diffusion),
dealing with high-throughput genotyping data, the objective of our study
is to select a subset of SNPs (single nucleotide polymorphisms)
explaining a trait of interest.
We propose a method combining combinatorial optimization and statistics
to extract a subset of interesting SNPs. The combinatorial part aims at
exploring in an efficient way the large search space induced by the
large number of possible subsets and statistics are used to evaluate the
selection. We propose a first method based on an ILS (iterated local
search) and using a regression. Three criteria used to evaluate the
quality of the regression are compared. One of them (the k-fold
validation) shows better performance. We also compare this approach to
classical statistical approaches on simulated datasets. Results are
promising as the proposed approach outperforms most of these
statistical
approaches [51] .
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Design and implementation of performance or energy-aware parallel optimization algorithms

Problems in practice are nowadays becoming more and more complex and time-intensive and their resolution requires to harness more and more computational resources. In parallel, the recent advances in hardware architecture enable to provide such required tremendous computational power through massively multi-core and GPU infrastructures. Such huge amount of cores is often provided through heterogeneous single or multi-clusters. The exploitation of such infrastructures clearly poses two fundamental and conflictual issues which are two major challenging perspectives of the Dolphin project that have been investigated during the 2012 year: (1) Performance-aware issue: how to design, implement and validate efficient and effective algorithms for such target machines to solve large size combinatorial optimization problems? ; (2) Energy-aware issue: using a large amount of computational resources for the deployment of large scale algorithms is energy-consuming. Therefore, the second issue is how to deal with the performance issue with a minimized cost in terms of energy consumption?

To deal with these issues, we have proposed new approaches summarized in the following sections.

[bookmark: uid116] Design and implementation of performance-aware optimization algorithms

In order to allow one to solve large size combinatorial optimization problems, we have revisited the design and implementation of meta-heuristics and exat (B&B) algorithms for two major hardware platforms: heterogeneous multi and many-core clusters and computational grids including multiple clusters.


	[bookmark: uid117] Multi-core GPU-based hybrid meta-heuristics - Participants: T-V. Luong, N. Melab and E-G. Talbi.

[bookmark: uid117] In [28] , we have revisited the design and implementation of respectively single-solution and population-based meta-heuristics for single-core CPU coupled with a GPU device. We have investigated and proposed a new guidline for combining multi-core and GPU computing for hybrid meta-heuristics. Efficient approaches have been proposed for CPU-GPU data transfer optimization and task repartition between the GPU device and the CPU cores. Extensive experiments have been performed on an 8-core CPU coupled with a GPU card using Ant colonnies combined with a local serach applied to the Quadratic Assignment Problem (QAP). The reported results show that the use of multi-core computing, in addition to GPU computing, provides a performance improvement of up to 75%.



	[bookmark: uid118] GPU-accelerated Branch-and-Bound algorithms - Participants: I. Chakroun and N. Melab.

[bookmark: uid118] Branch-and-Bound (B&B) algorithms are based on an implicit enumeration of a dynamically built tree-based search space. Pruning tree nodes (sub-problems) is traditionally used as a powerful mechanism to reduce the size of the explored search space. Such mechanism requires to perform the bounding operation which consists in applying a lower bound function to the generated sub-problems. Preliminary experiments performed on the Flow-Shop scheduling problem (FSP) have shown that the bounding operation consumes over 98% of the execution time of the B&B algorithm. Therefore, we have investigated the use of GPU computing as a major complementary way to speed up the search. We have revisited the design and implementation of the parallel bounding model for FSP on GPU accelerators dealing with two major issues: (1) thread divergence caused by the highly irregular nature of the explored tree and the SIMD execution model of GPU ; (2) data access optimization required for mapping efficiently different data structures on the hierarchy of memories provided in the GPU device. In [14] , we have proposed a GPU-based parallel bounding model together with a data refactoring approach to deal with thread divergence. In [45]  (an extended version submitted to the CCPE journal is being revised), we have proposed an efficient data optimization strategy based on a deep analysis of the complexity of the different data structures of the FSP lower bound algorithm in terms of memory size and access latency. The different proposed approaches for the two issues have been extensively experimented using and Nvidia Tesla C2050 GPU card. Compared to a CPU-based execution, accelerations up to more than ×100 are achieved for large problem instances.



	[bookmark: uid119] Peer-to-peer Branch-and-Bound algorithms - Participants: T-T. Vu, B. Derbel and N. Melab.

[bookmark: uid119] To deal with dynamic load balancing in large scale distributed systems, we have proposed in [50]  to organize computing resources following a logical peer-to-peer overlay and to distribute the load according to the so-defined overlay. We have used a tree as a logical structure connecting distributed nodes and we balance the load according to the size of induced subtrees. We have conducted extensive experiments involving up to 1000 computing cores and provided a throughout analysis of different properties of our generic approach for two different applications, namely, the standard Unbalanced Tree Search and the more challenging parallel Branch-and-Bound algorithm. Substantial improvements are reported in comparison with the classical random work stealing and two finely tuned application specific strategies taken from the literature.
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 - Participants: Y. Kessaci, N. Melab and E-G. Talbi.

Cloud computing is an emerging computer science paradigm of distributed computing in which applications, data and infrastructures are proposed as a service that can be consumed in a ubiquitous, flexible and transparent way. Cloud computing brings with it such benefits via cloud managers which hide to the user some complex and challenging issues such as scheduling. However, the solutions to these issues provided in cloud managers are sometimes limited. For instance, the scheduling approach proposed in many cloud managers like OpenNebula is limited regarding the criteria taken into account. Energy consumption, which is highly critical for many applications such as High Performance Computing (HPC), is rarely considered. In [42]  (selected for a special issue of FGCS journal) , we have addressed energy-aware scheduling of energy and time-consuming applications for cloud infrastructures. We have proposed a multi-start parallel local search heuristic for cloud managers (EMLS-ONC) with the focus put on OpenNebula. EMLS-ONC has been experimented using different (VMs) arrival scenarii and different hardware infrastructures. The results show that EMLS-ONC outperforms the scheduler provided in OpenNebula by a significant margin in terms of energy consumption and number of scheduled VMs.
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[bookmark: uid164] The second issue is concerned with efficient management of sustainable energy production. Indeed the development of renewable energy introduces new parameters in the supply/demand global equilibrium process. The issue is to achieve the right trade-off between costs (production, security) and revenues when determining the daily hydro-electricity generation and storage within an environment where demand is stochastic.
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