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1. Team

MOSTRARE is a joint project with the LIFL (UMR 8022 of CNRS and University of Lille 1) and the GRAPPA Group (EA 3588 of the University of Lille 3).
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Ph. D. student
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2. Overall Objectives

MOSTRARE was successfully evaluated during 2003 so that it became an INRIA project in April 2004. MOSTRARE is bi-located, at the group STC at the LIFL of the University of Lille 1 (UMR 8022 of CNRS) and at the group GRAPPA of the University of Lille 3 (EA 3588).

The objective of MOSTRARE is to develop adaptive information extraction systems for semi-structured documents, that can fully exploit available tree structure. We approach this goal in two research lines:

Modeling Tree Structure for Information Extraction: define and investigate models of tree structures as needed by information extraction; develop corresponding algorithms and software components.

Machine Learning for Information Extraction: develop learning algorithms that induce models of tree structures and apply them to information extraction. Combine learning algorithms for tree and string models so that they apply to diverse data formats, and possibly to heterogeneous data.

3. Scientific Foundations

3.1. Modeling Tree Structure

Keywords: XML, queries in trees, semi-structured documents, tree automata and logic, tree wrapper.
The evolution of XML into the major document exchange format has reawakened a strong interest in modeling
tree structures. The main objectives are to query for nodes in trees (XPath), to validity of documents, i.e.,
membership to a set of valid trees (DTD), and to transform trees into others (XSLT). Modelling approaches rely
on tree automata, monadic second-order logics, modal logics, pattern languages, attribute grammars, or tree
transducers.

The main goal of the project is to design adaptive information extraction systems that fully exploit the
tree structures of XML or HTML documents. In our approach we want to combine novel models of tree
structures and machine learning techniques. Appropriate languages for modeling node queries in tree satisfy a
number of properties required for adaptive information extraction. Possible trade-offs between expressiveness,
learnability, and efficiency are to be understood. We thus propose new query languages in trees and investigate
them from these perspectives.

We consider tree automata for ranked and unranked trees, that may be ordered or unordered. We design
efficient algorithms for querying semi-structured data by automata. We investigate logical query languages
such as monadic Datalog, monadic second-order logic, and modal logical languages.

3.2. Learning Queries in Trees, Wrapper Induction

Keywords: grammatical inference, semi-structured documents, statistical learning, wrapper induction.

We suppose that a collection of tree-structured documents is given as input together with annotated positions
of interest. The task is to learn a node queries in trees – tree wrapper – from this collection that can identify
relevant positions in unseen documents. We search for new algorithms that learn models of languages of
semi-structured data. We extend results on grammatical inference for regular (tree) languages to the case of
unranked and/or unordered trees.

Because of the presence of noise in real datasets, we search for extensions from the string case to the tree
case of statistical wrapper induction algorithms. Also, we study combination of wrapper induction algorithms
because data often stem from heterogeneous sources.

4. Application Domains

Keywords: Business Intelligence, Information Retrieval, Knowledge Management, Multimedia, Web Intelli-
gence.

The main objective is to develop wrappers for data intensive Web servers, CGI-based Web servers and Web
services, that is sets of semi-structured documents whose structure is quite uniform. Wrappers are used in
information mediator services, in information retrieval tools and in text mining tools. No specific application
domain is targeted so far but wrappers are useful in Business Intelligence and Knowledge Management.

5. Software

5.1. Squirrel : Tree Automata for Query Induction

Keywords: Mozilla, grammatical inference, query, wrapper induction.

Participants: Julien Carme [correspondent], Aurélien Lemay, Joachim Niehren.

Squirrel is a tool for inducing monadic queries in HTML trees that are represented by tree automata. The
inference algorithm of Squirrel is based on methods from grammatical inference. Wrapping amounts to
answering queries in trees. Squirrel relies on a package for tree automata that we implemented in 2003.

Squirrel comes with a visual interactive interface for annotating documents, inferring and testing wrapper.
We have implemented this interface as an extension for the Web navigator Mozilla Firefox. For annotation,
the user clicks on elements of a Web page that he wants to extract. Squirrel infers a query that is compatible
with the given examples and then indicates which elements the inferred wrapper would extract on the whole
document. The user can then correct this extraction in an interactive process until the inferred wrapper performs correctly. The user can also test this query by applying it to unseen pages.

The early prototype of Squirrel seems highly promising; improvements of the algorithms, adequate heuristics, and extension to n-ary queries are under development.

5.2. CafeIn : Statistical Classification for Information Extraction

**Keywords:** HTML documents, supervised classification, texts, wrapper induction.

**Participants:** Patrick Marty [correspondent], Rémi Gilleron, Fabien Torre.

CafeIn generalized the Boosted Text Wrapper Induction prototype from December 2003 to a platform for statistical wrapper generation. It is parameterized by a document representation model and a supervised classification algorithm that can operate on that model. Currently CafeIn includes a number of feature-sets for textual and structured documents, that can be easily customized or extended. It is planned to integrate possibilities such as boosting and co-learning.

CafeIn is currently participating in the Pascal Challenge on machine learning for information extraction. This challenge will end on Friday 17th December 2004.

6. New Results

6.1. Modeling Tree Structures

6.1.1. Queries in Ordered Trees

**Keywords:** monadic second-order logic, monadic Datalog, n-ary queries in unranked trees, tree automata.

**Participants:** Julien Carme, Joachim Niehren [correspondent], Laurent Planque, Jean-Marc Talbot, Marc Tommasi, Sophie Tison, Alain Terlutte [collaborator].

Information extraction from semi-structured documents requires to find n-ary node queries in trees that define appropriate sets of n-tuples of nodes. Monadic queries for sets of nodes in trees recently have received considerable interest in the area of databases.

In [28], we propose a new representation formalisms for n-ary queries by tree automata that we prove to capture MSO. We then investigate n-ary queries by unambiguous tree automata which are relevant for query induction in multi-slot information extraction. We show that this representation formalism captures the class of n-ary queries that are finite unions of Cartesian closed queries, a property we have proved decidable. Future works include a study of learnability of n-ary queries.

In [17], we present node selecting tree transducer (NSTT) for representing monadic queries. NSTTs are the query formalism underlying our Squirrel tool. We have shown that deterministic NSTTs can be identified with monadic queries by unambiguous tree automata.

In [18], we propose stepwise tree automata for querying unranked trees equally to binary trees. Stepwise tree automata are traditional tree automata. Stepwise tree automata simplify the often-needed query transfer ranked to unranked trees. This comes with their algebra nature.

We have investigated related logics and constraints in ordered trees that are relevant to subtyping in programming languages [12][24] and for underspecified semantics of natural language [14].

6.1.2. Queries in Unordered Trees

**Keywords:** modal logic, queries, semi-structured data, unordered unranked trees.

**Participants:** Iovka Boneva, Jean-Marc Talbot [correspondent], Sophie Tison.

It is often useful to ignore the ordering of elements in semi-structured documents, so that these become unordered trees. The canonical logical language for querying unordered trees is monadic second-order logic (MSO).
In [15], we investigate an alternative modal logical querying formalism, the spatial logic TQL proposed by Cardelli and Ghelli in the context of the ambient calculus. We exhaustively study combined and data complexity of the model checking problem of TQL and its fragments, and equally investigate satisfiability. We characterize fragments of TQL that have the same expressive power as MSO.

In [27][26], we link TQL to languages with counting constraints such as Presburger monadic second-order logic (PMSO) introduced by Muscholl, Seidl and Schwentick or counting monadic second-order logic (CMSO) introduced by Courcelle in a uniform tree automata framework (see also [11]).

6.1.3. Queries in Graphs

Keywords: path constraints, rewriting, semi-structured documents.

Participants: Anne-Cécile Caron, Denis Debarbieux, Yves Roos, Sophie Tison [correspondent], Yves André [collaborator].

Semi-structured documents with hyper-links or other references are best modeled by rooted edge-labeled digraphs. We study inclusion constraints for such graphs, that were introduced by Abiteboul and Vianu (1997) in the context of query optimization. A inclusion constraint $p \preceq q$ with regular path expressions $p$ and $q$ means that the set of nodes reachable by path in $p$ is included in the set of nodes reachable by path in $q$.

In [13], we give a PSPACE decision algorithm for the implication problem of a constraint $p \preceq q$ by a set of constraints $p_i \preceq u_i$, where $p, q$, the $p_i$’s are regular path expressions, and the $u_i$’s are non empty words. We thereby improve a previous EXPSPACE algorithms of Abiteboul and Vianu (1997), and on an EXPTIME algorithm by de Rijke et. al(2003).

In [20], we study the existence of exact models for a given set of path constraints: an exact model of a set of path constraints $C$ satisfies the inclusion constraint $p \preceq q$ if and only if the inclusion constraint is entailed by $C$. We propose a decidable characterization of sets $C$ of path inclusions $p \preceq u$ where $p$ is a regular set of paths and $u$ is a singleton path, which have a finite exact model. We present an effective way of computing such a model when it exists. (see also [19]).

6.2. Learning Queries in Trees, Wrapper Induction

6.2.1. Tree Automata for Query Induction

Keywords: grammatical inference, monadic queries, ordered trees, tree automata, wrapper induction.

Participants: Aurélien Lemay [correspondent], Julien Carme, Rémi Gilleron, Joachim Niehren, Marc Tonomasi, Alain Terlutte [collaborator].

Programming node queries in HTML trees manually is a difficult, tedious, and time consuming task. Even with visual wrapper induction tools such as Lixto, it still requires expertise in tree logics or other query language and on the many details of HTML. We hope to simplify the wrapper generation task by query induction from annotated examples. In contrast to previous query induction approaches, we consider learning queries in trees rather than strings. Queries in trees are represented by tree automata.

In [17] we have proposed node selecting tree transducer (NSTT) for modelling monadic queries in ordered trees – as already mentioned above. Node selecting transducer are particular tree automata that operate on trees with Boolean annotations. We have shown how to infer NSTTs from completely annotated examples; these are trees where all nodes are marked Booleans, stating whether the node is selected or not. Our learning algorithm adapts an induction algorithm for tree automata from Oncina and Garcia [32].

The Squirrel prototype has been developed on those ideas. End users annotates nodes in HTML documents through a standard Mozilla compatible Web-browser. Squirrel induces and tests NSTTs from these examples. The prototype already allows to deal with partially annotated examples.

6.2.2. Statistical Classification for Query Induction

Keywords: attribute-value representation, semi-structured data, supervised classification, textual data, wrapper induction.
Participants: Patrick Marty, Rémi Gilleron [correspondent], Marc Tommasi, Fabien Torre.

When considering heterogeneous HTML and XML documents as inputs of information extraction tasks – that may be either scattered into pieces or hidden in large parts of purely textual data – different tree wrappers need to be combined with textual wrappers. For classification tasks, some machine learning algorithms realize such combinations. We have started to examine how such methods for information extraction. In a first step, we reformulate information extraction as classification tasks. Second we want to apply known techniques and combine them with structural wrapper induction.

The CafeIn framework ([31],[23]) improve previous approaches based on supervised classification for information extraction ([30], [29]). CafeIn is a single-slot wrapper induction framework for text data or semi-structured data. It combines an adaptive attribute-value representation of documents and a supervised classification algorithm. For text data, the classification task consists in deciding whether a tuple of two positions in a text are respectively the beginning and the end of data to extract. The document representation use only textual features. For semi-structured data, like XML or HTML trees, data to extract are contained in leaves. Thus the classification task consists in deciding whether a leaf is to be extracted or not. In CafeIn, the attribute-value representation of the data is adaptive because it is based on different feature-sets, and it allows the integration of domain knowledge easily. Any supervised classification algorithm can be used in the CafeIn framework.

As mentioned above, we have developed a CafeIn prototype and examined its performance with different learning algorithms for classification (C4.5 [33], GloBoost [25]) and with different models of data representation. CafeIn is competitive with the others wrapper induction systems based on specialized learning algorithms. It will be continued with the combination of textual and structural informations, and with multi-slots wrappers induction.

6.2.3. Answer Extraction

Keywords: Information Extraction, Machine Learning, Question Answering.

Participants: Florent Jousse, Isabelle Tellier, Marc Tommasi [correspondent].

Question Answering (QA) systems are complex programs able to answer a question in natural language. Their source of information is a given corpus or the Web. To achieve their goal, these systems perform various subtasks among which the last one, called answer extraction, is very similar to an Information Extraction task. In most QA systems, the extraction rules used during answer extraction are hand-written patterns or rules. Writing these rules is a long fastidious task and usually results in very language-specific and domain-specific rules. Our objective it to adapt machine learning techniques to produce such rules, especially those defined for the Information Extraction task (see work of Patrick Marty). The specificities of QA systems need to be identified and exploited in this adaptation. This theme constitutes the framework of the PhD thesis of F. Jousse (starting October 04, see his master thesis on the subject).

Our original hypothesis is that extraction rules sometimes need to take into account the syntactic structure of chunks of natural language texts. Here we hope to benefit from our experience in natural language processing. Our recent contributions to this domain consist in using lexical semantic information in syntax learning. In [10], we have proved the learnability of subclasses of categorial grammars from typed examples (i.e. sentences enriched with lexical semantic information) and proposed a learning algorithm adapted to this kind of data. The strategy has been empirically evaluated on a real corpus [22]. We have also proved the learnability of subclasses of pregroup grammars, a new powerful syntax formalism [16].

7. Contracts and Grants with Industry

In 2004, we have intensified cooperations with the Lixto information extraction company in Vienna, a spin-off of G. Gottlob's database and artificial intelligence group at the technical university of Vienna. We have proposed to pursue this cooperation in form of an associated research team. Exchanges of post-doctoral students are envisaged.
We have continued our regular exchanges with B. Chidlovskii from the Xerox Research Center Europe XRCE in Grenoble. We will propose two master project – on PDF to XML conversion and on statistical tree automata – with the goal to intensify the cooperation.

8. Other Grants and Activities

8.1. French Grants

8.1.1. ACI Masse de Données ACIMDD

Participants: Julien Carme, Rémi Gilleron, Aurélien Lemay, Patrick Marty, Joachim Niehren, Alain Terlutte, Isabelle Tellier, Marc Tommasi [correspondent].

We participate in the French cooperation project “ACI masse de données – ACI-MDD – Accès au Contenu Informationnel pour les Masses de Données et Documents” (2003–2006). The aim of the project is the design of algorithmic tools for Information Retrieval, Information Extraction and Text Classification for semi-structured documents.

In particular, the ACI tries to deal with the problem of heterogeneity of data that can arise in large XML or HTML corpus, often due to the fact that data can come from several sources. To handle this, it is usually useful to be able to cluster data into homogeneous subsets. One objective of the ACI-MDD is therefore to propose clustering techniques adapted to semi-structured documents.

In that field, we proposed a new method, related to the emerging problem of subspace clustering, that aims at identifying clusters that may exist in different subspaces of the original space. And we now have started to explore the task of clustering for semi-structured data.

Also, as many unsupervised learning tasks, the evaluation of clustering tools is problematic as it is difficult to get freely available corpuses. As part of a joint work with other members of the ACI, we have started to produce XML datasets with various specificities accompanied by clustering tasks. Although, a comparison of the various approaches studied in this ACI on the common corpus is under preparation.

Our partners are: Patrick Gallinari (Coordinator - LIP 6) and Marie-Christine Rousset (LRI and GEMO INRIA project). More information about the project can be found on http://www.grappa.univ-lille3.fr/Acimdd

8.1.2. ACI TraLaLA: Transformation Languages, Logic and Application

Participants: Iovka Boneva, Anne-Cécile Caron [correspondent], Denis Debarbieux, Joachim Niehren, Yves Roos, Jean-Marc Talbot, Sophie Tison.

We are involved in the ACI "TraLaLA", (XML Transformation Languages, Logic and Application). This ACI is motivated by the increasing number of applications that produce, consume or handle large sets of data, or "datamasses". In many cases, these are either raw data or a collection of data from various sources, both of which lack uniform descriptive criteria. Such cases require more flexibility than the classical relational model can provide, and have given rise to the so-called semi-structured data model, of which XML is one of the most prominent examples. Our project intends to study the processing, querying and handling of large datamasses whenever data is available in XML format. We pay particular attention to the programming languages and query languages problems. We aim to cover in a uniform way a wide spectrum of different areas, namely: programming languages (expressiveness, typing, new programming primitives, query underlying logics, logical optimization), data access (streamed data, compression, access to secondary memory storages, persistency engines), implementation (pattern matching compiling, physical optimization, subtyping verification, execution models for streamed data).

Our partners are: Giuseppe Castagna (coordinator - LIENS) Luc Séguoufin (GEMO INRIA project), Silvano Dal Zilio (LIF) and Véronique Benzaken (LRI). More information about the project can be found on http://www.cduce.org/tralala.html.

8.1.3. Action RIP-WEB

Participants: Rémi Gilleron, Patrick Marty, Isabelle Tellier, Marc Tommasi.


We are member of a French research group on Question Answering “RIP-WEB: Recherche d’Information Précise sur le WEB: http://www.limsi.fr/Individu/monceaux/RIP-Web/rip-web.html” whose leader is Brigitte GRAU, in LIMSI and whose purposes include to evaluate what machine learning techniques can bring to Question Answering systems. A workshop of TALN’04 has been organised as part of this action.

9. Dissemination

9.1. Scientific Animation

- Program Committees:
  - S. TISON was member of the "SPECIF Best thesis Award" jury and of the editorial board of RAIRO - Theoretical Informatics and Applications.
  - R. GILLERON was PC member of CAP’2004 (French conference on machine learning).
  - M. TOMMASI was PC member of CAP’2004.
  - J. NIEHREN was PC member of DEPENDENCY’2004, MOZ’2004, and ROMAND’2004.
  - J. M. TALBOT was PC member of CSL’2004 (Conference of the European Association for Computer Science Logic).

- French Scientific Responsibilities
  - S. TISON is, vice-director of the LIFL (computer science department in Lille), head of the research group STC of the LIFL, and director of the doctoral school SPI of the university Lille 1.
  - R. GILLERON is head of the research group GRAPPA of the university of Lille 3, member of the scientific committee of Lille 3, and member of the scientific committee of the RTP STIC CNRS “découvrir et résumer” (French national action of the CNRS on machine learning and data mining).

9.2. Teaching and Scientific Diffusion

- master thesis lectures:
  - J. NIEHREN, J. M. TALBOT and S. TISON on Logic and Modelisation;
  - I. TELLIER and M. TOMMASI on Machine Learning for Information Extraction.

- master projects:
  - L. PLANQUE on n-ary Queries in Trees : Representations and Algorithms.
  - F. JOUSSE on Learning answer extraction pattern for Question Answering Systems.

- development: C. DUPRET and A. SAMSENEENA on the implementation of parts of Squirrel (CaML).

- student internships: E. FILIOT (magister Lyon) on libraries for CafeIn (CaML).

- direction of PhD thesis submitted in 2004:
  - D. Dudau on learning categorial grammars to simulate the acquisition of natural language with the help of semantic information (University of Lille I). Directed by R.Gilleron, I. Tellier, and Marc Tommasi.
PhD committees:
R. Gilleron belonged to the committee of A. Habrard (St. Etienne), L. Denoyer (Paris VI), D. Dudau (Lille), and Y. Esposito (Marseille). J. Niehren belonged to the committee of M. Villaret (Barcelona/Girona). S. Tison was member of the committees of D. Dudau (Lille), B. Weinberg, J. Lenoir, and A. Aljer.

Habilitation committees: S. Tison was member of the habilitation committee of H. Touzet (Lille).

Evaluation committees: R. Gilleron is member of the scientific committee for the evaluation of LRI (computer science department of Orsay, Paris 11).
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