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2. Overall Objectives

2.1. Introduction

The overall objective of the PERCEPTION research team is to develop theories, models, methods, and systems
in order to allow computers to see and to understand what they see. A major difference between classical
computer systems and computer vision systems is that while the former are guided by sets of mathematical
and logical rules, the latter are governed by the laws of nature. It turns out that formalizing interactions between
an artificial system and the physical world is a tremendously difficult task.
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A first objective is to be able to gather images and videos with one or several cameras, to calibrate them, and
to extract 2D and 3D geometric information from these images and videos. This is an extremely difficult task
because the cameras receive light stimuli and these stimuli are affected by the complexity of the objects (shape,
surface, color, texture, material) composing the real world. The interpretation of light in terms of geometry
is also affected by the fact that the three dimensional world projects onto two dimensional images and this
projection alters the Euclidean nature of the observed scene.

A second objective is to analyse articulated and moving objects. The real world is composed of rigid,
deformable, and articulated objects. Solutions for finding the motion fields associated with deformable and
articulated objects (such as humans) remain to be found. It is necessary to introduce prior models that
encapsulate physical and mechanical features as well as shape, aspect, and behaviour. The ambition is to
describe complex motion as “events” at both the physical level and at the semantic level.

A third objective is to describe and interpret images and videos in terms of objects, object categories, and
events. In the past it has been shown that it is possible to recognize a single occurrence of an object from a
single image. A more ambitious goal is to recognize object classes such as people, cars, trees, chairs, etc., as
well as events or objects evolving in time. In addition to the usual difficulties that affect images of a single
object there is also the additional issue of the variability within a class. The notion of statistical shape must be
introduced and hence statistical learning should be used. More generally, learning should play a crucial role
and the system must be designed such that it is able to learn from a small training set of samples. Another goal
is to investigate how an object recognition system can take advantage from the introduction of non-visual input
such as semantic and verbal descriptions. The relationship between images and meaning is a great challenge.

A fourth objective is to build vision systems that encapsulate one or several objectives stated above. Vision
systems are built within a specific application. The domains at which vision may contribute are numerous:

e  Multi-media technologies and in particular film and TV productions, database retrieval;
e  Visual surveillance and monitoring;

o Augmented and mixed reality technologies and in particular entertainment, cultural heritage, telep-
resence and immersive systems, image-based rendering and image-based animation;

¢ Embedded systems for television, portable devices, defense, space, etc.

2.2. Highlights

2.2.1.

2.2.2.

2.2.3.

The European project POP — Perception on Purpose

We coordinated the European project POP http://perception.inrialpes.fr/POP/. Together with four other part-
ners we developed a new concept and associated technology that enables a robot to combine data from sound
and vision to create multimodal purposeful perception. In collaboration with the EPI MISTIS, PERCEPTION
developed a new methodology based on unsupervised statistical machine learning: a conjugate mixture model
of multimodal clustering. The associated algorithm is able to cluster data acquired with physically different
sensors such as cameras and microphones [55]. This three year European project (2006-2009) was highlighed
on the ICT results website dedicated to promoting outstanding European research, http://cordis.europa.eu/
ictresults/index.cfm?section=news&tpl=article&BrowsingType=Features&ID=90953.

The European Marie-Curie research training network VISIONTRAIN

This RTN Marie-Curie action successfully ended in 2009. It gathered eleven academic partners from eleven
European countries and it allowed the training of eleven PhD students and 12 Postdoctoral researchers through
collaborative research. Radu Horaud was the network coordinator, http://visiontrain.inrialpes.ft/.

The Virtualization gate presented at SIGGRAPH’09

VGate is a new immersive environment that allows full-body immersion and interaction with virtual worlds.
A live demonstration of VGate was presented at Siggraph Emerging Technologies 2009, New Orleans, 3-7
August 2009, http://grimage.inrialpes.fr/vgate/VGate/VGate.html.


http://perception.inrialpes.fr/POP/
http://cordis.europa.eu/ictresults/index.cfm?section=news&tpl=article&BrowsingType=Features&ID=90953
http://cordis.europa.eu/ictresults/index.cfm?section=news&tpl=article&BrowsingType=Features&ID=90953
http://visiontrain.inrialpes.fr/
http://grimage.inrialpes.fr/vgate/VGate/VGate.html
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2.2.4. Eurographics’09 best third paper award

The best third paper price of Eurographics 2009 was awarded to Elise Arnaud and co-authors Maxime
Tournier, Xiaomao Wu, Nicolas Courty and Lionel Reveret for their paper "Motion compression using
principal geodesics analysis [19].

3. Scientific Foundations

3.1. The geometry of multiple images

Computer vision requires models that describe the image creation process. An important part (besides e.g.
radiometric effects), concerns the geometrical relations between the scene, cameras and the captured images,
commonly subsumed under the term “multi-view geometry”. This describes how a scene is projected onto an
image, and how different images of the same scene are related to one another. Many concepts are developed
and expressed using the tool of projective geometry. As for numerical estimation, e.g. structure and motion
calculations, geometric concepts are expressed algebraically. Geometric relations between different views can
for example be represented by so-called matching tensors (fundamental matrix, trifocal tensors, ...). These
tools and others allow to devise the theory and algorithms for the general task of computing scene structure
and camera motion, and especially how to perform this task using various kinds of geometrical information:
matches of geometrical primitives in different images, constraints on the structure of the scene or on the
intrinsic characteristics or the motion of cameras, etc.

3.2. The photometry component

In addition to the geometry (of scene and cameras), the way an image looks like depends on many factors,
including illumination, and reflectance properties of objects. The reflectance, or “appearance”, is the set of
laws and properties which govern the radiance of the surfaces . This last component makes the connections
between the others. Often, the “appearance” of objects is modeled in image space, e.g. by fitting statistical
models, texture models, deformable appearance models (...) to a set of images, or by simply adopting images
as texture maps.

Image-based modelling of 3D shape, appearance, and illumination is based on prior information and measures
for the coherence between acquired images (data), and acquired images and those predicted by the estimated
model. This may also include the aspect of temporal coherence, which becomes important if scenes with
deformable or articulated objects are considered.

Taking into account changes in image appearance of objects is important for many computer vision tasks since
they significantly affect the performances of the algorithms. In particular, this is crucial for feature extraction,
feature matching/tracking, object tracking, 3D modelling, object recognition etc.

3.3. Shape Acquisition

Recovering shapes from images is a fundamental task in computer vision. Applications are numerous and
include, in particular, 3D modeling applications and mixed reality applications where real shapes are mixed
with virtual environments. The problem faced here is to recover shape information such as surfaces, point
positions, or differential properties from image information. A tremendous research effort has been made in
the past to solve this problem and a number of partial solutions had been proposed. However, a fundamental
issue still to be addressed is the recovery of full shape information over time sequences. The main difficulties
are precision, robustness of computed shapes as well as consistency of these shapes over time. An additional
difficulty raised by real-time applications is complexity. Such applications are today feasible but often require
powerful computation units such as PC clusters. Thus, significant efforts must also be devoted to switch from
traditional single-PC units to modern computation architectures.
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3.4. Motion Analysis

The perception of motion is one of the major goals in computer vision with a wide range of promising
applications. A prerequisite for motion analysis is motion modelling. Motion models span from rigid motion
to complex articulated and/or deformable motion. Deformable objects form an interesting case because the
models are closely related to the underlying physical phenomena. In the recent past, robust methods were
developed for analysing rigid motion. This can be done either in image space or in 3D space. Image-
space analysis is appealing and it requires sophisticated non-linear minimization methods and a probabilistic
framework. An intrinsic difficulty with methods based on 2D data is the ambiguity of associating a multiple
degree of freedom 3D model with image contours, texture and optical flow. Methods using 3D data are more
relevant with respect to our recent research investigations. 3D data are produced using stereo or a multiple-
camera setup. These data (surface patches, meshes, voxels, etc.) are matched against an articulated object
model (based on cylindrical parts, implicit surfaces, conical parts, and so forth). The matching is carried out
within a probabilistic framework (pair-wise registration, unsupervised learning, maximum likelihood with
missing data).

Challenging problems are the detection and segmentation of multiple moving objects and of complex
articulated objects, such as human-body motion, body-part motion, etc. It is crucial to be able to detect motion
cues and to interpret them in terms of moving parts, independently of a prior model. Another difficult problem
is to track articulated motion over time and to estimate the motions associated with each individual degree of
freedom.

3.5. Multiple-camera acquisition of visual data

Modern computer vision techniques and applications require the deployment of a large number of cameras
linked to a powerful multi-PC computing platform. Therefore, such a system must fulfill the following
requirements: The cameras must be synchronized up to the millisecond, the bandwidth associated with
image transfer (from the sensor to the computer memory) must be large enough to allow the transmission
of uncompressed images at video rates, and the computing units must be able to dynamically store the data
and/to process them in real-time.

Until recently, the vast majority of systems were based on hybrid analog-digital camera systems. Current
systems are all-digital ones. They are based on network communication protocols such as the IEEE 1394.
Current systems deliver 640x480 grey-level/color images but in the near future 1600x 1200 images will be
available at 30 frames/second.

Camera synchronization may be performed in several ways. The most common one is to use special-purpose
hardware. Since both cameras and computers are linked through a network, it is possible to synchronize them
using network protocols, such as NTP (network time protocol).

4. Application Domains

4.1. 3D modeling and rendering

3D modeling from images can be seen as a basic technology, with many uses and applications in various
domains. Some applications only require geometric information (measuring, visual servoing, navigation) while
more and more rely on more complete models (3D models with texture maps or other models of appearance)
that can be rendered in order to produce realistic images. Some of our projects directly address potential
applications in virtual studios or “edutainment” (e.g. virtual tours), and many others may benefit from our
scientific results and software.
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4.2. Mixed and Augmented Reality

Mixed realities consist in merging real and virtual environments. The fundamental issue in this field is the level
of interaction that can be reached between real and virtual worlds, typically a person catching and moving a
virtual object. This level depends directly on the precision of the real world models that can be obtained and
on the rapidity of the modeling process to ensure consistency between both worlds. A challenging task is then
to use images taken in real-time from cameras to model the real world without help from intrusive material
such as infrared sensors or markers.

Augmented reality systems allow an user to see the real world with computer graphics and computer animation
superimposed and composited with it. Applications of the concept of AR basically use virtual objects to help
the user to get a better understanding of her/his surroundings. Fundamentally, AR is about augmentation of
human visual perception: entertainment, maintenance and repair of complex/dangerous equipment, training,
telepresence in remote, space, and hazardous environments, emergency handling, and so forth. In recent years,
computer vision techniques have proved their potential for solving key-problems encountered in AR: real-time
pose estimation, detection and tracking of rigid objects, etc. However, the vast majority of existing systems
use a single camera and the technological challenge consisted in aligning a prestored geometrical model of an
object with a monocular image sequence.

4.3. Human Motion Capture and Analysis

We are particularly interested in the capture and analysis of human motion, which consists in recovering the
motion parameters of the human body and/or human body parts, such as the hand. In the past researchers have
concentrated on recovering constrained motions such as human walking and running. We are interested in
recovering unconstrained motion. The problem is difficult because of the large number of degrees of freedom,
the small size of some body parts, the ambiguity of some motions, the self-occlusions, etc. Human motion
capture methods have a wide range of applications: human monitoring, surveillance, gesture analysis, motion
recognition, computer animation, etc.

4.4. Multi-media and interactive applications

The employment of advanced computer vision techniques for media applications is a dynamic area that will
benefit from scientific findings and developments. There is a huge potential in the spheres of TV and film
productions, interactive TV, multimedia database retrieval, and so forth.

Vision research provides solutions for real-time recovery of studio models (3D scene, people and their
movements, etc.) in realistic conditions compatible with artistic production (several moving people in changing
lighting conditions, partial occlusions). In particular, the recognition of people and their motions will offer a
whole new range of possibilities for creating dynamic situations and for immersive/interactive interfaces and
platforms in TV productions. These new and not yet available technologies involve integration of action and
gesture recognition techniques for new forms of interaction between, for example, a TV moderator and virtual
characters and objects, two remote groups of people, real and virtual actors, etc.

4.5. Car driving technologies

In the long term (five to ten years from now) all car manufacturers foresee that cameras with their associated
hardware and software will become parts of standard car equipment. Cameras’ fields of view will span both
outside and inside the car. Computer vision software should be able to have both low-level (alert systems) and
high-level (cognitive systems) capabilities. Forthcoming camera-based systems should be able to detect and
recognize obstacles in real-time, to assist the driver for manoeuvering the car (through a verbal dialogue), and
to monitor the driver’s behaviour. For example, the analysis and recognition of the driver’s body gestures and
head motions will be used as cues for modelling the driver’s behaviour and for alerting her or him if necessary.
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4.6. Defense technologies

The PERCEPTION project has a long tradition of scientific and technological collaborations with the French
defense industry. In the past we collaborated with Aérospatiale SA for 10 years (from 1992 to 2002). During
these years we developed several computer vision based techniques for air-to-ground and ground-to-ground
missile guidance. In particular we developed methods for enabling 3D reconstruction and pose recovery from
cameras on-board of the missile, as well as a method for tracking a target in the presence of large scale changes.

4.7. Satellite imaging

The study of advanced computer technique to analyse satelitte images is a growing area as cameras are widely
used for earth observation. More specifically, the PERCEPTION project is developping an expertise in the
study of linear puschbroom cameras. These cameras are used in passive remote sensing from space as they
provide high resolution images. The pushbroom camera is a linear sensor that takes 1-D images at several
time instants. The sensor sweeps out a region of space; stitching together all 1-D images gives a complete 2-D
image of the observed scene. Several interesting computer vision issues are of interest, such as the calibration
of such cameras, or the estimation of satellite vibrations from these sensors.

5. Software

5.1. Platforms
5.1.1. The Grimage platform

The Grimage platform is an experimental laboratory dedicated to multi-media applications of computer vision.
It hosts a multiple-camera system connected to a PC cluster, as well as to a multi-video projection system. This
laboratory is shared by several research groups, most proeminently PERCEPTION and MOAIS. In particular,
Grimage allows challenging real-time immersive applications based on computer vision and interactions
between real and virtual objects, Figure 1.

Figure 1. Left: The Grimage platform allows immersive/interactive applications such as this one. The real
character is reconstruced in real-time and immersed in a virtual world, such that he/she can interact with virtual
objects. Right: The mini-Grimage platform holds on a table top. It uses six cameras connected to six mini-PCs and
to a laptop.



5.1.2.

5.1.3.
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The mini-Grimage platform

We also deveoped a miniaturized version of Grimage. Based on the same algorithms and software, this mini-
Grimage platform can hold on a desk top and/or can be used for various experiments involving fast and realistic
3-D reconstruction of objects, Figure 1.

Virtualization Gate

Vgate is a new immersive environment that allows full-body immersion and interaction with virtual worlds.
It is a joint initiative of computer scientists from computer vision, parallel computing and computer graphics
from several research groups at INRIA Grenoble RhA ‘ne-Alpes, and in collaboation with the company 4D
View Solutions. The PERCEPTION team is leading this project. Vgate was demonstrated at Siggraph’09. [41]

5.1.4. POPEYE: an audiovisual robotic head

We have developed an audiovisual (AV) robot head that supports software for AV fusion based on binocular
vision and binaural audition (see below). The vision module is composed of two digital cameras that form a
stereoscopic pair with control of vergence (one rotational degree of freedom per camera). The auditory module
is composed of two microphones. The head can perform pan and tilt rotations as well. All the sensors are
linked to a PC. POPEYE computes ITD (interaural time difference) signals at 100 Hz and stereo disparities
at 15 Hz. These audio and visual observations are then fused by a AV clustering technique. POPEYE has
been developed within the European project POP (http://perception.inrialpes.fr/POP in collaboration with the
project-team MISTIS and with two other POP partners: the Speech and Hearing group of the University of
Sheffield and the Institute for Systems and Robotics of the University of Coimbra.

5.2. Software packages

5.2.1.

5.2.2.

5.2.3.

TransforMesh: Mesh evolution with applications to dense surface reconstruction

We completed the development of TransforMesh, started in 2007. It is a mesh-evolution software developed
within the thesis of Andrei Zaharescu and recently submitted for journal publication [57]. It is a provably
correct mesh-based surface evolution method. It is able to handle topological changes and self-intersections
without imposing any mesh sampling constraints. The exact mesh geometry is preserved throughout, except
for the self-intersection areas. Typical applications, including mesh morphing and 3-D reconstruction using
variational methods, are currently handled. TransforMesh will is available as open source with LGPL on
http://mvviewer.gforge.inria.fr/

3D feature detector (MeshDOG) and descriptor (MeshHOG) for uniformly triangulated
meshes

This is a C++ implementation of a 3D feature detector (MeshDOG) and a 3D feature descriptor (MeshHOG)
for uniformly triangulated meshes, invariant to changes in rotation, translation, and scale. The descriptor
is able to capture the local geometric and/or photometric properties in a succinct fashion. Moreover, the
method is defined generically for any scalar function, e.g., local curvature. Typical applications include mesh
description for “bag-of-features” kind of representations, mesh matching and mesh tracking. Both MeshDOG
and MeshHOG are available as open source with LGPL on http:/mvviewer.gforge.inria.fr/.

Shape and discrete-surface registration based on spectral graph matching

We started to develop a software package that registers shapes based on either their volumetric (voxels)
or surface (meshes) representations. The software implements a spectral graph matching method combined
with non-linear dimensionality reduction and with rigid point registration, as described in several recent
publications and in [53] as well as in the PhD thesis of Diana Mateus [11]. The SpecMatch software package
is publicly available as open source with GPL on http://open-specmatch.gforge.inria.fr/index.php.


http://perception.inrialpes.fr/POP
http://mvviewer.gforge.inria.fr/
http://mvviewer.gforge.inria.fr/
http://open-specmatch.gforge.inria.fr/index.php
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5.2.4. Real-time shape acquisition and visualization

This software can be paraphrased as from pixels to meshes. It is a complete package that takes as input
uncompressed image sequences grabbed with synchronized cameras. The software typically handles between
8 and 20 HDTV cameras, i.e., 2 million pixels per image. The software calibrates the cameras, segments the
images into foreground (silhouettes) and background, and converts the silhouettes into a 3D meshed surface.
The latter is smoothed and visualized using an image-based rendering technique. Currently this software
package is commercialized by our start-up company, 4D View Solutions (http://www.4dviews.com). We
continue to collaborate with this company. The latest version of the software is available for INRIA researchers
and it runs on the Grlmage platform.

5.2.5. Audio-visual localization of speakers

We developed a software package that uses binocular vision and binaural audition to spatially localize
speakers. The software runs on the POPEYE platform (see above) and it has been developed in collaboration
with the MISTIS project-team and with the Speech and Hearing group of the University of Sheffield. The
software combines

stereo, interaural time difference, and expectation-maximization algorithms. It is developed within the Euro-
pean project POP.

5.3. Database

5.3.1. Audio-visual database

The University of Sheffield and INRIA have gathered synchronized auditory and visual datasets for the study
of audio-visual fusion. The idea was to record a mix of scenarios where the audio-visual tasks of tracking
the speaking face, where either the visual or auditory cues add disambiguating information; or more varied
scenarios (eg. sitting in at a coffee break meeting) with a large amount of challenging audio and visual stimuli
such as multiple speakers, varied amount of background noise, occulting objects, faces turned away and
getting obscured, etc. Central to all scenarios is the state of the audio-visual perceiver and we have been
very interesed in getting hold of some data recored with an active perceiver, so we propose that the perceiver
is either static, panning or moving (probably limited to rotating its head) so as to mimic attending to the most
interesting source at the moment. The calibrated data collection is freely accessible for research purposes at
http://perception.inrialpes.fr/CAVA_Dataset/Site/

5.3.2. 4D repository (http://4drepository.inrialpes.fr/)

This website hosts dynamic mesh sequences reconstructed from images captured using a multi-camera set
up. Such mesh-sequences offer a new promising vision of virtual reality, by capturing real actors and their
interactions. The texture information is trivially mapped to the reconstructed geometry, by back-projecting
from the images. These sequences can be seen from arbitrary viewing angles as the user navigates in 4D (3D
geometry + time) . Different sequences of human / non-human interaction can be browsed and downloaded
from the data section. A software to visualize and navigate these sequences is also available for download.

6. New Results

6.1. Segmentation and registration of 3D shapes

One of the fundamental problems in 2D and 3D shape analysis is their segmentation and registration. We
address both these issues within the framework of spectral graph theory. Namely, we started by developing a
shape registration method based on Spectral graph matching and we applied this method for registering shapes
described by meshes [53]. The method is based on the Laplacian embedding of meshes into an Euclidean
space. Hence, the problem of matching two meshes is equivalent to the problem of registering two clouds of
points. We thoroughly addressed the problem of point registration and we devised a probabilistic registration
method based on Gaussian mixtures and convex optimization [54].


http://www.4dviews.com
http://perception.inrialpes.fr/CAVA_Dataset/Site/
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In parallel, we started to investigate the problem of shape segmentation using a combination of non-parametric
and parametric clustering techniques, namely we combined spectral clustering with Gaussian mixture models
[44], [22]. The ongoing work investigates constrained clustering methods and their use to the problem of
learning shape segmentation. This completes our work on articulated object tracking [14].

6.2. Audio-visual perception

The problem of multimodal clustering arises whenever the data are gathered with several physically different
sensors. Observations from different modalities are not necessarily aligned in the sense that there is no obvious
way to associate or to compare them in some common space. A solution may consist in considering multiple
clustering tasks independently for each modality. The main difficulty with such an approach is to guarantee
that the unimodal clusterings are mutually consistent. In this paper we show that multimodal clustering can
be addressed within a novel framework, namely conjugate mixture models. These models exploit the explicit
transformations that are often available between an unobserved parameter space (objects) and each one of
the observation spaces (sensors). We formulate the problem as a likelihood maximization task and we derive
the associated conjugate expectation-maximization algorithm. The convergence properties of the proposed
algorithm are thouroughly investigated. Several local/global optimization techniques are proposed in order to
increase its convergence speed. Two initialization strategies are proposed and compared. A consistent model-
selection criterion is proposed. The algorithm and its variants are tested and evaluated within the task of 3D
localization of several speakers using both auditory and visual data [55]

6.3. Stereoscopic vision

Current approaches to dense stereo matching estimate the disparity by maximizing its a posteriori probability,
given the images and the prior probability distribution of the disparity function. This is done within a Markov
random field model that makes tractable the computation of the joint probability of the disparity field. In this
framework, we investigated the link between intensity-based stereo and contour-based stereo. In particular,
we properly described surface-discontinuity contours for both piecewise planar objects and objects with
smooth surfaces, and injected these contours into the probabilistic framework and the associated minimization
methods. One drawback of such an approach, and of traditional stereo algorithms, is the use of the frontal
parallel assumption that bias the results towards frontal parallel plane solution. To overcome this issue, we have
investigated the use of a joint random Markov field, so that to each pixel is associated a disparity value and
a surface normal. The estimation of the two field is done alternatively using minimization methods described
above [56]

6.4. Analysis and Exploitation of the reflectance properties and lighting

6.4.1. Image-based modelling exploiting the surface normal vector field and the visibility

We have developed multiview 3D reconstruction algorithms (recovering the 3D shape and the reflectance
of a scene surface) which explicitly exploit the visibility and the properties of the surface normals. Our
approach thus allows to naturally combine stereo, silhouette and shading cues in a single framework. This
method applies to a number of classical scenarios - classical stereovision, multiview photometric stereo, and
multiview shape from shading [23]. This method which has been first developed in level-set framework [20],
[46], has then been adapted to mesh representations which provide more accurate results and more robust and
more stable algorithms. This last work has been submitted to the International Journal of Computer Vision in
october 2009. In this framework, we are also working on several specific applications and scenarios such as
Helmbholtz Stereopsis and dynamic photometric stereo. This work is still in progress.
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Shape from ambient shading

We study the mathematical and numerical aspects of the estimation of the 3-D shape of a Lambertian scene
seen under diffuse illumination. This problem is known as ashape from ambient shadingd (SFAS), and its
solution consists of integrating a strongly non-local and non-linear Integro-Partial Differential Equation (I-
PDE). We provide a first analysis of this global I-PDE, whereas previous work had focused on a local version
that ignored effects such as occlusion of the light field. We also design an original approximation scheme
which, following Barles and Souganidis’ theory, ensures the correctness of the numerical approximations, and
discuss about some numerical issues. For more details, see our SSVM’09 paper [42]. This work is still in
progress.

Finding Images with Similar Lighting Conditions in Large Photo Collections.

In our previous works on the analysis and exploitation of reflectance properties and lighting, the goal was
to obtain accurate 3D surface and reflectance models of objects. This required controlled image acquisition
conditions. We have recently started another line of work concerning lighting and reflectance, for less
controlled settings. Concretely, like in the PhotoSynth system by Microsoft, we wish to exploit the large
amount and variety of photographs available for free on the internet, via commodity collection such as flickR.
For many major monuments, it is easy to download hundreds or thousands of images. Whereas PhotoSynth
exploits them to generate 3D information from the images, we intend to use them to tell as much as possible
about the appearance of objects. Appearance depends on reflectance properties and the lighting — in the above
photo collections, we usually find photos representative for many different lighting conditions. If we are able
to extract models for the appearance of objects, they may be used for various applications, e.g. relighting,
without necessarily having to handle and estimate detailed physics-based reflectance models. Our first work
along these lines consists in developing methods for clustering photographs into sets of images with similar
lighting conditions [35], [51]. To do so, we automatically segment the sky region in images and analyze the
distribution of colors within it, leading to a clustering based on histograms of colors.

6.4.4. Multiple-View Geometry of the Refractive Plane.

6.4.5.

Another new line of work concerns the analysis of images of semi-transparent objects. Our first result concerns
the basic case of a planar refractive surface [28]. We have shown that images taken through such a surface,
inspite the refractions, still have an epipolar geometry, and have shown how to formulate it analytically, via
a fundamental matrix. Methods for estimating this and the relative position of cameras, have been proposed.
Future work will be directed towards modeling of non-planar refractive semi-transparent surfaces.

Reconstructing specular surfaces.

In joint work with Jingyi Yu and Yuanyuan Ding from Delaware University, we have proposed a new method
for reconstructing specular surfaces in 3D, from images [32]. The method exploits the fact that locally, specular
surface patches act as reflectors that map 3D lines into conic curves on camera images. Observed conic curves
reveal information about the specular surface, which is exploited here in a way analoguous to calibration
of catadioptric cameras, albeit for more complicated shapes than the usual surfaces of revolution used for
catadioptric cameras.

6.5. Multi-Region Segmentation on Manifolds

We have addressed the problem of segmenting data defined on a manifold into a set of regions with uniform
properties. This issue is fundamental in a number computer vision and graphics applications. Here we have
considered this issue in order to introduce segmentation constraints on the reflectance properties in 3D shape
reconstruction problems.
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We propose a numerical method when the manifold is represented by a triangular mesh. Based on recent
image segmentation models, our method minimizes a convex energy and then enjoys significant favorable
properties: it is robust to initialization and avoid the problem of the existence of local minima present in
many variational models. Our contributions are threefold: firstly we adapt the convex image labeling model
to manifolds; in particular the total variation formulation. Secondly we show how to implement the proposed
method on triangular meshes, and finally we show how to use and combine the method in other computer
vision problems, such as 3D reconstruction. For more details, see our ICCV’09 paper [29].

6.6. Surface tracking

We have proposed a new method to capture the temporal evolution of a surface from multiple videos. By
contrast to most current methods, our algorithm does not use any prior information on the nature of the
tracked surface. In addition, it does not require sparse features to constrain the deformation but only relies
on purely geometric information: a target set of 3D points and normals. Our approach is inspired by the
Iterative Closest Point algorithm but handles large deformations of non-rigid surfaces. To this aim, a mesh is
iteratively deformed while enforcing local rigidity with respect to a reference model. This rigidity is preserved
by diffusing it on local patches randomly seeded on the surface. The iterative nature of the algorithm combined
with the softly enforced local rigidity allows to progressively evolve the mesh to fit the target data. The
proposed method is validated and evaluated on several standard and challenging surface data sets acquired
using real videos. [27]

6.7. Surface Feature Detection and Description with Applications to Mesh
Matching

In this work we revisit local feature detectors/descriptors developed for 2D images and extend them to the
more general framework of scalar fields defined on 2D manifolds. We provide methods and tools to detect and
describe features on surfaces equiped with scalar functions, such as photometric information. This is motivated
by the growing need for matching and tracking photometric surfaces over temporal sequences, due to recent
advancements in multiple camera 3D reconstruction. We propose a 3D feature detector (MeshDOG) and a 3D
feature descriptor (MeshHOG) for uniformly triangulated meshes, invariant to changes in rotation, translation,
and scale. The descriptor is able to capture the local geometric and/or photometric properties in a succinct
fashion. Moreover, the method is defined generically for any scalar function, e.g., local curvature. Results
with rigid and non-rigid mesh matching demonstrate the interest of the proposed framework.[47].

6.8. Telepresence

Real-time multi-camera 3D modeling provides full-body geometric and photometric data on the objects
present in the acquisition space. It can be used as an input device for rendering textured 3D models, and for
computing interactions with virtual objects through a physical simulation engine. We are currently working on
a collaborative environment where two distant users, each one 3D modeled in real-time, interact in a shared
virtual world. [40]

6.9. Omnidirectional vision

6.9.1. Calibration of medical endoscopes.

Some endoscopes give a very wide field of view, in order to fully inspect e.g. vessels in the human body. Often,
endoscopes are used for visualization purposes only, less frequently for making measurements. Nevertheless,
an approximate calibration is required even for visualization, in order to present the wide-field of view images,
which include strong distortion, in a more common way and without these distortions. In [26] we propose a
very pragmatic method for endoscope calibration, well suited for non-expert users, requiring a single image
of a planar grid. This is joint work with Jodo Barreto from Coimbra University. In another joint work, we
developed a more general calibration approach, requiring multiple images of a planar grid but allowing to
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calibrate a wider range of camera models, namely any central catadioptric camera [36]. It is based on a recent
result of ours, showing the existence of fundamental matrices and plane homographies, for any such camera !

Geolocalization using Skylines from Omni-Images.

In this joint work with MERL [43], the goal is to provide an image-based method for geolocalization in cities,
where the GPS is known to be unreliable. The developed method exploits the perhaps surprising fact that
skylines, as seen from city streets, are rather characteristic for the camera location. We use upward-looking
fisheye cameras with a roughly hemispheric field of view; in the acquired images, skylines are extracted
relativelily reliable by segmenting the regions belonging to the sky. Nowadays, coarse 3D city models are
easily available; given such a model, it is simple to generate the skyline that should be seen from any given
location in the city. This is used in our geolocalization approach, where the camera location is found by
comparing skylines extracted in images with those generated from candidate camera locations. This approach
has been shown to be very robust and reasonable accurate, over image sequences corresponding to camera
displacements of hundreds of meters.

6.10. Satellite imaging

6.10.1. Modeling, estimating and compensating the vibrations

6.11.

Within a collaboration with ASTRIUM, we work on satellite imaging and linear pushbroom cameras. These
cameras are widely used in passive remote sensing from space as they provide high resolution images. In
earth observation applications, where several pushbroom sensors are mounted in a same focal plane, small
dynamic disturbances of the satellite’s orientation lead to noticeable geometrical distortions in the images. We
have defined a global method to estimate those disturbances, which are effectively vibrations. We exploit the
geometry of the focal plane and the stationary nature of the disturbances to recover undistorted images. To do
so, we embed the estimation process in a Bayesian framework. An autoregressive model is used as a prior on
the vibrations. The problem can be seen as a global image registration task where multiple pushbroom images
are registered to the same coordinate system, the registration parameters being the vibration coefficients. An
alternating maximisation procedure is designed to obtain Maximum a Posteriori estimates (MAP) of the
vibrations as well as of the autoregressive model coefficients. A paper has been submitted to CVPR, and a
patent has been applied.

Other results

6.11.1. Statistical approaches for computer animation

This research area is quite recent and very promising. This work has been done in close collaboration with the
team EVASION of INRIA. We first addressed the problem of inverse kinematics, which is classically solved
using deterministic numerical approaches. We proposed an original modelisation of the problem via a hidden
Markov chain. Therefor, we provided a new algorithm based on a Monte Carlo filter that allows to solve
sequentially the inverse kinematics problem. The work presented in [19] concerns the compression of motion
capture sequences. We propose a novel, lossy compression algorithm that exploits both temporal and spatial
coherence. This algorithm is based on approximation of pose manifold computed using a principal geodesics
analysis.

6.11.2. Theoretical result on Sequential Monte Carlo

Sequential Monte Carlo approaches, also known as particle filters, are well-know tools for tracking appplica-
tions in computer vision. A longstanding problem in sequential Monte Carlo (SMC) is to mathematically prove
the popular belief that resampling does improve the performance of the estimation (this of course is not always
true, and the real question is to clarify classes of problems where resampling helps). A more pragmatic answer
to the problem is to use adaptive procedures that have been proposed on the basis of heuristic considerations,
where resampling is performed only when it is felt necessary, i.e. when some criterion (effective number of

IP. Sturm and J. Barreto, General Imaging Geometry for Central Catadioptric Cameras, ECCV’08



Project-Team perception 13

particles, entropy of the sample, etc.) reaches some prescribed threshold. It still remains to mathematically
prove the efficiency of such adaptive procedures. The contribution of the paper [25] is to propose an approach,
based on a representation in terms of multiplicative functionals (in which importance weights are treated as
particles, roughly speaking) to obtain the asymptotic variance of adaptive resampling procedures, when the
sample size goes to infinity. It is then possible to see the impact of the threshold on the asymptotic variance,
at least in the Gaussian case, where the resampling criterion has an explicit expressions in the large sample
asymptotics.

6.11.3. Geometric Video Projector Auto-Calibration.

We have developed several methods for the calibration and self-calibration of projector—camera system [50],
[34], [33]. Typical classical methods have to augment the projection screen with markers. Our methods can do
without this, but require moving the projector for the self-calibration procedure. In many cases, this is arguably
less cumbersome to do. Our methods are based on the fact that projectors can be modeled like cameras, and
adapt self-calibration methods designed for cameras, to projector—camera systems. This is joint work with
Sébastien Roy from the University of Montréal.

6.11.4. Critical motions for camera self-calibration.

This is one of our historic topics in structure-from-motion research. This year, we have extended the existing
results in two main ways [38]. First, a more general framework than previously was used, based on confocal
quadric theory; this makes several results easier to obtain than previously. Second, we analyzed so-called
artificial critical motions, i.e. degeneracies that arise due to the specific self-calibration method used and not
due to a generic degeneracy. We have shown the artificial critical motions for the most representative family
of self-calibration methods, which neglect a rank-constraint on the dual absolute quadric. We have also shown
that enforcing that rank constraint a posteriori, allows to resolve all artificial degeneracies, i.e. allows self-
calibration to be successful on more cases than previously possible with the considered methods. This is joint
work with Pierre Gurdjos from IRI Toulouse and Adrien Bartoli from LASMEA, Clermont-Ferrand.

7. Contracts and Grants with Industry
7.1. Contract with ASTRIUM

In 2008, a three year contract has started with ASTRIUM. High-resolution satellite imagery is typically based
on so-called push-broom cameras (one or a few rows of pixels, covering different spectral bands). High-
resolution images are generated by stitching individual push-broom images, taken at successive time instants,
together. The main goal of our work is to develop both theoretical models and algorithms for modeling,
estimating and compensating these vibrations, using information contained in the images.

8. Other Grants and Activities

8.1. National initiatives
8.1.1. ANR project ROM

This is an ANR-funded "pre-industrial” project running for two years (2009-11). The coordinator is Duran
Duboi, one of the leading French companies in (post-) production for movies and advertisement. The two
academic partners are IRI Toulouse and PERCEPTION. The goal of the project is to develop tools for aiding
the preparation of shooting sequences in complex settings, especially concerning a film camera that is moving
during the shooting. A standard vision-based technique for generating special effects and other augmentations,
is match-moving, with or without artificial markers. An important practical issue is that match-moving is
typically performed off-line and if it fails, cuambersome manual work or even re-shooting becomes necessary.
The tools we will develop will allow an efficient preparation of a shooting, by analyzing the scene before
the shooting and automatically judging the feasibility of match-moving; if the feasibility is judged as too
low, a tool will suggest to the operator where to augment the scene with artificial markers that will help the
match-moving.
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8.1.2. ANR project FLAMENCO

FLAMENCO is a 3-year project that has started on January 1, 2007. This project deals with the challenges of
spatio-temporal scene reconstruction from several video sequences, i.e. from images captured from different
viewpoints and at different time instants. This project tackles the following three important factors which limit
the major problems in computer vision so far:

e the computational time / the poor resolution of the models: the acquisition of video sequences
from multiple cameras generates a very large amount of data, which makes the design of efficient
algorithms very important. The high computational cost of existing methods has limited the spatial
resolution of the reconstruction and has allowed to handle video sequences of a few seconds only,
which is prohibitive in real applications.

e the lack of spatio-temporal coherence: to our knowledge, none of the existing methods has been
able to reconstruct coherent spatio-temporal models: Most methods build threedimensional models
at each time step without taking advantage of the continuity of the motion and of the temporal
coherence of the model. This issue requires elaborating new mathematical and algorithmic tools
dedicated to four-dimensional representations (three space dimensions plus the time dimension).

e the simplicity of the models: the information available in multiple video sequences of a scene are not
restricted to geometry and motion. Most reconstruction methods disregard such information as the
illumination of the scene, and the reflectance, the materials and the textures of the objects. Our goal
is to build more exhaustive models, by automatically estimating these parameters concurrently to
geometry and motion. For example, in augmented reality, reflectance properties allow to synthesize
novel views with higher photo-realism.

In this project, we are collaborating with the CERTIS laboratory (Ecole Nationale des Ponts et Chaussees) and
the PRIMA group (INRIA Rhone-Alpes) via Frederic Devernay.

The team members directly involved in this project are Peter Sturm, Emmanuel Prados (INRIA researchers)
and Amael Delaunoy (PhD thesis).

8.1.3. ADT GrimDey

GrimDeyv is an ADT (Action de Developpement Technologique) proposed in the context of the Grimage inter-
active and immersive platform. The objective of GrimDev is to organize and manage software developements
around the Grimage platform in order to ensure their reusabilities and durations. GrimDev was proposed by the
Perception team and involves the following teams from INRIA Grenoble Rhone-Alpes: Perception, Evasion,
Moais and SED.

8.2. Projects funded by the European Commission
8.2.1. iGlance (European project MEDEA 2008-2011)

iGlance aims at developing new free viewpoint capabilities for the next TV generation. 10 partners are
involved in this project including: ST microelectronics (France), Philips research (Holland), the university of
Eindhoven(Holland), 4D View solutions (France), INRIA (France), Silicon Hive (Holland), Logica (France),
Task 24 (Holland), Verum (Holland), Tima (France).

8.2.2. FP6/Marie-Curie RTN VISIONTRAIN

VISIONTRAIN is a 4 year Marie Curie Research Training Network, or RTN (2005-2009) coordinated by
Radu Horaud. This network gathers 11 partners from 11 European countries and has the ambition to address
foundational issues in computational and cognitive vision systems through an European doctoral and post-
doctoral program.
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VISIONTRALIN addresses the problem of understanding vision from both computational and cognitive points
of view. The research approach is based on formal mathematical models and on the thorough experimental
validation of these models. We intend to reduce the gap that exists today between biological vision (which
performs outstandingly well and fast but not yet understood) and computer vision (whose robustness, flexibil-
ity, and autonomy remain to be demonstrated). In order to achieve these ambitious goals, 11 internationally
recognized academic partners work cooperatively on a number of targeted research topics: computational the-
ories and methods for low-level vision, motion understanding from image sequences, learning and recognition
of shapes, categories, and actions, cognitive modelling of the action of seeing, and functional imaging for
observing and modelling brain activity. There are three categories of researchers involved in this network:
doctoral students, post-doctoral researchers, as well as highly experienced researchers. The work includes
participation to proof-of-concept achievements, annual thematic schools, industrial meetings, attendance of
conferences, etc.

8.2.3. FP6 IST STREP project POP

We are coordinators of the POP project (Perception on Purpose) involving the MISTIS and the PERCEPTION
INRIA groups, as well as 4 other partners: University of Osnabruck (cognitive neuroscience), University Hos-
pital Hamburg-Eppendorf (neurophysiology), University of Coimbra (robotics), and University of Sheffield
(hearing and speech). POP proposes the development of a fundamentally new approach, perception on pur-
pose, which is based on 5 principles. First, visual and auditory information should be integrated in both space
and time. Second, active exploration of the environment is required to improve the audiovisual signal-to-noise
ratio. Third, the enormous potential sensory requirements of the entire input array should be rendered man-
ageable by multimodal models of attentional processes. Fourth, bottom-up perception should be stabilized by
top-down cognitive function and lead to purposeful action. Finally, all parts of the system should be under-
pinned by rigorous mathematical theory, from physical models of low-level binocular and binaural sensory
processing to trainable probabilistic models of audiovisual scenes.

8.3. Bi-lateral project
8.3.1. PHC project OMNILOC

This is a “Partenariat Hubert Curien” (PHC) between the University of Coimbra, Portugal (Jodo Barreto) and
PERCEPTION (2009-10). The goal is to study omnidirectional cameras and their use for camera localization.

9. Dissemination

9.1. Editorial boards and program committees

e Radu Horaud is a member of the following editorial boards:
— advisory board member of the International Journal of Robotics Research,
— editorial board member of the International Journal of Computer Vision,
— area editor of Computer Vision and Image Understanding, and
— associated editor of Machine Vision Applications.
e Peter Sturm is a member of the editorial boards of the Image and Vision Computing journal, the
Journal of Computer Science and Technology, the Journal of Mathematical Imaging and Vision, the

International Journal on Intelligent Computing and Cybernetic and the Transactions on Computer
Vision and Applications — IPSJ (Information Processing Society of Japan)

e Peter Sturm has been Area Chair for CVPR, ICCV and ACCV.
e Peter Sturm has been Tutorial Chair for ICCV.

e Peter Sturm has has been a member of the Program Committees of:
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—  Workshop and Symposium on Advanced Imaging Methods

— Iberoamerican Congress on Pattern Recognition

— International Conference on Computer Vision Theory and Applications

— Iberian Conference on Pattern Recognition and Image Analysis

— International Workshop on Combinatorial Image Analysis

— Journés Jeunes Chercheurs ORASIS

—  Workshop on Video Event Categorization, Tagging and Retrieval

— International Conference on Signal-Image Technology and Internet-Based Systems

—  Workshop on Omnidirectional Vision, Camera Networks and Non-classical Cameras

—  Workshop on Community Based 3D Content and Its Applications In Mobile Internet

Environments

e Edmond Boyer is a member of the editorial boards of the Image and Vision Computing journal
and has been a member of the program committees of: cvpr2009, iccv2009, cvmp2009, mlvma’09
(Workshop iccv’09).

9.2. Services to the Scientific Community

e Peter Sturm is Chairman of theWorking Group “Imaging and Geometry” of the GdR ISIS (a French
research network), 2006-09.

e  Peter Sturm is Director of the "Geometry and Images" department of Laboratoire Jean Kuntzmann,

2008-09.
¢ Emmanuel Prados has been member of the Phd thesis of Mickael Péchaud, University Paris Diderot,
oct. 2009
9.3. Teaching

e Representation de connaissance et inference, m2r, ujf, 15h, E. Arnaud
e Tutorat d’apprentis, m2p, ujf, 45 h, E. Arnaud

e image retrieval, m2p, ujf, 15h, E. Arnaud

e vision and robotics, m2r, 5h, E. Arnaud

e  QOutils mathematiques, m1, ujf, 10h, E. Arnaud

e Methodes statistiques pout la biologie, 12, ujf, 36h, E. Arnaud

e Informatique instrumentale et multimedia, 11, ujf, 66h, E. Arnaud

e Decouverte des mathematiques appliquees, 11, ujf, 18h, E. Arnaud

e 3D Modelling from Images or Videos, m2r, ujf, 18h, P. Sturm and E. Boyer
e Synthese d’images, m1, ujf, 60h, E. Boyer

e Projet, ml, ujf, 15h, E. Boyer

e  Vision par Ordinateur, m2p, ujf, 40h, E. Boyer

e Synthese d’images, m1, Polytech, 36h, E. Boyer

e  Modelisation 3D, m2r, inpg, 18h, E. Boyer

e Introduction aux techniques de I’'images, 13, ujf, 15h, E. Boyer

e  Master course (M2R) on Computer Vision, ujf, 20h, P. Sturm

9.4. Tutorials and invited talks
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e Peter Sturm has given a tutorial on Computer Vision at the 14th Iberoamerican Congress on Pattern
Recognition, Guadalajara, Mexico

e  Peter Sturm has given invited conference talks at:
—  SCIA (Scandinavian Conference on Image Analysis, Oslo, Norway)
— CIARP (Iberoamerican Congress on Pattern Recognition, Guadalajara, Mexico)

— Two-yearly plenary meeting of the French GdR ISIS network (Batz-sur-Mer, France)

e  Peter Sturm has given Invited seminars at:
— KAIST (Korea Advanced Institute of Science and Technology), Daejeon, South Korea
—  Université de Montpellier, France
—  University of Barcelona, Spain

—  Technical University of Munich, Germany

e Edmond Boyer has given an invited talk at
— Labri, Bordeaux (may 2009)
— NAIST (Insitute of Science and Technology), Nara-Japan (October 2009)

e Edmond Boyer has been a keynote speaker at the International Conference on 3D Digital Imaging
and Modeling 3DIM’09, Kyoto (octobre 2009)

9.5. Thesis

e Diana Mateus
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