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  [bookmark: uid3] Section: 
      Overall Objectives
Introduction

The overall objective of the PERCEPTION research team is to develop
theories, models, methods, and systems in order to allow computers to
see and to understand what they see. A major difference between
classical computer systems and computer vision systems is that while
the former are guided by sets of mathematical and logical rules, the
latter are governed by the laws of nature. It turns out that
formalizing interactions between an artificial system and the physical
world is a tremendously difficult task.

A first objective is to be able to gather images and videos with one
or several cameras, to calibrate them, and to extract 2D and 3D
geometric information from these images and videos.
This is an
extremely difficult task because the cameras receive light stimuli and
these stimuli are affected by the complexity of the objects (shape,
surface, color, texture, material) composing the real world. The
interpretation of light in terms of geometry is also affected by the
fact that the three dimensional world projects onto two dimensional
images and this projection alters the Euclidean nature of the observed
scene.

A second objective is to analyse articulated and moving objects. The
real world is composed of rigid, deformable, and articulated
objects. Solutions for finding the motion fields associated with
deformable and articulated objects (such as humans) remain to be
found. It is necessary to introduce prior models that encapsulate
physical and mechanical features as well as shape, aspect, and
behaviour. The ambition is to describe complex motion as “events” at
both the physical level and at the semantic level.

A third objective is to describe and interpret images and videos in
terms of objects, object categories, and events. In the past it has
been shown that it is possible to recognize a single occurrence of an
object from a single image. A more ambitious goal is to recognize
object classes such as people, cars, trees, chairs, etc., as well as
events or objects evolving in time. In addition to the usual
difficulties that affect images of a single object there is also the
additional issue of the variability within a class. The notion of
statistical shape must be introduced and hence statistical learning
should be used. More generally, learning should play a crucial role
and the system must be designed such that it is able to learn from a
small training set of samples. Another goal is to investigate how an
object recognition system can take advantage from the introduction of
non-visual input such as semantic and verbal descriptions. The
relationship between images and meaning is a great challenge.

A fourth objective is to build vision systems that encapsulate one or
several objectives stated above. Vision systems are built within a
specific application. The domains at which vision may contribute are
numerous:


	[bookmark: uid4] Multi-media technologies and in particular film and TV productions, database retrieval;



	[bookmark: uid5] Visual surveillance and monitoring;



	[bookmark: uid6] Augmented and mixed reality technologies and in particular
entertainment, cultural heritage, telepresence and immersive
systems, image-based rendering and image-based animation;



	[bookmark: uid7] Embedded systems for television, portable devices, defense, space, etc.





[bookmark: uid8] Section: 
      Overall Objectives
Highlights

[bookmark: uid9] The European project Humavips – Humanoids with Auditory and Visual Abilities in Populated Spaces

HUMAVIPS (http://humavips.inrialpes.fr ) is a 36 months FP7 STREP
project coordinated by Radu Horaud and which started in 2010. The
project addresses multimodal perception and cognitive issues
associated with the development of a social robot. The ambition is to
endow humanoid robots with audiovisual (AV) abilities: exploration,
recognition, and interaction, such that they exhibit adequate
behavior when dealing with a group of people. Proposed research and
technological developments will emphasize the role played by
multimodal perception within principled models of human-robot
interaction and of humanoid behavior.


[bookmark: uid10] The ANR project Morpho – Analysis of Human Shapes and Motions

MORPHO is aimed at designing new technologies for the measure and for the analysis of dynamic surface evolutions using visual data.
3 academic partners will collaborate on this project: the INRIA Rhône-Alpes with the Perception team and the Evasion team, the GIPSA-lab Grenoble and
the INRIA-Lorraine with the Alice team.


[bookmark: uid11] Collaboration with SAMSUNG – 3D Capturing and Modeling
from Scalable Camera Configurations

We started a 12 months collaboration with the Samsung Advanced
Institute of Technology (SAIT), Seoul, Korea. Whithin this project we
develop a methodology able to combine data from several types of
visual sensors (2D high-definition color cameras and 3D range cameras)
in order to reconstruct, in real-time, an indoor scene
without any constraints in terms of background, illumination
conditions, etc.
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  [bookmark: uid13] Section: 
      Scientific Foundations
The geometry of multiple images

Computer vision requires models that describe the image creation
process. An important part (besides e.g. radiometric effects),
concerns the geometrical relations between the scene, cameras and the
captured images, commonly subsumed under the term “multi-view
geometry”. This describes how a scene is projected onto an image, and
how different images of the same scene are related to one
another. Many concepts are developed and expressed using the tool of
projective geometry. As for numerical estimation, e.g. structure and
motion calculations, geometric concepts are expressed
algebraically. Geometric relations between different views can for
example be represented by so-called matching tensors (fundamental
matrix, trifocal tensors, ...). These tools and others allow to devise
the theory and algorithms for the general task of computing scene
structure and camera motion, and especially how to perform this task
using various kinds of geometrical information: matches of geometrical
primitives in different images, constraints on the structure of the
scene or on the intrinsic characteristics or the motion of cameras,
etc.


[bookmark: uid14] Section: 
      Scientific Foundations
The photometry component

In addition to the geometry (of scene and cameras),
the way an image looks like depends on many factors, including
illumination, and reflectance properties of objects.
The reflectance, or “appearance”, is the set of laws and properties
which govern the radiance of the surfaces .
This last component makes the connections between the others. Often,
the “appearance” of objects is modeled in image space, e.g.
by fitting statistical models, texture models, deformable appearance models (...) to a set of images,
or by simply adopting images as texture maps.

Image-based modelling of 3D shape, appearance, and illumination is based on prior information
and measures for the coherence between acquired images (data), and acquired images and those
predicted by the estimated model. This may also include the aspect of temporal coherence, which
becomes important if scenes with deformable or articulated objects are considered.

Taking into account changes in image appearance of objects is important for many computer vision
tasks since they significantly affect the performances of the
algorithms. In particular, this is crucial for
feature extraction, feature matching/tracking, object tracking, 3D modelling, object recognition etc.


[bookmark: uid15] Section: 
      Scientific Foundations
Shape Acquisition

Recovering shapes from images is a fundamental task in computer
vision. Applications are numerous and include, in particular, 3D
modeling applications and mixed reality applications where real shapes
are mixed with virtual environments. The problem faced here is to
recover shape information such as surfaces, point positions, or
differential properties from image information. A tremendous research
effort has been made in the past to solve this problem and a number of
partial solutions had been proposed. However, a fundamental issue
still to be addressed is the recovery of full shape information over
time sequences. The main difficulties are precision, robustness of
computed shapes as well as consistency of these shapes over time. An
additional difficulty raised by real-time applications is
complexity. Such applications are today feasible but often require
powerful computation units such as PC clusters. Thus, significant
efforts must also be devoted to switch from traditional single-PC
units to modern computation architectures.


[bookmark: uid16] Section: 
      Scientific Foundations
Motion Analysis

The perception of motion is one of the major goals in computer vision
with a wide range of promising applications. A prerequisite for
motion analysis is motion modelling. Motion models span from rigid
motion to complex articulated and/or deformable motion. Deformable
objects form an interesting case because the models are closely
related to the underlying physical phenomena. In the recent past,
robust methods were developed for analysing rigid motion. This can be
done either in image space or in 3D space. Image-space analysis is
appealing and it requires sophisticated non-linear minimization
methods and a probabilistic framework. An intrinsic difficulty with
methods based on 2D data is
the ambiguity of associating a multiple
degree of freedom 3D model with image contours, texture and optical
flow. Methods using 3D data are more relevant with respect to our
recent research investigations. 3D data are produced using stereo or
a multiple-camera setup. These data (surface patches, meshes, voxels,
etc.) are matched against an articulated
object model (based on cylindrical parts, implicit surfaces, conical
parts, and so forth). The matching is carried out within a
probabilistic framework (pair-wise registration, unsupervised
learning, maximum likelihood with missing data).

Challenging problems are the detection and segmentation of multiple
moving objects and of
complex articulated objects,
such as human-body motion, body-part motion, etc. It is crucial to be able to detect
motion cues and to interpret them in terms of moving parts,
independently of a prior model. Another difficult problem is to track
articulated motion over time and to estimate the motions associated
with each individual degree of freedom.


[bookmark: uid17] Section: 
      Scientific Foundations
Multiple-camera acquisition of
visual data

Modern computer vision techniques and applications require the
deployment of a large number of cameras linked to a powerful multi-PC
computing platform. Therefore, such a system must fulfill the
following requirements: The cameras must be synchronized up to the
millisecond, the bandwidth associated with image transfer (from the
sensor to the computer memory) must be large enough to allow the
transmission of uncompressed images at video rates, and the computing
units must be able to dynamically store the data and/to process them
in real-time.

Current camera acquisition systems are all-digital
ones. They are based on standard network communication protocols such as the
IEEE 1394. Recent systems involve as well depth cameras that produce
depth images, i.e. a depth information at each pixel. Popular
technologies for this purpose include the Time of Flight Cameras (TOF cam) and
structured light cameras, as in the very recent Microsoft kinect project.

Camera synchronization may be performed in several ways. The most
common one is to use special-purpose hardware. Since both cameras and
computers are linked through a network, it is possible to synchronize
them using network protocols, such as NTP (network time protocol).
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  [bookmark: uid19] Section: 
      Application Domains
3D modeling and rendering

3D modeling from images can be seen as a basic technology, with many
uses and applications in various domains. Some applications only
require geometric information (measuring, visual servoing, navigation)
while more and more rely on more complete models (3D models with
texture maps or other models of appearance) that can be rendered in
order to produce realistic images. Some of our projects directly
address potential applications in virtual studios or “edutainment”
(e.g. virtual tours), and many others may benefit from our scientific
results and software.


[bookmark: uid20] Section: 
      Application Domains
Mixed and Augmented Reality

Mixed realities consist in merging real and virtual environments. The
fundamental issue in this field is the level of interaction that can
be reached between real and virtual worlds, typically a person
catching and moving a virtual object. This level depends directly on
the precision of the real world models that can be obtained and on the
rapidity of the modeling process to ensure consistency between both
worlds. A challenging task is then to use images taken in real-time
from cameras to model the real world without help from intrusive
material such as infrared sensors or markers.

Augmented reality systems allow an user to see the real
world with computer graphics and computer animation superimposed and
composited with it. Applications of the concept of AR basically
use virtual objects to help the user to get a better understanding of
her/his surroundings. Fundamentally, AR is about augmentation of human
visual perception: entertainment, maintenance and repair of
complex/dangerous equipment, training, telepresence in remote, space,
and hazardous environments, emergency handling, and so forth. In
recent years, computer vision techniques have proved their potential
for solving key-problems encountered in AR: real-time pose estimation,
detection and tracking of rigid objects, etc. However, the vast
majority of existing systems use a single camera and the technological
challenge consisted in aligning a prestored geometrical model of an
object with a monocular image sequence.


[bookmark: uid21] Section: 
      Application Domains
Human Motion Capture and Analysis

We are particularly interested in the capture and analysis of human
motion, which consists in recovering the motion parameters of the
human body and/or human body parts, such as the hand. In the past
researchers have concentrated on recovering constrained motions such
as human walking and running. We are interested in recovering
unconstrained motion. The problem is difficult because of the large
number of degrees of freedom, the small size of some body parts, the
ambiguity of some motions, the self-occlusions, etc. Human motion
capture methods have a wide range of applications: human monitoring,
surveillance, gesture analysis, motion recognition, computer
animation, etc.


[bookmark: uid22] Section: 
      Application Domains
Multi-media and interactive applications

The employment of advanced computer vision techniques for media
applications is a dynamic area that will benefit from scientific
findings and developments. There is a huge potential in the spheres of
TV and film productions, interactive TV, multimedia database
retrieval, and so forth.

Vision research provides solutions for real-time recovery of studio
models (3D scene, people and their movements, etc.) in realistic
conditions compatible with artistic production (several moving people
in changing lighting conditions, partial occlusions). In particular,
the recognition of people and their motions will offer a whole new
range of possibilities for creating dynamic situations and for
immersive/interactive interfaces and platforms in TV
productions. These new and not yet available technologies involve
integration of action and gesture recognition techniques for new forms
of interaction between, for example, a TV moderator and virtual
characters and objects, two remote groups of people, real and virtual
actors, etc.


[bookmark: uid23] Section: 
      Application Domains
Car driving technologies

In the long term (five to ten years from now) all car manufacturers
foresee that cameras with their associated hardware and software will
become parts of standard car equipment. Cameras' fields of view will
span both outside and inside the car. Computer vision software should
be able to have both low-level (alert systems) and high-level
(cognitive systems) capabilities. Forthcoming camera-based systems
should be able to detect and recognize obstacles in real-time, to
assist the driver for manoeuvering the car (through a verbal
dialogue), and to monitor the driver's behaviour. For example, the
analysis and recognition of the driver's body gestures and head
motions will be used as cues for modelling the driver's behaviour and
for alerting her or him if necessary.


[bookmark: uid24] Section: 
      Application Domains
Defense technologies

The PERCEPTION project has a long tradition of scientific and
technological collaborations with the French defense industry. In the past we
collaborated with Aérospatiale SA for 10 years (from 1992 to
2002). During these years we developed several computer vision based
techniques for air-to-ground and ground-to-ground missile guidance. In
particular we developed methods for enabling 3D reconstruction and
pose recovery from cameras on-board of the missile, as well as a
method for tracking a target in the presence of large scale changes.


[bookmark: uid25] Section: 
      Application Domains
Satellite imaging

The study of advanced computer technique to analyse satelitte images is a growing area as cameras are widely used for earth observation. More specifically, the PERCEPTION project is developping an expertise in the study of linear puschbroom cameras. These cameras are used in passive
remote sensing from space as they provide high resolution images. The pushbroom camera is a linear sensor that takes 1-D images
at several time instants. The sensor sweeps out a region of
space; stitching together all 1-D images gives a complete
2-D image of the observed scene. Several interesting computer vision issues are of interest, such as the calibration of such cameras, or the estimation of satellite vibrations from these sensors.
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  [bookmark: uid27] Section: 
      Software
Platforms

[bookmark: uid28] The Grimage platform

The Grimage platform is an experimental multi-camera platform
dedicated to spatio-temporal modeling including immersive and interactive applications.
It hosts a multiple-camera system connected to a PC cluster, as well as visualization facilities
including head mounted displays. This platform is shared by several
research groups, most proeminently
PERCEPTION and
MOAIS. In particular, Grimage allows challenging real-time immersive
applications based on computer vision and interactions between real
and virtual objects, Figure 1 .

[bookmark: uid29]Figure
	1. Left: The Grimage platform allows immersive/interactive
applications such as this one. The real character is reconstruced in
real-time and immersed in a virtual world, such that he/she can
interact with virtual objects. Right: The mini-Grimage platform holds
on a table top. It uses six cameras connected to six mini-PCs and to a laptop.	[image: IMG/vgate]	[image: IMG/minigrimage]




[bookmark: uid30] The mini-Grimage platform

We also deveoped a miniaturized version of Grimage. Based on the same
algorithms and software, this mini-Grimage platform can hold on a desk
top and/or can be used for various experiments involving fast and
realistic 3-D reconstruction of objects, Figure 1 .


[bookmark: uid31] Virtualization Gate

Vgate is a new immersive environment that allows full-body immersion
and interaction with virtual worlds. It is a joint initiative of
computer scientists from computer vision, parallel computing and
computer graphics from several research groups at INRIA Grenoble
Rhône-Alpes, and in collaboation with the company 4D
View Solutions. The PERCEPTION team is leading this
project.


[bookmark: uid32] POPEYE: an audiovisual robotic head

We have developed an audiovisual (AV) robot head that supports
software for AV fusion based on binocular vision and binaural
audition (see below). The vision module is composed of two digital cameras that
form a stereoscopic pair with control of vergence (one rotational
degree of freedom per camera). The auditory module is composed of two
microphones. The head can perform pan and tilt rotations as well. All
the sensors are linked to a PC. POPEYE computes ITD (interaural time
difference) signals at 100 Hz and stereo disparities at 15 Hz. These
audio and visual observations are then fused by a AV clustering
technique. POPEYE has been developed within the European project POP
(http://perception.inrialpes.fr/POP  in collaboration with the
project-team MISTIS and with two other POP partners: the Speech and
Hearing group of the University of Sheffield and the Institute for
Systems and Robotics of the University of Coimbra.


[bookmark: uid33] Section: 
      Software
Software packages

[bookmark: uid34] LucyViewer

Lucy Viewer http://4drepository.inrialpes.fr/lucy_viewer/  is an interactive
viewing software for 4D models, i.e, dynamic three-dimensional scenes that evolve
over time. Each 4D model is a sequence of meshes with associated texture information,
in terms of images captured from multiple cameras at each frame. Such data is available
from various website ver the world including the 4D repository website hosted by INRIA Grenoble http://4drepository.inrialpes.fr/ .
The software was developed in the context of the European project iGlance, it is available
as an open source software under the Gnu LGP Licence.


[bookmark: uid35] TransforMesh: Mesh evolution with applications to dense surface
reconstruction

We completed the development of TransforMesh, started in 2007. It is a
mesh-evolution software developed within the thesis of Andrei
Zaharescu and recently submitted for journal publication. It is a provably correct
mesh-based surface
evolution method. It is able to handle topological
changes and self-intersections without imposing any mesh sampling
constraints. The exact mesh geometry is preserved throughout, except
for the self-intersection areas. Typical applications, including mesh
morphing and 3-D reconstruction using variational methods, are currently
handled. TransforMesh will is available as open source
with LGPL on http://mvviewer.gforge.inria.fr/ 


[bookmark: uid36] 3D feature detector (MeshDOG) and descriptor (MeshHOG) for
uniformly triangulated meshes

This is a C++ implementation of a 3D feature detector (MeshDOG) and a
3D feature descriptor (MeshHOG) for uniformly triangulated meshes,
invariant to changes in rotation, translation, and scale. The
descriptor is able to capture the local geometric and/or photometric
properties in a succinct fashion. Moreover, the method is defined
generically for any scalar function, e.g., local curvature. Typical
applications include mesh description for “bag-of-features” kind of
representations, mesh matching and mesh tracking. Both MeshDOG and
MeshHOG are available as open source
with LGPL on http://mvviewer.gforge.inria.fr/ .


[bookmark: uid37] Shape and discrete-surface registration based on spectral
graph matching

We continued to develop a software package that registers shapes
based on either their volumetric (voxels) or surface (meshes)
representations. The software implements a spectral graph matching
method combined with non-linear dimensionality reduction and with rigid
point registration, as described in several publications
as well as in the PhD
thesis of Diana Mateus (2009). The SpecMatch software package is
publicly available as open source
with GPL on http://open-specmatch.gforge.inria.fr/index.php .


[bookmark: uid38] Real-time shape acquisition and visualization

This software can be paraphrased as from pixels to meshes. It
is a complete package that takes as input uncompressed image sequences
grabbed with synchronized cameras. The software typically handles
between 8 and 20 HDTV cameras, i.e., 2 million pixels per image. The
software calibrates the cameras, segments the images into foreground
(silhouettes) and background, and converts the silhouettes into a 3D
meshed surface. The latter is smoothed and visualized using an
image-based rendering technique. Currently this software package is
commercialized by our start-up company, 4D View Solutions
(http://www.4dviews.com ). We continue to collaborate with this
company. The latest version of the software is available for INRIA
researchers and it runs on the GrImage platform.


[bookmark: uid39] Audio-visual localization of speakers

We completed the development of a software package that uses binocular vision and
binaural audition to spatially localize speakers. The software runs on
the POPEYE platform (see above) and it has been developed in
collaboration with the MISTIS project-team and with the Speech and
Hearing group of the University of Sheffield. The software combines
stereo, interaural time difference, and expectation-maximization
algorithms. It was developed within the European project POP. New
developments are foreseen in the European project HUMAVIPS.


[bookmark: uid40] Section: 
      Software
Database

[bookmark: uid41] Audio-visual database

The University of Sheffield and INRIA have gathered
synchronized auditory and visual datasets for the study of
audio-visual fusion. The idea was to record a mix of scenarios where
the audio-visual tasks of tracking the speaking face, where either the
visual or auditory cues add disambiguating information; or more varied
scenarios (eg. sitting in at a coffee break meeting) with a large
amount of challenging audio and visual stimuli such as multiple
speakers, varied amount of background noise, occulting objects, faces
turned away and getting obscured, etc. Central to all scenarios is the
state of the audio-visual perceiver and we have been very interesed in
getting hold of some data recored with an active perceiver, so we
propose that the perceiver is either static, panning or moving
(probably limited to rotating its head) so as to mimic attending to
the most interesting source at the moment.
The calibrated data collection is freely accessible for
research purposes at http://perception.inrialpes.fr/CAVA_Dataset/Site/ 


[bookmark: uid42] 4D repository (http://4drepository.inrialpes.fr/ )

This website hosts dynamic mesh sequences reconstructed from images captured using a multi-camera set up. Such mesh-sequences offer a new promising vision of virtual reality, by capturing real actors and their interactions. The texture information is trivially mapped to the reconstructed geometry, by back-projecting from the images. These sequences can be seen from arbitrary viewing angles as the user navigates in 4D (3D geometry + time) . Different sequences of human / non-human interaction can be browsed and downloaded from the data section. A software to visualize and navigate these sequences is also available for download.
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  [bookmark: uid44] Section: 
      New Results
Segmentation and registration
of 3D shapes

One of the fundamental problems in 2D and 3D shape analysis is their
segmentation and registration. We address both these issues within the
framework of spectral graph theory and of diffusion geometry. Namely, we started by developing a
shape registration method based on spectral graph matching and
heat-kernel embedding
and we applied this method for registering shapes described by meshes
[41] . The method is based on the
Laplacian and heat-kernel embedding of meshes into an Euclidean space. Hence, the
problem of matching two meshes is equivalent to the problem of
registering two clouds of points. We thoroughly addressed the problem
of point registration and we devised a probabilistic registration
method based on Gaussian mixtures and convex optimization.

In parallel, we started to investigate the problem of shape
segmentation using a combination of unsupervised and semi-supervised
clustering techniques, namely we combined spectral clustering with
with probabilistic label transfer based on
Gaussian mixtures [42] .


[bookmark: uid45] Section: 
      New Results
Audio-visual perception

The problem of multimodal clustering arises whenever the data are
gathered with several physically different sensors. Observations from
different modalities are not necessarily aligned in the sense that
there is no obvious way to associate or to compare them in some common space. A
solution may consist in considering multiple clustering tasks
independently for each modality. The main difficulty with such an
approach is to guarantee that the unimodal clusterings are mutually
consistent. In this paper we show that multimodal clustering can be
addressed within a novel framework, namely conjugate mixture
models. These models exploit the explicit transformations that are
often available between
an unobserved parameter space
(objects) and each one of the observation spaces (sensors). We formulate the problem as a
likelihood maximization task and we derive the associated
conjugate expectation-maximization algorithm. The convergence
properties of the proposed algorithm are thouroughly
investigated. Several local/global optimization techniques are
proposed in order to increase its convergence speed. Two
initialization strategies are proposed and compared. A consistent
model-selection criterion is proposed. The algorithm and its variants
are tested and evaluated within the task of 3D localization of several
speakers using both auditory and visual data. This work will be
continued within the HUMAVIPS project.


[bookmark: uid46] Section: 
      New Results
Stereoscopic vision

Current approaches to dense stereo matching estimate the disparity by
maximizing its a posteriori probability, given the images and the
prior probability distribution of the disparity function. This is done
within a Markov random field model that makes tractable the
computation of the joint probability of the disparity field. In this
framework, we investigated the link between intensity-based stereo
and contour-based stereo. In particular, we properly described
surface-discontinuity contours for both piecewise planar objects and
objects with smooth surfaces, and injected these contours into the
probabilistic framework and the associated minimization methods. One
drawback of such an approach, and of traditional stereo algorithms, is
the use of the frontal parallel assumption that bias the results
towards frontal parallel plane solution. To overcome this issue, we
have investigated the use of a joint random Markov field, so that to
each pixel is associated a disparity value and a surface normal. The
estimation of the two field is done alternatively using minimization
methods described above [12] , [35] 


[bookmark: uid47] Section: 
      New Results
Analysis and Exploitation of Reflectance Properties and Lighting

[bookmark: uid48] Image-based modelling exploiting the surface normal vector field and the visibility

Over the last few years, we have developed multiview 3D reconstruction algorithms (recovering the 3D shape and the
reflectance of a scene surface) which explicitly exploit the visibility and the properties of the surface normals.
Our approach thus allows to naturally combine stereo, silhouette and
shading cues in a single framework. This method applies to a number of
classical scenarios – classical stereovision, multiview photometric
stereo, and multiview shape from shading [21] .


[bookmark: uid49] Recovery of appearance information from community photo collections

In our previous works on the analysis and exploitation of reflectance properties
and lighting, the goal was to obtain accurate 3D surface and reflectance models
of objects. This required controlled image acquisition conditions.
We have recently started another line of work concerning lighting and reflectance,
for less controlled settings. Concretely, like in the PhotoSynth system by Microsoft,
we wish to exploit the large amount and variety of photographs available for free
on the internet, via community collection such as flickR. For many major monuments,
it is easy to download hundreds or thousands of images. Whereas PhotoSynth exploits
them to generate 3D information from the images, we intend to use them to tell as
much as possible about the appearance of objects. Appearance depends on reflectance
properties and the lighting – in the above photo collections, we usually find photos
representative for many different lighting conditions. If we are able to extract models
for the appearance of objects, they may be used for various applications, e.g.
relighting, without necessarily having to handle and estimate detailed physics-based
reflectance models.

We have recently developed several approaches to simultaneously recover the
illumination present in the scene, the surface appearance of an object, and the
cameras' radiometric calibration, from unstructured photo collections [29] .
The problem is difficult since these images have been acquired by different cameras,
at a different dates/times, under different lighting and weather conditions.
To make it tractable, we use several priors, on radiometric calibration (Grossberg and Nayar's
result on the empirical space of camera response functions) and surface appearance (spatially
varying albedo).
As for the illumination, we so far investigated two different models, a first one consisting of
a directional light source and ambient lighting and a second one where lighting is modeled
via spherical harmonics.
Even with these priors, the problem remains difficult and has many variable to estimate.
We developed various closed-form solutions for initialization purposes, and a robust non-linear
optimization approach for refining initial estimates.
Our results are very promising – it was found to be possible to recover e.g. the illumination
present in the scene even with the minimal prior knowledge we have at our disposal.


[bookmark: uid50] Section: 
      New Results
Omnidirectional vision

[bookmark: uid51] Geolocalization from omnidirectional images using building skylines

This is joint work with MERL that has been carried out in the last two years.
The goal is to provide an image-based method for geolocalization in cities, where the GPS
is known to be unreliable.
The developed method exploits the perhaps surprising fact that skylines,
as seen from city streets, are rather characteristic for the camera location.
We use upward-looking fisheye cameras with a roughly hemispheric field of view;
in the acquired images, skylines are extracted relatively reliably by segmenting
regions belonging to the sky.
Nowadays, coarse 3D city models are easily available; given such a model,
it is simple to generate the skyline that should be seen from any given location
in the city. This is used in our geolocalization approach, where the camera
location is found by comparing skylines extracted in images with those
generated from candidate camera locations. This approach has been shown to
be very robust and reasonably accurate, over image sequences corresponding
to camera displacements of hundreds of meters [40] .


[bookmark: uid52] Generic self-calibration approach

In [19] , we have finalized and improved upon
previous works on self-calibration for generic camera models.
From 2004 on, we performed research on generic camera models, that are highly
flexible and can accomodate practically any camera in routine use, be it based
on a fish-eye, a catadioptric design, etc.
Our work on self-calibration is one of the most general works in the literature: all
that is assumed by our approaches is that a camera has a single effective viewpoint
and that its imaging geometry is continuous.
Otherwise, the camera's projection function may be entirely arbitrary.
In [19] , we propose a theoretical analysis of the
self-calibration problem andseveral practical approaches, based on particular camera
motions, such as pure translations and rotations.
The results we have obtained are surprisingly accurate.


[bookmark: uid53] Plane-based calibration for linear cameras

Line scanners and pushbroom cameras (still a dominant imaging technology for space-borne
applications) have a particular imaging geometry: a 1D sensor acquires images while
translating, leading to 2D images that are not perspective.
We have developed a practical approach for calibrating such systems
[15] .
Like the standard approach for regular cameras, we employ planar calibration grids,
which are easy to manufacture and to handle.


[bookmark: uid54] Section: 
      New Results
Active 3D modelling approaches

[bookmark: uid55] 3D scanning with a projector–camera system

Some structured light type 3D acquisition systems are based on the combination of one or several
cameras with one or several projectors.
The latter project appropriate patterns onto the scene that allow to establish matches between
cameras or between cameras and projectors, that enable 3D modelling, even if modelled surfaces
are textureless.
In [32] , we propose an approach that works with a
single camera and a single projector, even if their relative position is unknown.
The motivation is to reach the flexibility to move the camera and/or projector around an object,
to obtain a complete 3D model, and to carry out this motion without dedicated equipment, e.g.
to use a handheld camera.
This added flexibility comes with the price of a much more difficult matching problem.
We developed a theoretical analysis of the matching problem in our case and a practical
method that solves the matching problem in a combinatorial framework.
The outcome of this is a so-called one-shot 3D acquisition system: from a single acquired image,
one obtains a 3D object model, whereas traditional structured light systems require several
images, corresponding to a varying projected pattern.
This thus opens the way for the 3D acquisition of deformable objects with an extremely
simple and cheap hardware setup.
This work is a collaboration with the group by Prof. Kawasaki from Saitama/Kagoshima University.


[bookmark: uid56] 3D modeling from shadowgrams

A specific active approach for 3D modeling consists in illuminating an object by a single light
source and capturing the shadow cast on a flat surface, with a camera.
Images such acquired are called shadowgrams and have been analyzed previously
e.g. by the group of Kanade at CMU.
The 3D modeling is based on the silhouettes of the shadowgrams and is thus akin to traditional
shape-from-silhouettes.
If the position of the light source is known for each image, the problem is thus solved easily, by
any known shape-from-silhouette, or visual hull, approach.
We analyzed the case of unknown light source positions [28]  – it
turns out that in the general case, the 3D model is ambiguous and that the amount of ambiguity
is characterized by the so-called bas-relief transformations, which also play a role in photometric stereo.
We showed how to reduce this ambiguity by exploiting direct observations of the light sources
in the camera, thus giving rise to a 3D modeling approach from “uncalibrated” shadowgrams.


[bookmark: uid57] Section: 
      New Results
Satellite imaging

[bookmark: uid58] Modeling, estimating and compensating vibrations

Within a collaboration with EADS Astrium, we work on satellite imaging and
linear pushbroom cameras. These cameras are widely used in passive
remote sensing from space as they provide high resolution images.
In earth observation applications, where several pushbroom sensors are
mounted in a same focal plane, small dynamic disturbances of the satellite's
orientation lead to noticeable geometrical distortions in the images.
We have defined global methods to estimate those disturbances, which are
effectively vibrations. We exploit the geometry of the focal plane and the stationary
nature of the disturbances to recover undistorted images. To do so,
we embed the estimation process in a Bayesian framework.
An autoregressive model is used as a prior on the vibrations.
The problem can be seen as a global image registration task where multiple
pushbroom images are registered to the same coordinate system, the registration parameters
being the vibration coefficients. An alternating maximisation
procedure is designed to obtain Maximum a Posteriori
estimates (MAP) of the vibrations as well as of the autoregressive model coefficients.
We also propose an approach to fuse image date with data from other sensors,
such as so-called star trackers and inertial sensor readings.
These works have been published in [36] , [38] , [48] , [39]  and a patent has been filed that covers
the developed approaches.


[bookmark: uid59] Section: 
      New Results
Spatio Temporal Modeling 

[bookmark: uid60] Temporally Consistent Segmentation

We have addressed the problem of segmenting consistently an evolving 3D scene reconstructed individually at different time-frames. The spatial reconstruction of 3D objects from multiple views has been studied extensively in the recent past. Various approaches exist to capture the performance of real actors into voxel-based or mesh-based representations. However, without any knowledge about the nature of the scene being observed, such reconstructions suffer from artifacts such as holes and topological inconsistencies. We explore the problem of segmenting such reconstructions in a temporally coherent manner, as a decomposition into rigidly moving parts. We work with mesh-based representations, though our method can be extended to other 3D representations as well. Unlike related works, our method is independent of the scene being observed, and can handle multiple actors interacting with each other. We also do not require an `a priori' motion-estimate, which we compute simultaneously as we segment the scene. We individually segment each of the reconstructed scenes into approximately convex parts, and compute their reliability through rigid motion estimates over the sequence. We finally merge these various parts together into a holistic and consistent segmentation over the sequence. See [44]  for more information.


[bookmark: uid61] Surface Tracking

Tracking arbitrary shapes that evolve over time is a fundamental issue in computer vision motivated by the ever growing number of applications that require consistent shape information along temporal sequences. We have proposed a framework that considers a temporal sequence of independently reconstructed surfaces and iteratively deforms a reference mesh to fit these observations. To effectively cope with outlying and missing geometry, we introduce a novel probabilistic mesh deformation framework. Using generic local rigidity priors and accounting for the uncertainty in the data acquisition process, this framework effectively handles missing data, relatively large reconstruction artefacts and multiple objects. Extensive experiments demonstrate the effectiveness and robustness of the method on various 4D datasets. See [23] , [22] , [24]  for more details.


[bookmark: uid62] Occupancy Grids

We have investigated shape and motion retrieval in the context of multi-camera systems. We propose a new lowlevel analysis based on latent silhouette cues, particularly suited for low-texture and outdoor datasets. Our analysis does not rely on explicit surface representations, instead using an EM framework to simultaneously update a set of volumetric voxel occupancy probabilities and retrieve a best estimate of the dense 3D motion field from the last consecutively observed multi-view frame set. As the framework uses only latent, probabilistic silhouette information, the method yields a promising 3D scene analysis method robust to many sources of noise and arbitrary scene objects. It can be used as input for higher level shape modeling and structural inference tasks. We validated the approach and demonstrated its practical use for shape and motion analysis experimentally [30] , [47] .


[bookmark: uid63] Section: 
      New Results
Telepresence

Networked virtual environments like Second Life enable distant people to meet for leisure as well as work. But users are represented through avatars controlled by keyboards and mouses, leading to a low sense of presence especially regarding body language. Multi-camera real-time 3D modeling offers a way to ensure a significantly higher sense of presence. But producing quality geometries, well textured, and to enable distant user tele-presence in non trivial virtual environments is still a challenge today. In this paper we present a tele-immersive system based on multi-camera 3D modeling. Users from distant sites are immersed in a rich virtual environment served by a parallel terrain rendering engine. Distant users, present through their 3D model, can perform some local interactions while having a strong visual presence. We experimented our system between three large cities a few hundreds kilometers apart from each other. This work demonstrate the feasibility of a rich 3D multimedia environment ensuring users a strong sense of presence [18] , [54] .


[bookmark: uid64] Section: 
      New Results
Image Collections

We have considered large image collections and their organization into meaningful data structures upon which applications can be build (e.g. navigation or reconstruction). In contrast to structures that only reflect local relationships between pairs of images we propose to account for the information an image brings to a collection with respect to all other images. Our approach builds on abstracting from image domains and focusing on image regions, thereby reducing the influence of outliers and background clutter. We introduce a graph structure based on these regions which encodes the overlap between them. The contribution of an image to a collection is then related to the amount of overlap of its regions with the other images in the collection. We demonstrate our graph based structure with several applications: image set reduction, canonical view selection and image-based navigation. The data sets used in our experiments range from small examples to large image collections with thousands of images [34] .
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Other results

[bookmark: uid66] Video deblurring and super-resolution

In joint work with Prof. Kawasaki and his group, we developed an approach for the
difficult problem of video deblurring and super-resolution, for the case of multiple
independently moving objects [45] .
It combines an optical flow based image segmentation with motion deblurring
and super-resolution and is able to sucessfully process handheld video sequences.


[bookmark: uid67] Calibration of camera networks

In a collaboration with ENPC, we contributed methods for camera network calibration
[25] , [26] .
The originality of these methods is that they combine local calibration information – for triplets
of cameras – in an efficient manner and that they allow to handle loops in the network.
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Contract with SAMSUNG

We started a 12 months collaboration with the Samsung Advanced
Institute of Technology (SAIT), Seoul, Korea. Whithin this project we
develop a methodology able to combine data from several types of
visual sensors (2D high-definition color cameras and 3D range cameras)
in order to reconstruct, in real-time, an indoor scene
without any constraints in terms of background, illumination
conditions, etc. The first version of the software was successfully
installed in November 2010 in Korea.


[bookmark: uid70] Section: 
      Contracts and Grants with Industry
Contract with EADS Astrium

In 2008, a three year contract has started with ASTRIUM. High-resolution satellite imagery is typically based on so-called
push-broom cameras (one or a few rows of pixels, covering different spectral bands).
High-resolution images are generated by stitching individual push-broom images,
taken at successive time instants, together.
The main goal of our work is to develop both theoretical models and algorithms
for modeling, estimating and compensating satellite vibrations, using information contained in the images.


[bookmark: uid71] Section: 
      Contracts and Grants with Industry
Contract with ESA and EADS Astrium

In september 2010, a one-year contract has started between PERCEPTION and EADS Astrium,
financed by the European Space Agency (ESA).
The objective of this contract is a feasibility study of image-based 3D modeling approaches
for the 3D modeling of asteroids.
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National initiatives

[bookmark: uid74] ANR project ROM

This is an ANR-funded "pre-industrial" project running for two years (2009-11).
The coordinator is Duran Duboi, one of the leading French companies in
(post-) production for movies and advertisement.
The two academic partners are IRI Toulouse and PERCEPTION.
The goal of the project is to develop tools for aiding the preparation of
shooting sequences in complex settings, especially concerning a film camera
that is moving during the shooting. A standard vision-based technique for generating special effects
and other augmentations, is match-moving, with or without artificial markers.
An important practical issue is that match-moving is typically performed
off-line and if it fails, cumbersome manual work or even re-shooting becomes
necessary. The tools we will develop will allow an efficient preparation
of a shooting, by analyzing the scene before the shooting and automatically
judging the feasibility of match-moving; if the feasibility is judged as too low, a tool
will suggest to the operator where to augment the scene with artificial markers that
will help the match-moving.


[bookmark: uid75] ANR project FLAMENCO

FLAMENCO is a 3-year project that has started in 2007.
This project deals with the challenges of spatio-temporal scene
reconstruction from several video sequences, i.e. from images captured
from different viewpoints and at different time instants.
This project tackles the following three important factors which limit
the major problems in computer vision so far:


	[bookmark: uid76] the computational time / the poor resolution of the models:
the acquisition of video sequences from multiple cameras generates a
very large amount of data, which makes the design of efficient
algorithms very important. The high computational cost of existing
methods has limited the spatial resolution of the reconstruction and
has allowed to handle video sequences of a few seconds only, which
is prohibitive in real applications.



	[bookmark: uid77] the lack of
spatio-temporal coherence: to our knowledge, none of the existing
methods has been able to reconstruct coherent spatio-temporal
models: Most methods build threedimensional models at each time step
without taking advantage of the continuity of the motion and of the
temporal coherence of the model. This issue requires elaborating new
mathematical and algorithmic tools dedicated to four-dimensional
representations (three space dimensions plus the time
dimension).



	[bookmark: uid78] the simplicity of the models: the information
available in multiple video sequences of a scene are not restricted
to geometry and motion. Most reconstruction methods disregard such
information as the illumination of the scene, and the reflectance,
the materials and the textures of the objects. Our goal is to build
more exhaustive models, by automatically estimating these parameters
concurrently to geometry and motion. For example, in augmented
reality, reflectance properties allow to synthesize novel views with
higher photo-realism.




In this project, we are collaborating with the CERTIS laboratory
(Ecole Nationale des Ponts et Chaussees) and the PRIMA group (INRIA
Rhone-Alpes) via Frédéric Devernay.

The (former) team members directly involved in this project are Peter Sturm,
Emmanuel Prados (INRIA researchers) and Amaël Delaunoy (PhD student).


[bookmark: uid79] ANR project Morpho – Analysis of Human Shapes and Motions

MORPHO is aimed at designing new technologies for the measure and for the analysis of dynamic surface evolutions using visual data. Optical systems and digital cameras provide a simple and non invasive mean to observe shapes that evolve and deform and we propose to study the associated computing tools that allow for the combined analyses of shapes and motions. Typical examples include the estimation of mean shapes given a set of 3D models or the identification of abnormal deformations of a shape given its typical evolutions. Therefore this does not only include static shape models but also the way they deform with respect to typical motions. It brings a new research area on how motions relate to shapes where the relationships can be represented through various models that include traditional underlying structures, such as parametric shape models, but are not limited to them. The interest arises in several application domains where temporal surface deformations need to be captured and analyzed. It includes human body analyses but also extends to other deforming objects, sails for instance. Potential applications with human bodies are anyway numerous and important, from the identification of pathologies to the design of new prostheses. The project focus is therefore on human body shapes and their motions and on how to characterize them through new biometric models for analysis purposes. 3 academic partners will collaborate on this project: the INRIA Rh ne-Alpes with the Perception team and the Evasion team, the GIPSA-lab Grenoble and the INRIA-Lorraine with the Alice team.


[bookmark: uid80] ADT Vgate

Following the ADT (Action de Developpement Technologique) GrimDev
proposed in
the context of the Grimage interactive and immersive platform, we have proposed
the ADT Vgate. The
objective
of Vgate is to manage the evolution of the Grimage platform both on the hardware and software sides to ensure
improvements, reusability and
durations of the Grimage platform perception and immersion capabilities. Vgate was proposed in collaboration with the EPI Moais from the INRIA Grenoble Rhône-Alpes.
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European Initiatives

[bookmark: uid82]  iGlance (European project MEDEA 2008-2011)

iGlance aims at developing new free viewpoint capabilities for the next TV generation. 10 partners are involved in this project including: ST microelectronics (France), Philips research (Holland), the university of Eindhoven(Holland), 4D View solutions (France), INRIA (France), Silicon Hive (Holland), Logica (France), Task 24 (Holland), Verum (Holland), Tima (France).


[bookmark: uid83] FP7 ICT STREP project HUMAVIPS

We are coordinators of the HUMAVIPS project
involving the MISTIS and the PERCEPTION INRIA groups, as well as 4
other partners: The Czech Technical University, University of
Bielefeld, IDIAP Institute, and Aldebaran Robotics.

Humanoids expected to collaborate with people should be able to
interact with them in the most natural way. This involves significant
perceptual, communication, and motor processes, operating in a
coordinated fashion. Consider a social gathering scenario where a
humanoid is expected to possess certain social skills. It should be
able to explore a populated space, to localize people and to determine
their status, to decide to join one or two persons, to synthetize
appropriate behavior, and to engage in dialog with them. Humans appear
to solve these tasks routinely by integrating the often complementary
information provided by multi sensory data processing, from low-level
3D object positioning to high-level gesture recognition and dialog
handling. Understanding the world from unrestricted sensorial data,
recognizing people s intentions and behaving like them are extremely
challenging problems. The objective of HUMAVIPS is to endow humanoid
robots with audiovisual (AV) abilities: exploration, recognition, and
interaction, such that they exhibit adequate behavior when dealing
with a group of people. Proposed research and technological
developments will emphasize the role played by multimodal perception
within principled models of human-robot interaction and of humanoid
behavior. An adequate architecture will implement auditory and visual
skills onto a fully programmable humanoid robot. An open-source
software platform will be developed to foster dissemination and to
ensure exploitation beyond the lifetime of the project.

Website: http://humavips.inrialpes.fr .
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Bi-lateral project

[bookmark: uid85] PHC project OMNILOC

This is a “Partenariat Hubert Curien” (PHC) between the University of Coimbra, Portugal (João Barreto)
and PERCEPTION (2009-10).
The goal is to study omnidirectional cameras and their use for camera localization.


[bookmark: uid86] PHC project Temporally Consistent 3D Reconstruction and Action Recognition with a Multiple-Camera System

This is a “Partenariat Hubert Curien” (PHC) between the Technical University of Munich, Germany
and PERCEPTION (2010-11). The scientific objectives of this collaboration aim at the advancement of temporal aspects of the 3D reconstruction of dynamic scenes and the human action recognition in multiple-camera systems.
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	[bookmark: uid89] Radu Horaud is a member of the following editorial boards:


	[bookmark: uid90] advisory board member of the International Journal of Robotics Research,



	[bookmark: uid91] editorial board member of the International Journal of Computer Vision,



	[bookmark: uid92] area editor of
Computer Vision and Image Understanding, and



	[bookmark: uid93] associated editor of Machine Vision Applications.






	[bookmark: uid94] Peter Sturm is member of the Scientific Council of the Barcelona Media Technology Centre.
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	[bookmark: uid111] Edmond Boyer is a member of the editorial board of the Image and Vision Computing journal.
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	[bookmark: uid115] Peter Sturm is Co-chairman of the Working Group “Imaging and Geometry” of the GdR ISIS (a French research network),
since 2006.



	[bookmark: uid116] Peter Sturm was reviewer of one habilitation thesis and of seven PhD theses, and examiner of one PhD thesis.



	[bookmark: uid117] Peter Sturm has been president of the national INRIA working group on “Actions Incitatives" since 2007.



	[bookmark: uid118] Edmond Boyer was reviewer of two PhD theses and examiner of one PhD thesis.
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