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Presentation

The objective of Mostrare is to develop adaptive document processing
methods for XML -based information systems. Adaptiveness becomes
important when documents evolve frequently such as on the Web. The
particularity of Mostrare is that we develop semi-automatic or
automatic information extraction approaches that can fully
benefit from the available tree structure of XML  documents.

Information extraction is an instance of document
transformation. In order to exploit the tree structure
of XML  documents, our goal is to investigate specification
languages for tree transformations. These are based on
approaches from database theory (such as the W3C standards
XQuery and XSLT), automata, logic, and programming languages.
We wish to define stochastic models of tree transformations,
and to develop automatic or semi-automatic procedures for
inferring them. Once available, we want to integrate these
learning algorithms into innovative information extraction
systems, semantic Web platforms, and document processing
engines.

The following two paragraphs summarize our two main
research objectives:

	Modeling tree structures for information extraction.

	
We wish to continue our work on modeling languages for node
selection queries in tree structured documents, that we contributed
in the first phase of Mostrare. The new subject of interest of the
second phase are XML  document transformations and tree
transformations that generalize on node selection queries.


	Machine learning for information extraction.

	
We wish to continue to study machine learning techniques for
information extraction. One new goal is to develop learning
algorithms that can induce XML  document transformations, based on
their tree structure. Another new goal is to explore stochastic
machine learning techniques that can deal with uncertainty in
document sources.
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Modeling XML  document transformations
Participants :
      Guillaume Bagan, Adrien Boiret, Iovka Boneva, Angela Bonifati, Anne-Cécile Caron, Benoît Groz, Joachim Niehren, Yves Roos, Sławek Staworko, Sophie Tison, Antoine Ndione, Tom Sebastian.


XML  document transformations can be defined in W3C standards
languages XQuery  or XSLT . Programming XML  transformations in these
languages is often difficult and error prone even if the schemata of
input and output documents are known. Advanced programming experience
and considerable programming time may be necessary, that are not
available in Web services or similar scenarios.

Alternative programming language for defining
XML  transformations have been proposed by the programming
language community, for instance XDuce [38] ,
Xtatic [36] , [41] , and CDuce
[27] , [28] , [29] .
The type systems of these languages simplify the programming
tasks considerably. But of course, they don't solve the
general difficulty in programming XML  transformations
manually.

Languages for defining node selection queries arise as
sub-language of all XML  transformation languages. The W3C standards
use XPath  for defining monadic queries, while XDuce and
CDuce rely on regular queries defined by regular pattern
equivalent to tree automata. Indeed, it is natural to
look at node selection as a simple form of tree
transformation. Monadic node selection queries correspond to
deterministic transformations that annotate all selected nodes
positively and all others negatively. N-ary node
selection queries become non-deterministic transformations,
yielding trees annotated by Boolean vectors.

After extensive studies of node selection queries in trees
(in XPath  and many other languages) the XML  community has
started more recently to formally investigate XML  tree
transformations. The expressiveness and complexity of XQuery  are studied in
[40] , [49] . Type preservation is another
problem, i.e., whether all trees of the input type get
transformed into the output type, or vice versa,
whether the inverse image of the output type is contained
in the input type [44] , [42] .

The automata community usually approaches tree transformations by tree
transducers [34] , i.e., tree automata producing
output structure. Macro tree transducers, for instance, have been
proposed recently for defining XML  transformations
[42] . From the view
point of logic, tree transducers have been studied for MSO
definability [35] .


[bookmark: uid8] Section: 
      Scientific Foundations
Machine learning for XML  document transformations
Participants :
      Jean Decoster, Jean-Baptiste Faddoul, Rémi Gilleron, Grégoire Laurence, Aurélien Lemay, Joachim Niehren, Sławek Staworko, Marc Tommasi, Fabien Torre, Gemma Garriga, Antonino Freno, Thomas Ricatte, Mikaela Keller.


Automatic or semi-automatic tools for inferring tree transformations
are needed for information extraction. Annotated examples may support
the learning process. The learning target will be models of XML  tree
transformations specified in some of the languages discussed above.

Grammatical inference is commonly used to learn languages
from examples and can be applied to learn transductions. Previous work
on grammatical inference for transducers remains limited to the case
of strings [30] , [45] . For the tree
case, so far only very basic tree transducers have been shown to be
learnable, by previous work of the Mostrare project. These are node
selecting tree transducer (NSTTs) which preserve the structure of
trees while relabeling their nodes deterministically.

Statistical inference is most appropriate for dealing with
uncertain or noisy data. It is generally useful for information
extraction from textual data given that current text understanding
tools are still very much limited. XML  transformations with noisy
input data typically arise in data integration tasks, as for instance
when converting PDF  into XML .

Stochastic tree transducers have been studied in the context of
natural language processing [37] , [39] .
A set of pairs of input and output trees defines a relation that can
be represented by a 2-tape automaton called a stochastic
finite-state transducer (SFST). A major problem consists in
estimating the parameters of such transducer. SFST training algorithms
are lacking so far [33] .

Probabilistic context free grammars (pCFGs)  [43]  are
used in the context of PDF  to XML  conversion [31] . In the first step, a
labeling procedure of leaves of the input document by labels of the
output DTD is learned. In the second step, given a CFG as a generative
model of output documents, probabilities are learned. Such two steps
approaches are in competition with one step approaches estimating
conditional probabilities directly.

A popular non generative model for information extraction is
conditional random fields (CRF , see a survey  [46] ).
One main advantage of CRF  is to take
into account long distance dependencies in the observed data. CRF  have been defined for general graphs but have mainly been applied to
sequences, thus CRF  for XML  trees should be investigated.

So called structured output has recently become a research
topic in machine learning
[48] , [47] . It aims
at extending the classical categorization task, which consists to
associate one or some labels to each input example, in order to handle
structured output labels such as trees. Applicability of structured
output learning algorithms remains to be asserted for real tasks such
as XML  transformations.
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XML  transformations are basic to data integration: HTML  to XML  transformations are useful for information extraction from the Web;
XML  to XML  transformations are useful for data exchange between Web
services or between peers or between databases. Doan and Halevy
[32]  survey novel integration tasks that appear
with the Semantic Web and the usage of ontologies. Therefore, the
semi-automatic generation of XML  transformations is a challenge in
the database community and in the semantic Web community.

Also, XML  transformations are useful for document processing. For
instance, there is need of designing transformations from
documents organized w.r.t visual format (HTML , DOC ,
PDF ) into documents organized w.r.t. semantic format (XML  according to a DTD  or a schema). The semi-automatic design of such
transformations is obviously a very challenging objective.

Furthermore, quite some activities of Mostrare concern
efficient evaluation of XPath queries on XML documents
and XML streams. XPath is fundamental to all XML standards,
in particular to XQuery, XSLT, and XProc.
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FXP 
Participants :
      Joachim Niehren [correspondant] , Denis Debarbieux, Tom Sebastian.

Software Self-Assessment: A-3, SO-4, SM-3, EM-3, SDL-4


The FXP language is a temporal logic for a fragment of Forward XPath that
is suitable for querying XML streams. The FXP library of the Mostrare
project of INRIA Lille provides a compiler of the FXP library to nested
word automata, efficient query answering algorithm for nested word
automata on XML streams, and thus for FXP queries.

FXP is developed in the INRIA transfer project QuiXProc in cooperation
with Innovimax. Both a professional and a free version are available. The
owner is INRIA.

See also the web page http://fxp.lille.inria.fr/ .


	[bookmark: uid13] Version: 0-9-2011-03-25
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QuixPath 
Participants :
      Joachim Niehren [correspondant] , Denis Debarbieux, Tom Sebastian.

Software Self-Assessment: A-3, SO-4, SM-3, EM-3, SDL-4


The QuiXPath language is a large fragment of Forward XPath with full
support for the XML data model. The QuiXPath library provides a compiler
from QuiXPath to FXP. Thereby, the efficient query answering algorithms
for FXP are lifted to a fragment of Forword XPath. QuiXPath is developed
in the INRIA transfer project QuiXProc in cooperation with
Innovimax. Both, a free open source and a professional version are
available. The ownership of QuiXPath is shared between INRIA and
Innovimax. The main application of QuiXPath is its usage in QuiXProc, an
professional implementation of the W3C pipeline language XProc owne by
Innovimax.

See also the web page http://fxp.lille.inria.fr/ .


	[bookmark: uid15] Version: QuixPath v1.0.0
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VOLATA 
Participant :
      Fabien Torre [correspondant] .

Software Self-Assessment: A-2, SO-4, SM-2, EM-2, SDL-2


VOLATA provides several machine learning algorithms for attribute-value
inference, grammatical inference and inductive logic programming.

See also the web page http://www.grappa.univ-lille3.fr/~torre/Recherche/Softwares/volata/ .


	[bookmark: uid17] ACM: I.2.6
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Modeling XML  document transformations
Participants :
      Joachim Niehren, Sophie Tison, Sławek Staworko, Aurélien Lemay, Anne-Cécile Caron, Yves Roos, Shunichi Amano, Camille Vacher, Benoît Groz, Antoine Ndione, Tom Sebastian.


Query answering on XML streams. In
[16] , Gauwin and Niehren introduce the
notion of finite streamability for query languages, and classify fragments
of XPath  that are finitely streamable or not. They show that if a query
language is finitely streamable, then its satisfiability problem can be
solved in polynomial time, which in turn is known to fail for mostly all
fragments of XPath . They also show that FXP , the fragment of
ForwardXPath  with child and descendant axis, conjunction, and negation
becomes finitely streamable if bounding the number of conjunctions. Since 3
conjunctions are enough in many practical applications, FXP  is most
relevant in practice. Without any bound, FXP  is not finitely streamable,
since its satisfiablity problem is DEXPTIME  hard. The positive result for
FXP  with a bounded number of conjunctions is obtained by compilation of
FXP  to deterministic nested word automata. The compiler is in exponential
time in the number of conjunctions, and thus polynomial if this parameter
is bounded.

Answer enumeration for n-ary queries. Bagan, Filiot, Gauwin, and
Niehren investigated answer enumeration algorithms for dialects of XPath  with variables. The problem with n-ary queries is that answer sets may
grow exponentially in |t|n, so that algorithms depending polynomially on
the size of the answer set might still be unfeasible. In such case, it
might still be possible to enumerate elements of answer sets on need. The
questions is then whether enumeration can be done efficiently without
duplicates and failures, that is with constant delay between subsequent
answers and polynomial time preprocessing in the size of the query and the
tree. We obtained positive results on answer enumeration with constant
delay enumeration for acyclic conjunctive queries over so called
X-doublebar structures that we introduce
[24] . These subsume tree structures with
child, next-sibling and next-sibling * axis, but not the descendant
axis. Our result can be lifted to a dialect of ConditionalXPath  with
variables, that is FO -complete on trees of bounded depth, so that the
descendant axis is not needed.

Tree automata global constraints. TAGEDs  are a new class of tree automata with constraints that currently receive
much interest from top conferences on theoretical computer science. During
its postdoc in Lille, Vacher improved complexity bounds for some fragments
of decidability results [12] .

Sequential tree-to-word transducers. Laurence, Lemay, Niehren,
Staworko, Tommasi considered deterministic sequential top-down
tree-to-word transducers (STWs ), that capture the class of
deterministic top-down nested-word to word transducers. While
reordering and copying are not allowed, STWs  are nevertheless very
expressive because they allow concatenation of outputs, deletion of
inner nodes and they can produce context free languages as
output. Their expressiveness is incomparable with DTOPs  (plus
concatenation, but minus copying). While objecting for learning algorithms,
they study normalization of STWs  in a first step and then develop unique
minimalization algorithms for normalized STWs  in a second step
in [19] . The idea of normalization
is to produce the output in an earliest manner, when reading the
input in document order. This works only on binary
trees, but can be lifted to unranked trees modulo the binary
top-down encoding. The normalization algorithm is by far
nontrivial. The natural continuation of this approach
will be toward learning algorithms for earliest STWs .

Access control for XML views.
The PhD project of Groz, supervised by Staworko and Tison, is
centered on access control for XML  databases, and in particular on
security of user views over XML  documents. He obtained results on query
rewriting for read-only queries, and translation for update
queries. More precisely, given an XML  view definition and a user
defined query (resp. update program) q, the problem is to find a
source query (resp. update program) that is equivalent to q on the
view. Caron, Groz, Roos,
Staworko and Tison
study update programs and views represented by
recognizable tree languages in [15] , and
devise algorithms for update translation in different settings, namely
without or with constraints on the authorised source updates.


[bookmark: uid20] Section: 
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Machine learning for XML document transformations
Participants :
      Jérôme Champavère, Jean Decoster, Jean-Baptiste Faddoul, Antonino Freno, Gemma Garriga, Rémi Gilleron, Mikaela Keller, Grégoire Laurence, Aurélien Lemay, Joachim Niehren, Sławek Staworko, Marc Tommasi, Fabien Torre.


Induction of tree automata. Champavère, Gilleron, Lemay and
Niehren proposed to use schemas for improving induction algorithms for
monadic queries represented by tree automata
[26] . The idea is to use pruning
strategies to eliminate useless parts of trees when learning from partially
annotated trees such that only the structure of relevant fragments is
learned. This allows to avoid generalization errors and to learn from fewer
annotations. They define schema-guided pruning strategies. They define
stable queries w.r.t. a pruning strategy and show that stable queries are
learnable.

Further Results. In [21] , Staworko
proposed learning twig and path queries. Prioritized repairing and
consistent query answering in relational databases was tackled in
[13]  and Bounded repairability for regular
tree languages in [20] .

Torre and Terlutte explored the combination of automata and words balls for
sequences classification in [14] .

Tommasi participated in the writing of a chapter of a book on conditional
Markov fields for information
extraction [23] .

Garriga and collaborators from the Fraunhofer Institute in Bonn,
studied fixed parameter tractable algorithms for the discovery
of maximal order preserving submatrices in bioinformatic applications
in [17] .

We begun a new activity on learning for social network and information
network supported by the arrivals of Gemma Garriga, Mikaela
Keller and Antonino Freno. Freno, Garriga and Keller
[22]  proposed a model for predicting new links
in a network which exploit both the current structure of the network and
the content of its node.
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[bookmark: uid23] Cifre Xerox (2009-2012)
Participants :
      Jean-Baptiste Faddoul, Rémi Gilleron, Fabien Torre [correspondent] .


Gilleron and Torre continue supervising
the PhD thesis (Cifre) of Jean-Baptiste Faddoul together with
B. Chidlovski from the
Xerox's European Research Center (xrce).


[bookmark: uid24] Cifre Innovimax (2010-2013)
Participants :
      Tom Sebastian, Joachim Niehren [correspondent] .


Niehren continue supervising the PhD thesis (Cifre) of Tom Sebastian
on streaming algorithms for XSLT with M. Zergaoui from
INNOVIMAX S.A.R.L. in Paris.


[bookmark: uid25] Cifre SAP (2011-2014)
Participants :
      Thomas Ricatte, Gemma Garriga [correspondent] , Rémi Gilleron.


Garriga and Gilleron continue supervising
the PhD thesis (Cifre) of Thomas Ricatte together with TBA from SAP.


[bookmark: uid26] QuiXProc: INRIA Transfer Project with Innovimax (2010-2012)
Participants :
      Denis Debarbieux, Joachim Niehren [correspondent] .


Niehren and Debarbieux continue an INRIA transfer project with
Innovimax S.A.R.L in Paris, on the integration of XPath
streaming algorithms into XProc, the XML  coordination
language of the W3C.
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[bookmark: uid29] ANR Lampada (2009-2013)
Participants :
      Marc Tommasi [correspondent] , Rémi Gilleron, Aurélien Lemay, Fabien Torre, Gemma Garriga.


The Lampada project on “Learning Algorithms, Models and sPArse representations for structured DAta”
is coordinated by Tommasi from Mostrare. Our partners
are the Sequel project of Inria Lille Nord Europe, the
Lif (Marseille), the Hubert Curien laboratory
(Saint-Etienne), and lip6 (Paris). More information on the project can be found on
http://lampada.gforge.inria.fr/ .

Lampada is a fundamental research project on machine learning and
structured data. It focuses on scaling learning algorithms to handle
large sets of complex data. The main challenges are 1) high dimension
learning problems, 2) large sets of data and 3) dynamics of
data. Complex data we consider are evolving and composed of parts in
some relations. Representations of these data embed both structure
and content information and are typically large sequences, trees and
graphs. The main application domains are web2, social networks and
biological data.

The project proposes to study formal representations of such data
together with incremental or sequential machine learning methods and
similarity learning methods.

The representation research topic includes condensed data
representation, sampling, prototype selection and representation of
streams of data. Machine learning methods include edit distance
learning, reinforcement learning and incremental methods, density
estimation of structured data and learning on streams.


[bookmark: uid30] ANR Defis Codex (2009-2012)
Participants :
      Joachim Niehren [correspondent] , Sławek Staworko, Aurélien Lemay, Sophie Tison, Anne-Cécile Caron, Jérôme Champavère.


The Codex project on “Efficiency, Dynamicity and
Composition for XML Models, Algorithms, and Systems”
and is coordinated by Manolescu (GEMO, INRIA Saclay).
The other partners of Mostrare there are Geneves
(WAM, INRIA Grenoble), Colazzo (LRI, Orsay),
Castagna (PPS, Paris 7), and Halfeld (Blois). Public
information on Codex can be found on
http://codex.saclay.inria.fr/ .

The Codex project seeks to push the frontier of XML  technology in
three interconnected directions. First, efficient algorithms and
prototypes for massively distributed XML  repositories are
studied. Second, models are developed for describing, controlling, and
reacting to the dynamic behavior of XML  collections and XML  schemas
with time. Third, methods and prototypes are developed for composing
XML  programs for richer interactions, and XML  schemas into rich,
expressive, yet formally grounded type descriptions.


[bookmark: uid31] ANR Blanc Enum (2007-2011)
Participants :
      Guillaume Bagan, Joachim Niehren [correspondent] , Sophie Tison.


The Enum project on “Complexity and Algorithms for Answer Enumeration”,
is coordinated by A. Durand (Paris VII).
The other partners are E. Grandjean (University of Caen),
N. Creignou (University of Marseille). Public information on
Enum can be found on
http://enumeration.gforge.inria.fr .

Enum studies algorithmic and complexity questions of answers enumeration,
the task of generating all solutions of a given problem. Answer
enumeration requires innovative efficient algorithms that can quickly serve
large numbers of answers on demand. The prime application is query
answering in databases, where huge answer sets arise naturally.


[bookmark: uid32] ARC ACCESS (2010–2011)
Participants :
      Iovka Boneva [correspondent] , Sophie Tison, Anne-Cécile Caron, Yves Roos, Benoît Groz, Sławek Staworko.


This is a collaboration on the subject Access Control Policies for XML :
Verification, Enforcement and Collaborative Edition, supported by the INRIA
Collaboration Program (Action de Recherche Collaborative). The other
participants involved are from the INRIA teams DAHU (INRIA Saclay – Île de
France), PAREO and CASSIS (INIRA Nancy – Grand Est). This project is
concerned with the security and access control for Web data exchange, in
the context of Web applications and Web services. We aim at defining
automatic verification methods for checking properties of access control
policies (ACP) for XML , like consistency or secrecy, and for the
comparison ACPs. One of our goals is to apply formal tools from tree
automata theory for this purpose. A second important goal is to design
efficient methods for ACP enforcement for secure query evaluation. We will
study several scenarios for solving different variants of this problem,
based on the notion of secure user views. As a case study, we will apply
our methods to an XML -based collaborative editing system.
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	[bookmark: uid36] Title: Automatic XML Data Conversion through Tree Transducers



	[bookmark: uid37] INRIA principal investigator: Joachim Niehren
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	[bookmark: uid40] Laboratory: XML Query Technologies project





	[bookmark: uid41] Duration: 2010 - 2012



	[bookmark: uid42] See also: https://gforge.inria.fr/plugins/wiki/index.php?id=390&type=g 



	[bookmark: uid43] Data conversion between XML formats is a frequent, complex, and repetitive engineering task. It needs to be solved for data publishing, peer-to-peer data exchange, document processing, information extraction, and Web services. In this project, we propose to develop automatic methods generating conversion programs from examples, so that they can be used by non-expert users. Our approach is based on learning of tree transducers and XML queries.




[bookmark: uid44] Visits of International Scientists

Sebastian Maneth from nicta Sydney visited us May-July
2011. He now moved to the University of Leipzig. In 2010-11, this
cooperation was funded by the inria associate team program.


[bookmark: uid45] Participation In International Programs

Mostrare, in collaboration with SEQUEL and Rouen, is part part of the Inria
Lille - Nord Europe site for the European Network of Excellence in Pattern
Analysis, Statistical Modelling and Computational Learning (PASCAL2).
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[bookmark: uid48] Invited Talks

S. Tison was invited to RTA 2011 and TLCA 2011 to give talk on
“Tree Automata, (Dis-)Equality Constraints and Term Rewriting: What's
New?”


[bookmark: uid49] Program Committees

J. Niehren is member of the steering committee of RTA
(International Conference on Rewriting Techniques and Applications),
of the editorial board of FUNDAMENTA INFORMATICAE. He was in the
program committees of CIKM 2011 (International Conference on Information and Knowledge Management), RTA 2011 (International Conference on Rewriting Techniques and Applications), LATA 2011 (International Conference on Language and Automata Theory and Applications), APWeb 2011 (Asian Pacific Web Conference), and LID 2011 (Logic in Databases).

S. Tison was member of the program committee of STACS 2011 (Annual Symposium on Theoretical Aspects
of Computer Science). She is member of of the editorial board of RAIRO - ITA and of the steering committee of STACS.

S. Staworko was member of the program committee of SUM 2011
(International Conference on Scalable Uncertainty Management) and
co-chair of LID 2011 (International Workshop on Logic in Databases).

G. Garriga continues to be member of the editorial board of Machine Learning Journal
and of the Intelligent Data Analysis Journal.
She was member of the program committees of
KDD 2011 (ACM SigKDD Conference on Knowledge Discovery and Data Mining),
ICML 2011 (International Conference on Machine Learning),
ICDM 2011 (IEEE International Conference on Data Mining),
SDM 2011 (SIAM International Conference on Data Mining) and
IDA 2011 (Intelligent Data Analysis conference).

A. Bonifati was Chair for the program committee for the
Semistructured Data, XML and Web Data Management track, ICDE 2011.
She was also member of the program committees of SIGMOD 2011 (International
Conference on Management of Data), VLDB 2011 (International Conference on
Very Large Databases), EDBT 2011 (International Conference on Extending Data-
base Technology).


[bookmark: uid50] French Scientific Responsibilities

A.C. Caron is member of the french national evaluation
committee for computer science assistant professors (CNU 27). She was
member of selection committee for assistant professor in Lille.

R. Gilleron was a member of the scientiﬁc committee of
the program Programme blanc SIMI2, ANR and a member of the selection
committees of assistant professors in Marseille and Lille and finally a
member of the evaluation committees of the habilitation thesis of
O. Teytaud (LRI, Paris 11) and R. Bailly (LIF, Marseille)

S. Tison is head of the computer science lab in Lille (LIFL). She
was co-head of the scientific committee of the program Programme blanc
SIMI2, ANR. She is member of the scientific committee of the program
Chaires Industrielles, ANR. She chaired the AERES evaluation committee of
the computer science lab I3S (Nice/Sophia). She chairs the scientific
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