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  [bookmark: uid3] Section: 
      Overall Objectives
Introduction

IMEDIA2 is an extension of IMEDIA team for one more year. Its overall objectives remain the same.

One of the consequences of the increasing ease of use and significant
cost reduction of computer systems is the production and exchange of
more and more digital and multimedia documents. These documents are
fundamentally heterogeneous in structure and content as they usually
contain text, images, graphics, video and sounds and may contain 3D
objects. Information retrieval can no longer rely on text-based
queries alone; it will have to be multi-modal and to integrate all the
aspects of the multimedia content. In particular, the visual content
has a major role and represents a central vector for the transmission
of information. The description of that content by means of image
analysis techniques is less subjective than the usual keyword-based
annotations, whenever they exist. Moreover, being independent from the
query language, the description of visual content is becoming
paramount for the efficient exploration of a multimedia stream. In
the IMEDIA2 group we focus on the intelligent and efficient access by
visual content. With this goal in mind, we develop methods that
address key issues such as content-based indexing, interactive search
and image database navigation, in the context of multimedia content
(text, image, video, 3D models). Content-based image retrieval
systems provide help for the automatic search and assist human
decisions. The user remains the maître d'oeuvre, the only one
able to take the final decision. The numerous research activities in
this field during the last decade have proved that retrieval based on
the visual content was feasible. Nevertheless, current practice shows
that a usability gap remains between the designers of these
techniques/methods and their potential users. One of the main goals
of our research group is to reduce the gap between the real usages and
the functionalities resulting from our research on visual
content-based information retrieval. Thus, we apply ourselves to
conceive methods and techniques that can address realistic scenarios,
which often lead to exciting methodological challenges. Among the
"usage" objectives, an important one is the ability, for the user, to
express his specific visual interest for a part of a picture. It
allows him to better target his intention and to formulate it more
accurately. Another goal in the same spirit is to express subjective
preferences and to provide the system with the ability to learn those
preferences. When dealing with any of these issues, we keep in mind
the importance of the scalability of such interactive systems in terms
of indexing and response times. Of course, what value these times
should have and how critical they are depend heavily on the domain
(specific or generic) and on the cost of the errors. Our research
work is then at the intersection of several scientific
domains. The main ones are image analysis, pattern recognition,
statistical learning, human-machine interaction and database
systems. It is structured into the following main themes:


	[bookmark: uid4] 2D or 3D indexing: this part mainly concerns modeling the visual
aspect of images and of 3D shapes, by means of image analysis techniques.
It leads to the design of signatures that can then be obtained
automatically.



	[bookmark: uid5] feature space structuring: to increase in efficiency the
search by content in very large collections of images.




More generally, the research work and the academic and industrial
collaborations of the IMEDIA2 team aim to answer the complex problem of
the intelligent and efficient access to multimedia content.
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  [bookmark: uid7] Section: 
      Scientific Foundations
Introduction

We group the existing problems in the domain of
content-based image indexing and retrieval in the following themes:
image indexing and efficient search in image collections,
pattern recognition and personalization. In the following we give a
short introduction to each of these
themes. 


[bookmark: uid8] Section: 
      Scientific Foundations
Modeling, construction and structuring of the feature space
Participants :
      Vera Bakic, Nozha Boujemaa, Esma Elghoul, Hervé Goëau, Amel Hamzaoui, Sofiene Mouine, Olfa Mzoughi, Saloua Ouertani-Litayem, Mohamed Riadh Trad, Anne Verroust-Blondet, Itheri Yahiaoui, Zahraa Yasseen.


The goal of IMEDIA2 team is to provide the user with the ability to
do content-based search into image databases in a way that is both intelligent
and intuitive to the users. When formulated in concrete terms, this
problem gives birth to several mathematical and algorithmic challenges.

To represent the content of an image, we are looking for a representation
that is both compact (less data and more semantics), relevant (with
respect to the visual content and the users) and fast to compute and
compare. The choice of the feature space consists in selecting the
significant features, the descriptors for those features
and eventually the encoding of those descriptors as image signatures.

We deal both with generic databases, in which images are
heterogeneous (for instance, search of Internet images), and with specific
databases, dedicated to a specific application field.
The specific databases are usually provided with a ground-truth and
have an homogeneous content (leaf images, for example)

We must not only distinguish generic and specific signatures,
but also local and global ones. They correspond respectively to
queries concerning parts of pictures or entire pictures. In this case,
we can again distinguish approximate and precise queries. In the latter
case one has to be provided with various descriptions of parts of images,
as well as with means to specify them as regions of interest. In particular,
we have to define both global and local similarity measures.

When the computation of signatures is over, the image database is finally
encoded as a set of points in a high-dimensional space: the feature space.

A second step in the construction of the index can be valuable
when dealing with very high-dimensional feature spaces. It
consists in pre-structuring the set of signatures and storing it
efficiently, in order to reduce access time for future queries
(trade-off between the access time and the cost of storage). In
this second step, we have to address problems that have been dealt
with for some time in the database community, but arise here in a
new context: image databases.
Today's scalability issues already put brake on growth of multi-media
search engines. The space created by the massive amounts of
existing multimedia files greatly exceeds the area searched by today's
major engines. Consistent breakthroughs are therefore urgent if we
don't want to be lost in data space in ten years. We believe that
reducing algorithm complexity remains the main key. Whatever
the efficiency of the implementation or the use of powerful hardware
and distributed architectures, the ability of an algorithm to scale-up
is strongly related to its time and space complexities. Nowadays,
efficient multimedia search engines rely on various high level tasks
such as content-based search, navigation, knowledge discovery,
personalization, collaborative filtering or social tagging. They
involve complex algorithms such as similarity search, clustering or
machine learning, on heterogeneous data, and with heterogeneous
metrics. Some of them still have quadratic and even cubic complexities
so that their use in the large scale is not affordable if no
fundamental research is performed to reduce their complexities.
In this way, efficient and generic high-dimensional
similarity search structures are essential for building scalable
content-based search systems.
Efficient search requires a specific structuring of the feature
space (multidimensional indexing, where indexing is understood as data
structure) for accelerating the access to collections that are too
large for the central memory.


[bookmark: uid9] Section: 
      Scientific Foundations
Pattern recognition and
statistical learning
Participants :
      Nozha Boujemaa, Michel Crucianu, Donald Geman, Wajih Ouertani, Asma Rejeb Sfar.


Statistical learning and classification methods are of central
interest for content-based image retrieval.
We consider here both
supervised and unsupervised methods. Depending on our knowledge of
the contents of a database, we may or may not be provided with a set
of labeled training examples. For the detection of
known objects, methods based on hierarchies of classifiers have
been investigated. In this context, face detection was a main topic,
as it can automatically provide a high-level semantic information
about video streams. For a collection of pictures whose content is
unknown, e.g. in a navigation scenario, we are investigating
techniques that adaptively identify homogeneous clusters of images,
which represent a challenging problem due to feature space
configuration.

Object detection is the most straightforward solution to the
challenge of content-based image indexing. Classical approaches
(artificial neural networks, support vector machines, etc.) are
based on induction, they construct generalization rules from
training examples. The generalization error of these techniques
can be controlled, given the complexity of the models considered
and the size of the training
set.

Our research on object detection addresses the design of invariant
kernels and algorithmically efficient solutions as well as
boosting method for similarity learning. We have developed several
algorithms for face detection based on a hierarchical combination
of simple two-class classifiers. Such architectures concentrate
the computation on ambiguous parts of the scene and achieve error
rates as good as those of far more expensive techniques.

Unsupervised clustering techniques automatically define categories
and are for us a matter of visual knowledge discovery. We need
them in order to:


	[bookmark: uid10] Solve the "page zero" problem by generating a visual summary of
a database that takes
into account all the available signatures together.



	[bookmark: uid11] Perform image segmentation by clustering local image descriptors.



	[bookmark: uid12] Structure and sort out the signature space for either global or local
signatures,
allowing a hierarchical search that is necessarily more efficient as it only
requires to
"scan" the representatives of the resulting clusters.




Given the complexity of the feature spaces we are considering, this is
a very difficult task. Noise and class overlap challenge the
estimation of the parameters for each cluster. The main aspects that
define the clustering process and inevitably influence the quality of
the result are the clustering criterion, the similarity measure and
the data model.
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      Application Domains
Scientific applications

Examples: environmental images databases: fauna and flora; satellite images databases: ground typology; medical images databases: find images of a pathological character for educational or investigation purposes.

We are developing tools enabling multimedia access to biodiversity collections for species identifications inside the Pl@ntNet
project.

In fact, almost all IMEDIA2 team members are involved in the Pl@ntNet project and develop methods that can be used in this
context.


[bookmark: uid15] Section: 
      Application Domains
Audio-visual applications

Examples: Look for a specific shot in a movie, documentary or TV news, present a video summary. Help archivists to annotate the contents. Retrieve copies of a given material (photo or video) in a TV stream or on the web.

Our team has a collaboration with AFP press agency in the context of GLOCAL project.
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  [bookmark: uid17] Section: 
      Software
IKONA/MAESTRO Software
Participants :
      Vera Bakic, Laurent Joyeux, Souheil Selmi.


IKONA is a generalist software dedicated to
content-based visual information indexing and retrieval. It has been designed and implemented in our
team during the last years [22] . Its main
functionalities are the extraction, the management and the indexing of
many state-of-the-art global and local visual features. It offers a
wide range of interactive search and navigation methods including
query-by-example, query-by-window, matching, relevance feedback,
search results clustering or automatic annotation. It can manage
several types of input data including images, videos and 3D
models.

Based on a client/server architecture, it is easily deployable
in any multimedia search engine or service.
The communication
between the two components is achieved through a proprietary network
protocol. It is a set of commands the server understands and a set of
answers it returns to the client. The communication protocol is
extensible, i.e. it is easy to add new functionalities without
disturbing the overall architecture.
can be replaced by any new or existing protocol dealing with
multimedia information retrieval.

The main processes are on the server side.
They can be separated in two main categories:


	[bookmark: uid18] off-line processes: data analysis, features extraction and structuring



	[bookmark: uid19] on-line processes: answer the client requests




Several clients can communicate with the server. A good starting point for exploring the possibilities offere by IKONA is our web demo, available at
https://www.rocq.inria.fr/cgi-bin/imedia/circario.cgi/bio_diversity?select_db=1 .
This CGI client is connected to a running server with several
generalist and specific image databases, including more than 23,000
images. It features query by example searches, switch database
functionality and relevance feedback for image category searches. The
second client is a desktop application. It offers more
functionalities. More screen-shots describing the visual searching
capabilities of IKONA are available at
https://www.rocq.inria.fr/cgi-bin/imedia/circario.cgi/demos .

IKONA is a pre-industrial prototype, with exploitation as a final
objective. Currently, there does not exist a licensed competitor with
the same range of functionalities. It exists several commercial
softwares or systems exploiting technologies similar to some
functionalities of IKONA but usually not the most advanced ones. We
can for example cite the SDK developed by LTU company, the service
proposed by AdVestigo company, etc. Many
prototypes and demonstrators, industrial or academic, share some
functionalities of IKONA but here again not the most advanced
(e.g. Google Image Similarity Search Beta, IBM Muffin, etc.).

The main originality of IKONA is its genericity (in terms of
visual features, metrics, input data, storage format, etc.), its
adaptivity (to new visual features, new indexing structures
or new search algorithms), its innovative interactive search
functionalities (Local and Global Relevance Feedback, Local Search
with Query Expansion, Search results clustering, etc.) and its
scalability thanks to a generic indexing structure module than
can support the integration of any new advances.

Current Users of IKONA include European and National Projects
Participants through its integration in prototype multimedia systems,
commercial companies through user trials (EXALEAD, INA, BELGA, AFP),
General or Specific Public through Web demos (Pl@ntNet leaf
identification demo).

IKONA software provides a high degree of visibility to IMEDIA2
scientific works through demos in commercial, scientific and general
public events (notably in most Inria national showrooms). It is also
the mainstay of several Multimedia Systems developed at the European
level, in conjunction with many Leader European Companies and Research
Centers.
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      New Results
Feature space modeling
Participants :
      Vera Bakic, Nozha Boujemaa, Esma Elghoul, Hervé Goëau, Sofiene Mouine, Olfa Mzoughi, Anne Verroust-Blondet, Itheri Yahiaoui.


[bookmark: cid1] Spatial relations between salient points on a leaf
Participants :
      Sofiene Mouine, Itheri Yahiaoui, Anne Verroust-Blondet.


We have introduced a novel method for leaf species identification combining local and
shape-based features. Our approach extends the shape context model in two ways:

- First of all, two different sets of points are distinguished when computing the shape contexts: the voting set, i.e. the points used to describe the coarse arrangement of the shape
and the computing set containing the points where the shape contexts are computed.

Three shape descriptors are proposed, as illustrated in Figure 1 : SC0 (spatial relations between margin points), which corresponds to the original
shape context; SC1 (spatial relations between salient points) where the voting set and the computing set are composed
of the salient points of the image and SC2 (spatial relations between salient and margin points) where the voting set
contains the margin points and the computing set consists of the salient points
(see [11]  for more details).

[bookmark: uid22]Figure
	1. From left to right: points used in SC0, SC1 and SC2.
The small circles represent the sample points on the leaf margin.
The cross points represent the salient points computed with Harris detector.	[image: IMG/0_SC0.png]	[image: IMG/1_SC1.png]	[image: IMG/2_SC2.png]





  

-This representation is enriched by introducing local features computed in the neighborhood of
the computing points.

We obtained excellent identification scores in the ImageCLEF 2012 plant identification task for scan and scan-like images of leaves (RUN2 in [20] ).


[bookmark: cid2] Detection and extraction of leaf parts for plant identification
Participants :
      Olfa Mzoughi, Itheri Yahiaoui, Nozha Boujemaa.


Automatic plant identification is a relatively new research area in computer vision that has increasingly attracted high interest
as a promising solution for the development of many botanical industries and for the success of biodiversity conservation.
Most of the approaches proposed are based on the analysis of morphological properties of leaves. They have applied several
well-known generic shape descriptors. Nevertheless, faced with the large amount of leaf species, botanical knowledge, especially about leaf parts (petiole, blade, insertion point, base and apex, rachis) is important to enhance their precision.

First of all, in order to extract them from leaf images, we introduced two types of symmetry in [12] :
(i) the local translational symmetry, which is useful for petiole and rachis detection
and (ii) the local symmetry of depth indentations, which is suited for base and apex detection.

Then, we studied the usefulness of parts detection (mainly petiole and insertion point) as a pre-processing stage for classic leaf shape retrieval schemes [13] . We showed that the removal of the petiole and the use of the insertion point as a starting point for the descriptors sensitive to the starting point improve retrieval results.


[bookmark: cid3] Multi-organ plant identification
Participants :
      Hervé Goëau, Vera Bakic, Souheil Selmi.


Inspired by citizen sciences, the main goal of this work is to speed up the collection and integration of raw botanical observation
data, while providing to potential users an easy and efficient access to this botanical knowledge. We therefore designed and
developed an original crowd-sourcing web application dedicated to the access of botanical knowledge through automated
identification of plant species by visual content with multi-organ queries. Technically, the first side of the application deals
with multi-organ content-based identification of plant. Indeed, most methods proposed for such automatic identification are
actually based on leaf images, mostly based on leaf segmentation and boundary shape. However, leaves are far from being the only
discriminant visual key between species and they are not visible all over the year for a large fraction of plant species. We
propose to make the use of five different organs and plant’s views including habit, flowers, fruits, leaves and bark. Thanks to an
interactive and visual query widget, the tagging process of the different organs and views is as simple as drag-and-drop operations
and does not require any expertise in botany.

[bookmark: uid23]Figure
	2. Example of a multi-organ query on one single plant submitted in the application.	[image: IMG/MultiOrgan.jpg]





Technically, as suggested by the results of ImageCLEF2011 for leaves [24] , it is based on local features and
large-scale matching. Interest points are detected with a modified color Harris detector, in order to favor points with a central
position in the image and to reduce the impact of background features. Each interest point is then described with a SURF local
feature and an HSV histogram. Automatic system-oriented and human-centered evaluations of the application show that the results are
already satisfactory and therefore very promising in the long term to identify a richer ﬂora. The second side of the application
deals with interactive tagging and allows any user to validate or correct the automatic determinations returned by the system.
Overall, this collaborative system enables the automatic and continuous enrichment of the visual botanical knowledge and therefore
it increases progressively the accuracy of the automated identification. This application called ‘Identify’
(cf. Figure 2  and http://identify.plantnet-project.org) has been presented at the first ACM International
workshop on Multimedia Analysis and Ecological
Data [8] . This work has been done in collaboration with Inria
team ZENITH and with the botanists of the AMAP UMR team (CIRAD). It is also closely related to a citizen science project around
plant’s identification that we developed with the support of the Tela Botanica social network inside the Pl@ntNet project.


[bookmark: cid4] Segmentation transfer method for articulated models
Participants :
      Esma Elghoul, Anne Verroust-Blondet.


Mesh segmentation consists in partitioning the surface into a set of patches that are uniform with respect to a given property.
We are interested in retaining the semantic information during the segmentation. A particularly challenging task is then the automatic identification of
semantically meaningful parts of a 3D model, which can be hard to
achieve when only the shape geometry is considered. We have introduced a method using a
pre-segmented example model to perform semantic-oriented segmentation of
non-rigid 3D models of the same class (human, octopus, quadrupeds, etc.). Using the fact that the same type of non-rigid models
share the same global topological structure, we exploit coarse topological shape attributes in conjunction with a seed-based segmentation approach to transfer a meaningful and consistent segmentation from the example mesh to the target models. Promising results have been obtained on classes of articulated models (cf. Figure 3 ). This work has been submitted for publication.

[bookmark: uid24]Figure
	3. Segmentation transfer results on the quadrupeds, on the humans and on the octopus class. The exemplar segmentations are framed in red or in blue.	[image: IMG/segment3.png]






[bookmark: uid25] Section: 
      New Results
Feature space structuring
Participants :
      Nozha Boujemaa, Hervé Goëau, Amel Hamzaoui, Saloua Ouertani-Litayem, Mohamed Riadh Trad.


[bookmark: cid5] Plant Leaves Morphological Categorization with Shared Nearest Neighbors Clustering
Participants :
      Amel Hamzaoui, Hervé Goëau, Nozha Boujemaa.


In [9]  we present an original experiment aimed at evaluating if state-of-the-art visual clustering
techniques are able to automatically recover morphological classifications built by the botanists themselves. The clustering phase
is based on a recent Shared-Nearest Neighbors (SNN) clustering algorithm, which allows combining effectively heterogeneous visual
information sources at the category level. Each resulting cluster is associated with an optimal selection of visual similarities,
allowing discovering diverse and meaningful morphological categories even if we use a blind set of visual sources as input. Experiments have been performed on ImageCLEF 2011 plant identification dataset [23] , specifically enriched
in this work with morphological attributes tags (annotated by expert botanists). The results presented in
Figure 4  are very promising, since all clusters discovered automatically can be easily matched to one node
of the morphological tree built by the botanists. This work is also described in details in
Amel Hamzaoui's thesis [4] .

[bookmark: uid26]Figure
	4. Hierarchical tree organization of the clusters produced by the SNN clustering method on the scan leaf dataset ImageCLEF2011.	[image: IMG/PlantLeavesMorphologicalCategorizationWithSharedNearestNeighboursClustering.jpg]






[bookmark: cid6] Distributed KNN-Graph approximation via Hashing
Participants :
      Mohamed Riadh Trad, Nozha Boujemaa.


High dimensional data hashing is essential for scaling up and distributing data analysis applications involving feature-rich
objects, such as text documents, images or multi-modal entities (scientific observations, events, etc.). In this first research track, we first investigated the use of high dimensional hashing methods for efficiently approximating K-NN Graphs
[16] , [19] , [17] , particularly in distributed environments.
We highlighted the importance of balancing issues
on the performance of such approaches and show why the baseline approach using Locality Sensitive Hashing does not perform well.
Our new KNN-join method is based on RMMH, a hash function family based on randomly trained classifiers that we introduced in 2011.
We show that the resulting hash tables are much more balanced and that the number of resulting collisions can be greatly reduced
without degrading quality. We further improve the load balancing of our distributed approach by designing a parallelized local join
algorithm, implemented within the MapReduce framework.


[bookmark: cid7] Hash-Based Support Vector Machines Approximation for Large Scale Prediction
Participants :
      Saloua Ouertani-Litayem, Nozha Boujemaa.


How-to train effective classifiers on huge amount of multimedia data is clearly a major challenge that is attracting more and more
research works across several communities. Less efforts however are spent on the counterpart scalability issue: how to apply big
trained models efficiently on huge non annotated media collections ?
In [10] , we addressed the problem of speeding-up the prediction phase of linear Support
Vector Machines via Locality
Sensitive Hashing. We proposed building efficient hash-based classifiers that are applied in a first stage in order to approximate
the exact results and filter the hypothesis space. Experiments performed with millions of one-against-one classifiers show that
the proposed hash-based classifier can be more than two orders of magnitude faster than the exact classifier with minor losses
in quality (cf. Figure 5 ).

[bookmark: uid27]Figure
	5. Exact Multi-class SVM vs HBMS based Filter-And-Refine method in terms of accuracy and prediction time	[image: IMG/accuracy_nb_bits_filter-and-refine_300_categories.png]	[image: IMG/prediction_times_nb_bits_categories_b20_refinement_NcKeep_log.png]






[bookmark: uid28] Section: 
      New Results
Pattern recognition and statistical learning
Participants :
      Nozha Boujemaa, Michel Crucianu, Donald Geman, Wajih Ouertani, Asma Rejeb Sfar.


[bookmark: cid8] Machine identification of biological shapes
Participants :
      Asma Rejeb Sfar, Donald Geman, Nozha Boujemaa.


The increasing availability of digital images in the traditional sciences, the growing interest in biodiversity and the ongoing shortage of skilled taxonomists combine to make the automated categorization algorithms, increasingly important in many fields such as botany, agriculture and medicine. In this work, we propose a hierarchical coarse-to-fine approach to identify botanical species from a scanned sample of a plant organ, e.g., a leaf or a flower. To this end, we exploit domain-specific knowledge about taxonomy and landmarks. Promising recognition rates are achieved on several leaf datasets. Results have been submitted for publication.


[bookmark: cid9] Relevance feedback on partial image query
Participants :
      Wajih Ouertani, Michel Crucianu, Nozha Boujemaa.

scalability, hashing, SVM, prediction, approximation



Even if cropping an image to perform one-shot partial
query filters a considerable amount of senseless regions for target definition, it does not yet clearly illustrates
what the user is looking for. Indeed, the user target is either
closer to the instance level or to the category level. Then we may have numerous suggested examples within the
first response ranks while possibly some of them are totally irrelevant examples.

We claim that a localization interaction is still more appropriate than having a holistic decision about image relevance
if it is performed on more examples.
We go beyond the first partial query and investigate machine learning process to
learn intention iteratively and interactively.
Our learning process is based on what user delimit within additional images taken from the first
response ranks. Our motivations include dealing with semantic gap revealed by local features hit falling into false regions within
retrieved
images. Those images might be either totally irrelevant, where all partial zones are out of the interest, or partially
relevant, not
because of the zones expected by the system (false-localization) but rather because of some missed zones. Through local
annotations
we expect the ability of redirecting the recognition session to those relevant regions and studying how much we can reduce the semantic gap within interactive localization.

This year, we studied several learning strategies based on several assumptions heuristically extracted on user interaction.
The presented strategies have been also combined with features filtering within object representation.
The filtering includes grouping contextualizing and varying features set representations.


[bookmark: uid29] Section: 
      New Results
IKONA/MAESTRO sofware
Participants :
      Vera Bakic, Laurent Joyeux, Sofiene Mouine, Souheil Selmi.


This year, IKONA has been extended in the context of Pl@ntNet, Glocal and
I-SEARCH projects.


	[bookmark: uid30] For the Pl@ntNet project, along the continuing improvements and
optimizations in the MAESTRO software, a number of new features were
added:

[bookmark: uid30] new options for interest points distribution and
filtering with the segmented image,

[bookmark: uid30] a new shape context descriptor (corresponding to [11] ),

[bookmark: uid30] various combinations of descriptors in one vector per interest point or
region,

[bookmark: uid30] for regions: extraction of sub-images, EOH and Fourier
descriptors,

[bookmark: uid30] more options for update of calculated
signatures, new score type (used in ImageCLEF2012) and decision rules
(adaptive Knn calculation based on individual plant information) for
statistical tools.

[bookmark: uid30] In addition, a number of new web services and functionality were
developed/updated and deployed:

[bookmark: uid30] the addition of new databases
(Vignes, Musa), while some with the organ annotation (Photoflora, Girod), and the update of the multi search views for the new datasets;

[bookmark: uid30] the
development of new services allowing to return of botanical
information in several formats (csv, xml, JSON...);

[bookmark: uid30] the update of the
indexation system so that it can crawl images from different sources
(internal or external sources like CEL web service, which uses html or
identiplante web service (in JSON format);

[bookmark: uid30] the development of html
pages to annotate a set of images by organ type;

[bookmark: uid30] the development of an
applet demonstration of leaf architecture (this applet interfaces a
library developed by a PhD student working on this project);

[bookmark: uid30] the development of an application "Pl@ntNet Identify" for android
platform and its interfacing with the existing web services.



	[bookmark: uid31] For the Glocal project, functionalities such as fraud detection and similarity search were integrated in the mock up of user interface and in the final demonstration of the
project. In addition, a dynamic indexation system of images from AFP (Agence France-Presse) was implemented as well as the
similarity web services working on this dynamic dataset.



	[bookmark: uid32] For the I-SEARCH project, an integration of the video mining component
in I-SEARCH platform was done. The component extracts visual objects that are the most recurrent
from a set of images, or in a video.
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[bookmark: cid10] The ImageCLEF2012 Plant Task Identification Organisation and participation
Participants :
      Vera Bakic, Itheri Yahiaoui, Sofiene Mouine, Saloua Ouertani-Litayem, Wajih Ouertani, Anne Verroust-Blondet, Hervé Goëau.


We organized for the second year the plant task identification at the ImageCLEF evaluation forum for the cross–language annotation
and retrieval of images (http://www.imageclef.org/2012/plant). The ImageCLEF's plant identification task [21] 
provides a testbed for the system-oriented evaluation of plant identification, more precisely on the 126 tree species identification
based on leaf images. Three types of image content were considered: Scan, Scan-like (leaf photographs with a white uniform
background), and Photograph (unconstrained leaf with natural background). The main originality of this data is that it was
specifically built through a citizen sciences initiative conducted by Tela Botanica, a French social network of amateur and expert
botanists. This makes the task closer to the conditions of a real-world application. With a total of eleven groups from eight
countries and with a total of 30 runs submitted, involving distinct and original methods, this second year pilot task confirmed
Image Retrieval community interest for biodiversity and botany, and highlights further challenging studies in plant identification.

[bookmark: uid76]Figure
	6. IMEDIA2's results at ImageCLEF2012 on Scan leaf images.	[image: IMG/ScanImageCLEF2012.jpg]





For the second year, members of IMEDIA2 team participated within the Pl@ntNet project to the ImageCLEF plant identification task
[20] . The runs submitted used very distinct approaches sometimes relying on similar extracted features.
For Scan and Scan-like categories, the first two runs combined distinct local and contour approaches in two ways (late and
early fusion), while the third run explored the learning capacity of a multi-class SVM technique on a contour based descriptor.
For Photograph, our runs used local features positioned towards the center of the image to reduce the impact of background features.
In the second run, an automatic segmentation with a rejection criterion was attempted. In the third run, points were associated with
interesting zones. In general, even if they were distinct, the methods used performed very well.

[bookmark: uid77] Nozha Boujemaa


	[bookmark: uid78] Re-elected member in the Steering Board of NEM ETP (Networked and Electronic Media
European Technology Platform) and acting as Inria representative.



	[bookmark: uid79] Scientific coordinator of Pl@ntNet.



	[bookmark: uid80] Member of the steering committee of CHORUS+.



	[bookmark: uid81] Founding member of the ACM ICMR "ACM International Conference on Multimedia Retrieval"
born from the fusion of: ACM MIR (International Conference on Multimedia Information Retrieval)
and ACM CIVR (International Conference on Image and Video Retrieval)



	[bookmark: uid82] Member of the steering committee of ACM ICMR.



	[bookmark: uid83] Responsibilities within Inria: Director of the Inria Saclay Ile-de-France research center.





[bookmark: uid84] Anne Verroust-Blondet


	[bookmark: uid85] Member of the steering committee of Pl@ntNet (WP5 co-leader: “Dissemination”).



	[bookmark: uid86] Member of the steering committee of I-SEARCH (WP4 leader).



	[bookmark: uid87] Member of the committee for the "Corpus, data and tools for research in Humanities and Social Sciences" 2012 programme of the Social Sciences and Humanities department of the French National Research Agency (ANR).



	[bookmark: uid88] Member of the committee for the "COOPERATION 2011 - Partnerships of Production and Research Institutions in Focused Research and Technology Sectors" national action of the Ministry of Education, lifelong learning and religious affair of the Hellenic Republic.



	[bookmark: uid89] Expert for the Austrian Science Fund (FWF).



	[bookmark: uid90] Member of the steering committee of the CNRS GDR IG (Informatique Graphique).



	[bookmark: uid91] Member of the technical programme committee of the Fourth International Conference on
Advances in Multimedia (MMEDIA 2012).



	[bookmark: uid92] Member of the editorial board of the “Revue Electronique Francophone d'Informatique Graphique” (REFIG).





[bookmark: uid93] Section: 
      Dissemination
Teaching - Supervision - Juries

[bookmark: uid94] Teaching


	[bookmark: uid95] Licence : Amel Hamzaoui, Algorithm and programming, 48 hours/year, L1,
Orsay Paris 11 University, France.



	[bookmark: uid96] Licence : Amel Hamzaoui, Web programming, 24 hours/year, L1,
Orsay Paris 11 University, France.



	[bookmark: uid97] Licence : Sofiene Mouine, C2I, 36 hours/year, L2,
Paris 1 (Panthéon-Sorbonne) University, France.



	[bookmark: uid98] Licence : Saloua Ouertani-Litayem, C2I, 48 hours/year, L1,
Institut Henri Piéron, Paris 5 University, France.



	[bookmark: uid99] Licence : Asma Rejeb Sfar, Algorithms, 32 hours/year, L1,
Paris Dauphine University, France.





[bookmark: uid100] Supervision


	[bookmark: uid101] PhD: Amel Hamzaoui, Shared-Neighbours methods for visual content structuring and mining,
Université Paris 11 Orsay, May 10 2012, Nozha Boujemaa and Alexis Joly;



	[bookmark: uid102] PhD in progress: Esma Elghoul, 3D model segmentation,
October 2010, Anne Verroust-Blondet;



	[bookmark: uid103] PhD in progress: Sofiene Mouine, Geometric models for a local description of images,
October 2010, Anne Verroust-Blondet and Itheri Yahiaoui;



	[bookmark: uid104] PhD in progress: Wajih Ouertani, Relevance feedback on local features: application to plants annotations and identification, October 2008, Nozha Boujemaa and Michel Crucianu;



	[bookmark: uid105] PhD in progress: Saloua Ouertani-Litayem, Visual similarity sensitive hashing methods for semantic image search in very large collections of images, October 2009, Nozha Boujemaa and Alexis Joly;



	[bookmark: uid106] PhD in progress: Asma Rejeb Sfar, Machine Identification of Biological Shapes,
October 2010, Nozha Boujemaa, Donald Geman;



	[bookmark: uid107] PhD in progress: Mohamed Riadh Trad, Scalable information retrieval in distributed architectures, October 2009, Nozha Boujemaa and Alexis Joly;



	[bookmark: uid108] PhD in progress: Zahraa Yasseen, Sketch-based approaches using images and curves,
February 2011, Anne Verroust-Blondet.





[bookmark: uid109] Juries

Anne Verroust-Blondet has been a jury member (rapporteur) of Thibault Luginbuhl PhD thesis,
"Régularisation de Surface 3D par une approche fondée sur un modèle", Télécom ParisTech, January 2012.
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[bookmark: uid35] Pl@ntNet project [2009-2013]


It is a joint project with AMAP (CIRAD, INRA, IRD, Montpellier) and Tela Botanica, an international botanical network with 8,500 members and an active collaborative web platform (10,000 visits /day). The project has its financial support from Agropolis International Foundation http://www.agropolis.fr/  and is titled “Plant Computational Identification and Collaborative Information System”.


In addition to the results presented in [7] , [13] , [11] , [12] , [18] , [20] , [21] , [9] , [8] , a demo of the Pl@ntNet platform has been done by Vera Bakic at World Wide Web conference (WWW 2012) in Lyon.
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[bookmark: uid37] FP7 Projects


[bookmark: uid38] I-SEARCH 



		[bookmark: uid39] Title: I-SEARCH (A unified framework for multimodal content SEARCH)





		[bookmark: uid40] Type: COOPERATION (ICT)





		[bookmark: uid41] Defi: Networked Medias & 3D Internet





		[bookmark: uid42] Instrument: Specific Targeted Research Project (STREP)





		[bookmark: uid43] Duration: January 2010 - December 2012





		[bookmark: uid44] Coordinator: CENTRE FOR RESEARCH AND TECHNOLOGY HELLAS
(Greece)





		[bookmark: uid45] Others partners: CERTH (Greece), JCPC (France), ATTC (Greece), ENG (Italy),
Google (Germany), UNIGE (Italy), Exalead (France), FHE (Germany), ANSC (Italy),
EGR (Germany)





		[bookmark: uid46] See also:  http://www.isearch-project.eu/isearch/ 





		[bookmark: uid47] Abstract: The I-SEARCH project
aims to provide a novel unified framework for
multimodal content indexing, sharing, search and retrieval. The
I-SEARCH framework will be able to handle specific types of multimedia
and multimodal content (text, 2D image, sketch, video, 3D objects and
audio) alongside with real world information, which can be used as
queries and retrieve any available relevant content of any of the
aforementioned types. IMEDIA2 is workpackage leader of
“RUCOD COMPLIANT Descriptor Extraction”.








[bookmark: uid48] Glocal 



		[bookmark: uid49] Title: Glocal (Event-Based Retrieval of Networked Media )





		[bookmark: uid50] Type: COOPERATION (ICT)





		[bookmark: uid51] Defi: Networked Medias & 3D Internet





		[bookmark: uid52] Instrument: Integrated Project (IP)





		[bookmark: uid53] Duration: December 2009 - November 2012





		[bookmark: uid54] Coordinator: Univ. Degli Studi di Trento
(Italy)





		[bookmark: uid55] Others partners: UNITN (Italy), ISOCO (Spain), ALINARI (Italy),CERTH (Greece),
Yahoo Iberia SL (Spain), AFP (France), DFKI (Germany), Exalead (France), LUH (Germany),
BUT (Czech Republic)





		[bookmark: uid56] See also:  http://www.glocal-project.eu/  





		[bookmark: uid57] Abstract: The key idea underlying the project is to use
events as the primary means for organizing and indexing media. Within
networked communities, common (global) descriptions of the world can
be built and continuously enriched by a continuous flow of individual
(local) descriptions. With two leading search companies and four
content providers, the consortium attempts to realize and evaluate
this approach in several application domains, which will involve
professional and amateur users dealing with professional and generic
contents. IMEDIA2 is responsible of three research tasks related to
visual-based event indexing, retrieval and mining, notably in
distributed contexts.








[bookmark: uid58] CHORUS+ 



		[bookmark: uid59] Title: CHORUS+ Network of Audio-Visual Media Search





		[bookmark: uid60] Type: CAPACITIES (ICT)





		[bookmark: uid61] Defi: Networked Medias & 3D Internet





		[bookmark: uid62] Instrument: Coordination and Support Action (CSA)





		[bookmark: uid63] Duration: January 2010 - December 2012





		[bookmark: uid64] Coordinator: JCP-Consult
(France)





		[bookmark: uid65] Others partners: UNITN (Italy), HES-so (Switzerland), Thomson R&D (France),
JCPC (France), CERTH (Greece), TU Wien (Austria), ENG (Italy), IPTS (Belgium)





		[bookmark: uid66] See also:  http://www.ist-chorus.org/ 





		[bookmark: uid67] Abstract: CHORUS + has been funded in the continuity of the former CHORUS initiative
thanks to its success. Beyond CHORUS coordination objectives, CHORUS+
includes new key issues such as extended cooperation and coordination
to Asian countries and US, support to integration and implementation,
support to coordinated research evaluations or support to results
dissemination of EU projects. Nozha Boujemaa is part
of the management board of the project.
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[bookmark: uid69] Visits of International Scientists


Don Geman from John Hopkins University.


[bookmark: uid70] Internships



		[bookmark: uid71] OLFA MZOUGHI (from Jan 2012 until Jul 2012)



		[bookmark: uid72] Subject: Analyse et description de la morphologie foliaire: Application à  la classification et l'identification d'espèces de plantes





		[bookmark: uid73] Institution: Université de Tunis El Manar - Faculté des Sciences (Tunisia)
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