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        Overall objectives

        The research domain of the bioinformatics Dyliss team is sequence analysis and systems biology.
Our main goal in biology is to characterize groups of genetic actors that control the phenotypic answer of species when challenged by their environment. The team explores methods in the field of formal systems, more precisely in knowledge representation, constraints programming, multi-scale analysis of dynamical systems, and machine learning. Our goal is to identify key regulators of the environmental response by structuring and reasoning on information which combines physiological responses measured with omics technologies (RNA-seq, metabolomics, proteomics), genetic information from their long-distant cousins and knowledge about regulation and metabolic pathways stored in public repositories.

        The main challenges we face are data incompleteness and heterogeneity.
We favor the construction and study of a "space of feasible models or hypotheses" including known constraints and facts on a living system rather than searching for a single optimized model. We develop methods allowing a precise investigation of this space of hypotheses. Therefore, we are in position of developing experimental strategies to progressively shrink the space of hypotheses and gain in the understanding of the system. Importantly, one should notice that our models spans a quite large spectrum of discrete structures: oriented graphs, boolean networks, automata, or expressive grammars.

        More concretely, the steps of the analysis are to (i)  formalize and integrate in a set of logical or grammatical constraints both generic knowledge information (litterature-based regulatory pathways, diversity of molecular functions, DNA patterns associated with molecular mechanisms) and species-specific information (physiological response to perturbation, sequencing...); (ii)  investigate the space of admissible models and exhibit its main features by solving combinatorial optimization problems; (iii) identify corresponding genomic products within sequences. At each of these steps, we rely on symbolic methods for model space exploration: ontologies and formal concepts analysis.

        We target applications for which large-scale heterogeneous data about a specific but complex physiological phenotype are available.
Existing long-term partnerships with biological labs give strong support to this choice. In  marine biology, we collaborate closely with the Station biologique de Roscoff (Idealg, Investissement avenir "Bioressources et Biotechnologies"). In  environmental microbiology we collaborate both with the CRG in Chile in the framework of the Ciric Chilean Inria center (Ciric-Omics). In agriculture, our main partners are within the INRA institute in Rennes, with a focus on the understanding of pea-aphids microbiology and of breeding animals metabolism (porc, chicken, cow). More recently, we have introduced health as a new application field of the team, especially through the study of large-scale boolean networks and their confrontation with knowledge repositories.
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        Modeling knowledge integration with combinatorial constraints

        Biological networks are built with data-driven approaches aiming at translating genomic information into a functional map. Most methods are based on a probabilistic framework which defines a probability distribution over the set of models. The reconstructed network is then defined as the most likely model given the data.

        Our team has investigated an alternative perspective where each data induces a set of constraints - related to the steady state response of the system dynamics - on the set of possible values in a network of fixed topology. The methods that we have developed complete the network with product states at the level of nodes and influence types at the level of edges, able to globally explain experimental data. In other words, the selection of relevant information in the model is no more performed by selecting the network with the highest score, but rather by exploring the complete space of models satisfying constraints on the possible dynamics supported by prior knowledge and observations. In the (common) case when there is no model satisfying all the constraints, we relax the problem by introducing new combinatorial optimization problems
that introduce the possibility of correcting the data or the knowledge.
Common properties to all solutions are considered as a robust information about the system, as they are independent from the choice of a single solution to the optimization problem [6].

        Solving these computational issues requires addressing NP-hard qualitative (non-temporal) issues. We have developed a long-term collaboration with Potsdam University in order to use a logical paradigm named Answer Set Programming (ASP) [50], [69] to solve these constraint satisfiability and combinatorial optimization issues. Applied on transcriptomic or cancer networks, our methods identified which regions of a large-scale network shall be corrected [51], and proposed robust corrections [5]. This result suggested that this approach was compatible with efficiency, scale and expressivity needed by biological systems.

        During the last years, our goal was to provide formal models of queries on biological networks with the focus of integrating dynamical information as explicit logical constraints in the modeling process. Using these technologies requires to revisit and reformulate constraint-satisfiability problems at hand in order both to decrease the search space size in the grounding part of the process and to improve the exploration of this search space in the solving part of the process. Concretely, getting logical encoding for the optimization problems forces to clarify the roles and dependencies between parameters involved in the problem. This paves the way to a refinement approach based on a fine investigation of the space of hypotheses in order to make it smaller and gain in the understanding of the system. Our studies confirmed that logical paradigms are a powerful approach to build and query reconstructed biological systems, in complement to discriminative ("black-box") approaches based on statistical machine-learning. Based on these technologies, we have developed a panel of methods allowing the integration of muli-scale data knowledge, linking genomics, metabolomics, expression data and protein measurement of several phenotypes (see Fig. 1).

        
          
            
          
          
            Figure
	1. Multi-scale data and knowledge integration procedures Dynamical analyses are undergone to elucidate relationships between biological scales. Such dependencies are combined with data and turn into a first order logic paradigm (Answer Set Programming). Key interactions or genes of interest are then identified to be the solution of a combinatorial optimization problem. Methods are encapsulated in python packages and provided in the meta-package bioasp.
            
              	
                
                  
                    
                  
                  
                    	
                      [image: IMG/FigMet.png]
                      [image: IMG/FigReg.png]
                    
                  

                

              
            

          

        

        Notice that our main issue is in the field of knowledge representation. More precisely, we do not wish to develop new solvers or grounders, a self-contained computational issue which is addressed by specialized teams such as our collaborator team in Potsdam. Our goal is rather to investigate how the constant progresses in the field of constraint logical programming, shown by the performance of ASP-solvers, are sufficient to address the complexity of constraint-satisfiability and combinatorial optimization issues explored in systems biology. In this direction, we work in close interaction with Potsdam university to feed their research activities which challenging issues from bioinformatics and, as a feed-back, take benefit of the prototypes they develop.

        By exploring the complete space of models, our approach typically produces numerous candidate models compatible with the observations. We began investigating to what extent domain knowledge can further refine the analysis of the set of models by identifying classes of similar models, or by selecting a subset of models that satify an additional constraint (for instance, best fit with a set of experiments, or with a minimal size). We anticipate that this will be particularly relevant when studying non-model species for which little is known but valuable information from other species can be transposed or adapted. These efforts consist in developing reasoning methods based on ontologies as formal representation of symbolic knowledge. We use Semantic Web tools such as SPARQL for querying and integrating large sources of external knowledge, and measures of semantic similarity and particularity for analyzing data.
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        Modeling the dynamical response of biological systems with logical and (non)-linear constraints

        As explained below, Answer Set programming technologies enable the identification of key controllers based on the integration of static data. As a natural follow-up, we also develop optimization techniques to learn models of the dynamics of a biological system.
As before, our strategy is not to select a single model fitting with experimental data but rather to decipher the complete set of families of models which a compatible with the observed response. Our main research line in this field is to decipher the appropriate level of expressivity (in terms of constraints) allowing both to properly report the nature of data and knowledge and to allow for an exhaustive study of the space of feasible models. To implement this strategy, we rely on several constraint programming frameworks, which depend on the model scale and the nature of time-points kinetic measurements. The three following examples are shown in Fig. 2.

        
          	
             In [7], logical programming (Answer Set programming) is used to decipher the combinatorics ot synchrone boolean networks explaining static or dynamics response of signaling networks to perturbations (such as measured by phosphoproteomics technologies).

          

          	
             In [49], SAT-based approaches are used to decipher the combinatorics of large-scale asynchronous boolean networks. In order to gain in expressivity, we model these networks as guarded-transition network, an extension of Petri nets.

          

          	
             In [2] and [47], linear Programming frameworks are used to decipher the variability of the response of reaction-based networks. Still to gain in expressivity, we model systems with Markovian qualitative description of its dynamics together with quantitative laws which describe the effect of the dynamic transitions over higher scale quantitative measurements. Families of models are investigated with ad-hoc local search algorithms.

          

          	
             Finally, classical learning methods are used to build ad-hoc parameterized numerical models that provide the most parsimonious explanations to experimental measurements.

          

        

        
          
            
          
          
            Figure
	2. Learning and investigating complete families of dynamical models compatible with available data. Depending on the scale of the system and the nature of data, we use synchronous boolean networks, enriched Petri Nets or accumulative Markov chains to report and explain the measured response of a biological systems.
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        Modeling sequences with formal grammars

        Once groups of genome products implied in the answer of the species have been identified with integrative or dynamics methods, it remains to characterize the biological actors within genomes. To that goal, we both learn, model and parse formal patterns within DNA, RNA or protein sequences. More precisely, our research on modeling biomolecular sequences with expressive formal grammars focuses on learning such grammars from examples, helping biologists to design their own grammar and providing practical parsing tools.

        On the development of machine learning algorithms for the induction of grammatical models [40], we have a strong expertise on learning finite state automata. We have proposed an algorithm that learns successfully automata modeling families of (non homologous) functional families of proteins [4], leading to a tool named Protomata-learner (see Fig. 3). The algorthim is based on a similar fragment merging heuristic approach which reports partial and local alignments contained in a family of sequences.. As an example, this tool allowed us to properly model the TNF protein family, a difficult task for classical probabilistic-based approaches. It was also applied successfully to model important enzymatic families of proteins in cyanobacteria [3]. Our future goal is to further demonstrate the relevance of formal language modeling by addressing the question of a fully automatic prediction from the sequence of all the enzymatic families, aiming at improving even more the sensitivity and specificity of the models. As enzyme-substrate interactions are very specific central relations for integrated genome/metabolome studies and are characterized by faint signatures, we shall rely on models for active sites involved in cellular regulation or catalysis mechanisms. This requires to build models gathering both structural and sequence information in order to describe (potentially nested or crossing) long-term dependencies such as contacts of amino-acids that are far in the sequence but close in the 3D protein folding. Our current researches is focused on the inference of Context-Free Grammars including the topological information coming from the structural characterization of active sites.

        
          
            
          
          
            Figure
	3. Learning and parsing sequences of genome or protein families with expressive grammars. (a) The protomata workflow starts from a set of protein sequences. A partial local alignment is computed and an automaton is inferred, which can be considered as a signature of the family of proteins. This allows searching for new members of the family [3]. Adding further information about the specific properties of proteins within the family allows to exhibit a refined classification. (b) The Logol framework allows modeling complex structure in sequences, such as a pseudo-knot (RNA structure). This is based on the expressivity of String Variable Grammars. Combined with parsers, this leads to composite pattern identification such as CRISPR. [84].
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        Using context-free grammars instead of regular patterns increases the complexity of parsing issues. Indeed, efficient parsing tools have been developed to identify patterns within genomes but most of them are restricted to simple regular patterns. Definite Clause Grammars (DCG), a particular form of logical context-free grammars have been used in various works to model DNA sequence features [76]. An extended formalism, String Variable Grammars (SVGs), introduces variables that can be associated to a string during a pattern search (see Fig. 3) [90], [89]. This increases the expressivity of the formalism towards mildly context sensitive grammars. Thus, those grammars model not only DNA/RNA sequence features but also structural features such as repeats, palindromes, stem/loop or pseudo-knots. Few years ago, we have designed a first tool, STAN (suffix-tree analyser), in order to make it possible to search for a subset of SVG patterns in full chromosome sequences [8]. This tool was used for the recognition of transposable elements in Arabidopsis thaliana [92].
We have enlarged this experience through a new modeling language, called Logol [1]. Generally, a suitable language for the search of particular components in languages has to meet several needs : expressing existing structures in a compact way, using existing databases of motifs, helping the description of interacting components. In other words, the difficulty is to find a good tradeoff between expressivity and complexity to allow the specification of realistic models at genome scale. The Logol language and associated framework have been built in this direction.
See Figure 3 for illustration. The Logol specificity beside other SVG-like languages mainly lies in a systematic introduction of constraints on string variables.
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        Symbolic methods for model space exploration: Semantic web for life sciences and Formal Concepts Analysis

        All the methods presented in the previous sections usually result in pools of candidates which equivalently explain the data and knowledge. These candidates can
be dynamical systems, compounds, biological sequences, proteins...
In any case, the output of our formal methods generally requires a posteriori investigation and filtering by domain experts.
In order to assist them, we rely on two classes of symbolic technics: Semantic Web technologies and Formal Concept Analysis (FCA).
They both aim at the formalization and management of knowledge, that is, the explicitation of relations occuring in structured data.
These technics complement each other: the production of relevant concepts in FCA highly depends on the availability of semantic annotations using a controlled set of terms and conversely, building and exploiting ontologies is a complex process that can be made much easier with FCA.

        Integrating heterogenous data with semantic web technologies
The emergence of ontologies in biomedical informatics and bioinformatics happened in parallel with the development of the Semantic Web in the computer science community  [88]. Let us recall that the Semantic Web is an extension of the current Web that provides an infrastructure integrating data and ontologies in order to support unified reasoning. Since the beginning, life sciences have been a major application domain for the Semantic Web  [52]. This was motivated by the joint evolution of data acquisition capabilities in the biomedical field, and of the methods and infrastructures supporting data analysis (grids, the Internet...), resulting in an explosion of data production in complementary domains  [60], [53]. Consequently, Semantic Web technologies have become an integral part of translational medicine and translational bioinformatics  [63]. The Linked Open Data project promotes the integration of data sources in machine-processable formats compatible with the Semantic Web [59], with a strong involvement of life sciences in this initiative.

        However, a specificity of life sciences “data deluge” is that the proportion of generated data is much higher than in the more general “big data phenomenon”, and that these data are highly connected  [91].
The bottleneck that once was data scarcity now lies in the lack of adequate methods supporting data integration, processing and analysis. [78]. Each of these steps typically hinges on domain knowledge, which is why they resist automation. This knowledge can be seen as the set of rules representing in what conditions data can be used or can be combined for inferring new data or new links between data.

        In this setting, we are working on the integration of Semantic Web resources with our data analysis methods in order to take existing biological knowledge into account. We have introduced several methods to interpret semantic similarities and particularities [58], [57]. We now focus our attention on the semi-automated construction of RDF abstractions of heterogeneous datasets which can be handled by non-expert users. This allows both to automatically prepare input datasets for the other methods developed in the team and to analyse the output of the methods in a wide knowledge context.

        
          
            
          
          
            Figure
	4. Data-sciences methods based-on semantic-web technologies and formal concept analysis allows for the knowledge-based post-processing of the results of bioinformatics methods.
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        Using Formal concept analysis to explore the results of bioinformatics analyses  Formal concept analysis aims at the development of conceptual structures which can be logically activated for the formation of judgments and conclusions [96]. It is used in various domains managing structured data such as knowledge processing, information retrieval or classification [79]. In its most simple form, one considers a binary relation between a set of objects and a set of attributes. In this setting, formal concept analysis formalizes the semantic notions of extension and intension.
Concepts are related within a lattice structure (Galois connection) by subconcept-superconcept relations, and this allows drawing causality relations between attribute subsets.
In bioinformatics, it has been used to derive phylogenetic relations among groups of organisms [77], a classification task that requires to take into account many-valued Galois connections. We have proposed in a similar way a classification scheme for the problem of protein assignment in a set of protein families [65].

        One of the most important issue with concept analysis is due to the fact that current methods remain very sensitive to the presence of uncertainty or incompleteness in data. On the other hand, this apparent defect can be reversed to serve as a marker of incompleteness or inconsistency [66].
Following this inspiration, we have proposed a methodology to tackle the problem of uncertainty on biological networks where edges are mostly predicted links with a high level of false positives [97]. The general idea consists to look for a tradeoff between the simplicity of the conceptual representation and the need to manage exceptions. As a very prospective challenge, we are exploring the idea of using ontologies to help this or to help ontology refinement using concept analysis [80], [56], [83].

        More generally, common difficult tasks in this context are visualization, search for local structures (graph mining) and network comparison. Network compression is a good solution for an efficient treatment of all these tasks. This has been used with success in power graphs, which are abstract graphs where nodes are clusters of nodes in the initial graph and edges represent bicliques between two sets of nodes [85]. In fact, concepts are maximal bicliques and we are currently developing the power graph idea in the framework of concept analysis.
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        Application domain in bioinformatics

        As mentioned before, our main goal in biology is to characterize groups of genetic actors that control the response of living species capable of facing extreme environments.
To focus our developments, applications and collaborations, we have identified three biological questions which deserve integrative studies. Each axis may be considered independently from the others although their combination, a mid-term challenge, will have the best impact in practice towards the long-term perspective of identifying proteins controlling the production of a metabolite of industrial interest. It is illustrated in our presentation for a major algae product: polyunsaturated fatty acids (PUFAs) and their derivatives.

        Integrative biology with combinatorial optimization. The first axis of the project (data integration) aims at identifying who is involved in the specific response of a biological system to an environmental stress. Targeted actors will mainly consist in groups of genetic products or biological pathways. For instance, which pathways are involved in the specific production of PUFAs in brown algae? The main work is to represent in a system of logical constraints the full knowledge at hand concerning the genetic or metabolic actors, the available observations and the effects of the system dynamics. To this aim, we focus on the use of Answer Set Programming as we are experienced in modeling with this paradigm and we have a strong partnership with a computer science team leader in the development of dedicated grounders and solvers (Potsdam university). See Sec. 3.1.

        Systems biology with discrete dynamical modeling. Once a model is built and its main actors are identified, the next step is to clarify how they combine to control the system. This is the second axis of the project.
Roughly, the fine tuning of the system response may be of two types. Either it results from the discrete combinatorics of the actors, as the result of a genetic adaptation to extreme environmental conditions or the difference between species is rather at the enzyme-efficiency level. For instance, if PUFAs are found to be produced using a set of pathways specific to brown algae, our work on dynamical modeling will consist to apply constraint-based combinatorial approaches to select consistent combinations of pathways controlling the metabolite production. Otherwise, if enzymes controlling the production of PUFAs are found to be expressed in other algaes, it suggests that
the response of the system is rather governed by a fine quantitative tuning of pathways. In this case, we use  symbolic dynamics and average-case analysis of algorithms to weight the respective importance of interactions in observed phenotypes (see Sec. 3.2 and Fig. 2). This specific approach is motivated by the quite restricted spectrum of available physiological observations over the asymptotic dynamics of the biological system.

        Biological sequence annotation with grammatical inference and modelling In order to check the accuracy of in-silico predictions, a third research axis of the team is to extract genetic actors responsible of
biological pathways of interest in the targeted organism and locate them in the genome. In our guiding example, active proteins implied in PUFAs controlling pathways have to be precisely identified. Actors structures are represented by syntactic models (see Fig. 3). We use  knowledge-based induction on far instances for the recognition of new members of a given sequence family within non-model genomes (see Fig. 3). A main objective is to model
enzyme specificity with  highly expressive syntactic structures - context-free model - in order to take into account constraints imposed by local domains or long-distance interactions within a protein sequence. See Sec. 3.3 for details.

        Data classification with data sciences All the methods presented in the previous section usually result in pools of candidates which equivalently explain the data and knowlegde. These candidates can
by dynamical systems, compounds, biological sequences, proteins... In any case, the output of our formal methods generally deserves a a-posteriori investigation and filtering.
To that goal, we rely on two classes of symbolic technics: semantic web technologies and Formal Concept Analysis See Sec. 3.4 for details.
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        Application fields in biology

        Our methods are applied in several fields of molecular biology.

        Our main application field is marine biology, as it is a transversal field with respect to issues in integrative biology, dynamical systems and sequence analysis. Our main collaborators work at the Station Biologique de Roscoff. We are strongly involved in the study of brown algae: the meneco, memap and memerge tools were designed to realize a complete reconstruction of metabolic networks for non-benchmark species [82], [68]. On the same application model, the pattern discovery tool protomata learner combined with supervised bi-clustering based on formal concept analysis allows for the classification of sub-families of specific proteins [65].
The same tool also allowed us to gain a better understanding of cyanobacteria proteins [3]. At the larger level of 4D structures, classification technics have also allowed us to introduce new methods for the characterization of viruses in marine metagenomic sample [19]. Finally, in dynamical systems, we use asymptotic analysis (tool pogg) to decipher the initiation of sea urchin translation [55] [24]. We are currently involved in two new applications in this domain: the team participates to a Inria Project Lab program with the Biocore and Ange Inria teams, focused on the understanding on green micro-algae; and we are involved in the deciphering of phytoplancton variability at the
system biology level in collaboration with the Station Biologique de Roscoff (ANR Samosa).

        In micro-biology, our main issue is the understanding of bacteria living in extreme environments, mainly in collaboration with the group of bioinformatics at Universidad de Chile (funded by CMM, CRG and Inria-Chile). In order to elucidate the main characteristics of these bacteria, we develop efficient methods to identify the main groups of regulators for their specific response in their living environment. To that purpose, we use constraints-based modeling and combinatorial optimization. The integrative biology tools meneco bioquali, ingranalysis, shogen, lombarde were designed in this context [6]. in 2016, two applications focused on the study of extremophile consortium of bacteria have been performed with these tools [15], [13]. In parallel, in collaboration with Ifremer (Brest), we have conducted similar work to decipher protein-protein interactions within archebacteria [81]. Our sequence analysis tool (logol) allowed us to build and maintain a very expressive CRISPR database [10] [54].

        Similarly, in agriculture, our goal is to propose methods to identify regulators of very complex phenotypes related to environmental issues. In collaboration with researchers from Inra/Pegase and Inra/Igeep laboratories, we develop methods to distinguish the response of breeding animals to different diaries or treatments [47] and characterize upstream transcriptional regulators [61], with applications in porks [70], [71] [20]. The pattern matching tool logol also allows for a fine identification of transcription factor motifs applied to chicken [67] [54]. Semantic-based analysis was useful for interpreting differences of gene expression in pork meat  [72]. Finally, Constraints-based programming also allows us to decipher regulators of reproduction for pea aphids [75], [98] and paved the way to the recent research track initiated in the team about integration of heterogeneous data with RDF-technologies (see askomics software) [37], [45].

        Similarly, in agriculture, our goal is to propose methods to identify regulators of very complex phenotypes related to environmental issues. In collaboration with researchers from Inra/Pegase laboratory, we develop methods to distinguish the response of breeding animals to different diaries or treatments [47] and characterize upstream transcriptional regulators [61], applied to porks [70], [71] [20]. The pattern matching tool logol also allows for a fine identification of transcription factor motifs applied to chicken [67] [54]. Semantic-based analysis was useful for interpreting differences of gene expression in pork meat  [72].

        In addition, constraints-based programming also allows us to decipher regulators of reproduction for the pea aphid, an insect that is a pest on plants [75], [98]. This was performed in collaboration with Inra/Igepp . This paved the way to the recent research track initiated in the team about integration of heterogeneous data with RDF-technologies (see askomics software) [37], [45] and about graph-compression (see powergrasp software).

        In bio-medical applications, we focus our attention on the confrontation of large-scale measurements with large-scale knowledge repositories about regulation pathways such as Transpath, PID or pathway commons. In collaboration with Institut Curie, we have studied the Ewing Sarcoma regulation network to test the capability of our tool bioquali to accurately correct and predict a large-scale network behavior [51]. Our ongoing studies in this field focus on the exhaustive learning of discrete dynamical networks matching with experimental data, as a case study for modeling experimental design with constraints-based approaches. To that purpose, we collaborate with J. Saez Rodriguez group at EBI [94] and N. Theret group at Inserm/Irset (Rennes) [49]. The dynamical system tools caspo and cadbiom were designed within these collaborations. Ongoing studies focus on the understanding of the metabolism of xenobiotics (mecagenotox program)
and the filtering of sets of regulatory compounds within large-scale signaling network (TGFSysBio project).
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        Highlights of the Year

        The first main novelty in 2016 is the release of our first methods and tools based on semantic web technologies. These methods enable the pre-processing of heterogeneous data prior to their integration in the toolboxes developped by the team. Methods for the transparent integration and querying of heterogeneous data (AskOmics) as well as the user-friendly tracable reconstruction of
metabolic networks (PADmet package) have been developped in collaboration with our main partners (INRA Rennes, University of Chile, Station biologique de Roscoff) to facilitate the comparison of phenotypes accross several species or several strains.
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        AskOmics

        Keywords:  RDF - SPARQL - Querying - Graph

        
          Functional Description 
        

        AskOmics allows to load heterogeneous bioinformatics data (formatted as tabular files or directly in RDF) into a Triple Store system using a user-friendly web interface. AskOmics also provides an intuitive graph-based user interface supporting the creation of complex queries that currently require hours of manual searches across tens of spreadsheet files. The elements of interest selected in the graph are then automatically converted into a SPARQL query that is executed on the users' data.

        
          	
             Authors: Charles Bettembourg, Yvanne Chaussin, Anthony Bretaudeau, Olivier Filangi, Fabrice Legeai and Olivier Dameron

          

          	
             Partners: CNRS - INRA - Université de Rennes 1

          

          	
             Contact: Fabrice Legeai

          

          	
            
               
              https://github.com/askomics/askomics
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        PADMet

        PortAble Database for Metabolism

        Keywords:  Bioinformatics - Toolbox - Metabolic networks - Standardization

        
          Functional Description 
        

        The PADMet package allows conciliating genomics and metabolic network information used to produce a genome-scale constraint-based metabolic model within a database that traces all the reconstruction process steps. It allows representing the metabolic model in the form of a Wiki containing all the used/traced information. Other standard outputs are made available with the package. The main concept underlying PADMet-Package is to provide solutions that ensure the consistency, the internal standardization and the reconciliation of the information used within any workflow that combines several tools involving metabolic networks reconstruction or analysis. The PADMet package is at the core of the AuReMe workflow, dedicated to the primary reconstruction of genome-scale metabolic networks from raw data. It allows the study of organisms for which few experimental data are available. Its main feature is to undergo the reconstruction of the metabolic network by combining several heterogeneous knowledge and data sources, including the information reported by several scaffold metabolic networks for cousin species.

        
          	
             Partners: CNRS - Inria - Université de Rennes 1 - University of Chile.

          

          	
             Contact: Meziane Aite

          

          	
            
               
              https://gitlab.inria.fr/DYLISS/padmet-toolbox
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        PowerGrASP

        Power Graph compression in ASP

        Keywords:  Bioinformatics - Constraint-based Programming - Data visualization - Optimization - Decomposition - Graph - Graph visualization - Pattern extraction - Answer Set Programming - Formal concept analysis

        
          Functional Description 
        

        Implementation of graph compression methods oriented toward visualization, and based on power graph analysis. The method relies of formal concept analysis and is implemented in the declarative langage Answer Set Programming. It is applied to regulatory networks currently produced in the domain of bioinformatics.

        
          	
             Participants: Lucas Bourneuf, Jacques Nicolas

          

          	
             Partners: Inria - Université de Rennes 1 - INRA.

          

          	
             Contact: Lucas Bourneuf

          

          	
             URL: http://github.com/aluriak/powergrasp
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        Platforms and toolboxes

        A goal of the team is to facilitate interplays between tools for biological data analysis and integration. Our tools aim at guiding the user to progressively reduce the space of models (families of sequences of genes or proteins, families of keys actors involved in a system response, dynamical models) which are compatible with both knowledge and experimental observations.

        Most of our tools are developed in collaboration with the GenOuest resource and data center hosted in the IRISA laboratory, including their computer facilities [more info].
It worths considering them into larger dedicated environments to benefit from the expertise of other research groups.

        
          	
             The BioShadock repository allows one to share the different docker containers that we are developing [website].

          

          	
             The Inria chile Mobyle portal gathers some of the tools that were developed in collaboration with Dyliss, such as meneco, shogen and lombarde [website].

          

          	
             The bioASP portal gather most of ASP-based python packages that we are developping in collaboration with Potsdam university [website]

          

          	
             The GenOuest galaxy portal now provides access to most tools for integrative biology and sequence annotation (access on demand).

          

        

        
        AuReMe - Tracable reconstruction of metabolic networks

        The toolbox AuReMe allows for the Automatic Reconstruction of Metabolic networks based on the combination of multiple heteregeneous data and knowledge sources. Since 2016, the workflow has been made available as a Docker image to facilitate its distribution among the scientific community [web page].

        
          	
             The Model-management PADmet module allows conciliating genomics and metabolic network information used to produce the metabolic model within a local database that traces all the reconstruction process steps and to connect software in the pipeline. This toolbox was completly redesigned in 2016. [package]

          

          	
             The meneco python package allows filling the gaps of a metabolic network by using a qualitative approach to elaborate the biosynthetic capacities; the problem is viewed as a combinatorial optimization problem encoded in a Answer Set Programming Problem [87] [64]. [python package].

          

          	
             The shogen python package allows aligning genome and metabolic network to identify genome units which contain a large density of genes coding for enzymes that regulate successive reactions of metabolic pathways; the problem is also encoded with an ASP program. [62]. [python package].

          

          	
             The Manual curation assistance PADmet module allows for curating the reported metabolic networks and modify metadata [package].

          

          	
             The Wiki-export PADmet module enables the export of the metabolic network and its functional genomic unit as a local wiki platform allowing the user-friendly investigation of the network together with the main steps used to reconstruct it. It was developed in 2016. [package].

          

        

        
        Filtering interaction networks with graph-based optimization criteria

        The goal is to offer a toolbox for the reconstruction of networks from genome, literature and large-scale observation data (expression data, metabolomics...) in order to elucidate the main regulators of an observed phenotype. Most of the optimization issues are addressed with Answer Set Programming.

        
          	
             The lombarde package enables the filtering of transcription-factor/binding-site regulatory networks with mutual information reported by the response to environmental perturbations. The high level of false-positive interactions is filters according to graph-based criteria. Knowledge about regulatory modules such as operons or the output of the shogen package can be taken into account [48][13] [web server].

          

          	
             The KeyRegulatorFinder package allows searching key regulators of lists of molecules (like metabolites, enzymes or genes) by taking advantage of knowledge databases in cell metabolism and signaling. The complete information is transcribed into a large-scale interaction graph which is filtered to report the most significant upstream regulators of the considered list of molecules [61] [package].

          

          	
             The powerGrasp python package provides an implementation of graph compression methods oriented toward visualization, and based on power graph analysis. [package].

          

          	
             The iggy package enables the repairing of an interaction graph with respect to expression data. It proposes a range of different operations for altering experimental data and/or a biological network in order to re-establish their mutual consistency, an indispensable prerequisite for automated prediction. For accomplishing repair and prediction, we take advantage of the distinguished modeling and reasoning capacities of Answer Set Programming. [5] [93] [Python package] [web server].

          

        

        
        Caspo - Studying synchronous boolean networks

        The caspo pipeline is dedicated to automated reasoning on logical signaling networks. The main underlying issue is that inherent experimental noise is considered, so that many different logical networks can be compatible with a set of experimental observations.

        Software provides an easy to use software for the study of synchronous logical (boolean) networks. In 2016, the tool was redesigned to enhance its functionalities and integrated in a docker container to facilitate its use on any platform [86] [28]
[python package and docker container].

        
          	
             The caspo-learn module performs an automated inference of logical networks from the observed response to different perturbations (phosphoproteomics datasets). It allows for identifying admissible large-scale logic models saving a lot of efforts and without any a priori bias. It is also included in the cellNopt package (http://www.cellnopt.org/) [7] [94].

          

          	
             The caspo-classify, predict and visualize modules allows for classifying a family of boolean networks with respect to their input–out- put predictions [7].

          

          	
             The caspo-design module designs experimental perturbations which would allow for an optimal discrimination of rival models in a family of boolean networks [95].

          

          	
             The caspo-control module identifies key-players of a family of networks: it computes robust intervention strategies (i.e. inclusion minimal sets of knock-ins and knock-outs) that force a set of target species or compounds into a desired steady state [73].

          

          	
             caspo-timeseries module have been designed by our colleagues from LRI as an extension of the caspo pipeline to take into account time-series observation datasets in the learning procedure [23] [python package and docker container].

          

        

        
        cadbiom - Building and analyzing the asynchronous dynamics of enriched logical networks

        Based on Guarded transition semantic, the cadbiom software provides a formal framework to help the modeling of biological systems such as cell signaling network. It allows investigating synchronization events in biological networks. In 2016, the tool was integrated in a docker container in order to facilitate its use on any platform [49] [docker container] [web server].

        
          	
             The cadbiom graphical interface is useful to build and study moderate size models. It provides means for model exploration, simulation and checking. For large-scale models, the graphical interface allows to focus on specific nodes of interest.

          

          	
             The cadbiom API allows to load a model (including large-scale ones), perform static analysis (exploration, frontier computation, statistics, and dependence graph computation) and check temporal properties on a finite horizon in the future or in the past.

          

          	
             Exploring large-scale knowledge repositories A main feature of cadbiom is that automatic translation of the large-scale PID repository (about 10,000 curated interactions) have been automatically translated into the cadbiom formalism. Therefore, the API allows for computing the upstream regulators of any set of genes based on this large-scale repository.

          

        

        
        Protomata - Expressive pattern discovery on protein sequences

        Protomata is a machine learning suite for the inference of automata characterizing (functional) families of proteins from available sequences. Based on a new kind of alignment said partial and local, it learns precise characterizations of the families – beyond the scope of classical sequence patterns such as PSSM, Profile HMM, or Prosite Patterns – allowing to predict new family members with a high specificity.

        Protomata gives access to the three main modules as stand-alone programs, which are also integrated in a single workflow protomata-learner:

        
          	
             Paloma builds partial local multiple alignments;

          

          	
             Protobuild infers automata from these alignements;

          

          	
             Protomatch and Protoalign scan, parse and align new sequences based on the automata infered previously. This module was improved in 2016 by embedding new options to score the sequences with respect to all accepting paths (Forward score) in addition to the scoring module based on the best path (Viterbi score). More generally, we have worked on the efficiency of the automata's weighting scheme based on the state-of-the-art schemes used for profile HMMs.

          

        

        The suite is completed by many tools to handle or visualize data and can be used online via a [web interface].

        
        Logol - Complex pattern modelling and matching

        The Logol toolbox is a swiss-army-knife for pattern matching on DNA/RNA/Protein sequences, using a high-level grammatical formalism to permit a large expressivity for patterns [54]. A Logol pattern consists in a complex combination of motifs (such as degenerated strings) and structures (such as imperfect stem-loop ou repeats). Compared to other specialized pattern matching tools, some of the Logol key features are the possibilities to divide a pattern description into several sub-patterns, to enable the use of ambiguous models or to permit the inclusion of negative conditions in a pattern definition. Possible fields of application are the detection of mutated binding sites [32] or stem-loop identification (e.g. in CRISPR (http://crispi.genouest.org/) [10]) [web page].

        
          	
             The Graphical designer allows a user to iteratively build a complex pattern based on basic graphical patterns. The associated grammar file is an export of the graphical designer. In 2015, the efficiency of the tool was improved by slight evolutions of the underlying grammar.

          

          	
             The LogolMatch parser takes as input a biological (nucleic or amino acid) sequence and a grammar file (i.e. a pattern). It combines a grammar analyzer, a sequence analyzer and a prolog Library. It returns a file containing all the occurrences of the pattern in the sequence with their parsing details.

          

          	
             Full genome analysis, and connection to biological databases have been made available recently.
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        Data integration and pre-processing with semantic-based technologies

        Participants :
	Meziane Aite, Marie Chevallier, Olivier Dameron, Aurélie Evrard, Clémence Frioux, Xavier Garnier, Jeanne Got, François Moreews, Yann Rivault, Anne Siegel, Pierre Vignet, Denis Tagu, Camille Trottier.

        Integration and query of biological datasets with Semantic Web technologies. The purpose of this work is to obtain quick answers to biological questions demanding currently hours of manual search in several spreadsheet results files. We introduce an integration and interogation framework using an RDF model and the SPARQL query language. It allows biologists to transparently integrate and query their data without any a priori proficiency about RDF and SPARQL. [O. Dameron, A. Evrard, X. Garnier] [37], [45]

        Handling the heterogeneity of genomic and metabolic networks data within flexible workflows with the PADMet toolbox A main challenge of the era of fast and massive genome sequencing is to transform sequences into biological knowledge. The high diversity of input files and tools required to run any metabolic networks reconstruction protocol represents an important drawback: it appears very difficult to ensure that input files agree among them. Such a heterogeneity produces loss of information during the use of the protocols and generates uncertainty in the final metabolic model. Here we introduce the PADMet-toolbox which allows conciliating genomic and metabolic network information. The toolbox centralizes all this information in a new graph-based format: PADMet (PortAble Database for Metabolism) and provides methods to import, update and export information. For the sake of illustration, the toolbox was used to create a workflow, named AuReMe, aiming to produce high-quality genome-scale metabolic networks and eventually input files to feed most platforms involved in metabolic network analyses. We applied this approach to two exotic organisms and our results evidenced the need of combining approaches and reconciling information to obtain a functional metabolic network to produce biomass.
[M. Chevallier, M. Aite, C. Frioux, J. Got, A. Siegel, C. Trottier, P. Vignet] [34]

        PEPS: a platform for supporting studies in pharmaco-epidemiology using medico-administrative databases We showed that Semantic Web technologies are technically adapted for representing patients' data from medico-administrative databases as RDF and querying them using SPARQL. We also demonstrated that this approach is relevant as it supports the combination of patients' data with hierarchical knowledge in order to address the problem of reconciling precise patients data with more general query criteria. [O. Dameron, Y. Rivault] [33], [31], [30]

        Telemedicine : ontology-based reasoning and data integration We have developed a system based on a formal ontology that integrates the alert information and the patient data extracted from the electronic health record in order to better classify the importance of alerts. A pilot study was conducted on atrial fibrillation alerts. The results suggest that this approach has the potential to significantly reduce the alert burden in telecardiology. The methods may be extended to other types of connected devices. We also worked on a telemedicine application for monitoring patients with chronic diseases. We proposed an architecture supporting data exchange in the context of multiple chronic diseases [O. Dameron] [26], [25], [18]


      

      
      

      
    

  
    
    
      
      
      

      
      
        
        Section: 
      New Results

        Data and knowledge integration based on combinatorial optimization

        Participants :
	Marie Chevallier, Damien Eveillard, Jeanne Got, Julie Laniau, François Moreews, Jacques Nicolas, Anne Siegel.

        Packing graphs with ASP for landscape simulation This study is part of a more general research track on graph compression, a fundamental issue for the analysis of biological networks that we address with Answer Set Programming (ASP)modelling. The general issue is to cover a given graph by a set of subgraphs. The IJCAI paper describes an application to crop allocation for generating realistic landscapes. The aim is to cover optimally a bare landscape, represented by its plot graph, with spatial patterns describing local arrangements of crops. This problem belongs to the hard class of graph packing problems. The approach provides a compact solution to the basic problem and at the same time allows extensions such as a flexible integration of expert knowledge. Particular attention is paid to the treatment of symmetries, especially due to sub-graph isomorphism issues. Experiments were conducted on a database of simulated and real landscapes. Currently, our program can process graphs of medium size, a size that enables studies on real agricultural practices. [J. Nicolas] [29]

        Deciphering transcriptional regulations coordinating the response to environmental changes
We introduce a method that extracts from a transcriptional regulatory network determined from a set of predicted transcription factors (TF) and binding site (BS) a subnetwork explaining a given set of observed co-expressions, highlighting those TFs and BSs most likely involved in the co-regulation. The method solves an optimization problem on a graph to select confident paths within the given transcriptional regulatory network joining a putative common regulator with two co-expressed genes via regulatory cascades. It provides a useful modeling scheme for deciphering the regulatory mechanisms that underly the phenotypical response of an organism to environmental challenges and can be used as a reliable tool for further research on genome scale transcriptional regulation studies. [M. Chevallier, D. Eveillard, A. Siegel] [13]

        Putative bacterial interactions from metagenomic knowledge with an integrative systems ecology approach. Our software tool shogen [62] was used to decipher functional roles within a consortium of five mining bacteria through the integration of genomic and metabolic knowledge at genome scale. We first reconstructed a global metabolic network. Next, using a parsimony assumption, we deciphered sets of genes, called Sets from Genome Segments (SGS), that (i) are close on their respective genomes, (ii) take an active part in metabolic pathways and (iii) whose associated metabolic reactions are also closely connected within metabolic networks. The use of SGS (shogen) pinpoints a functional compartmentalization among the investigated species and exhibits putative bacterial interactions necessary for promoting these pathways. [M. Chevallier, D. Eveillard, A. Siegel] [15]

        Molecular alterations induced by a high-fat high-fiber diet in porcine adipose tissues: variations according to the anatomical fat location Our methods based on the integration of metabolic and regulatory regulations [61] were combined to statistical approaches and applied to the understanding of fatty acid metabolism in porcs and chicken. The analyses evidenced that a high-fat high-fiber diet depressed glucose and lipid anabolic molecular pathways, thus counteracting adipose tissue expansion. Interaction effects between dietary intake of fiber and lipids on gene expression may modulate innate immunity and inflammation, a response which is of interest with regard to chronic inflammation and its adverse effects on health and performance. [F. Moreews, A. Siegel] [20]
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        Systems biology

        Participants :
	Jérémie Bourdon, Jean Coquet, Victorien Delannée, Jacques Nicolas, Anne Siegel, Nathalie Théret, Pierre Vignet.

        Representation of symbolic dynamical systems generated by a substitution.
Iterated morphisms are combinatorial processes which are related to several classes of dynamical systems appearing in several fields of computer sciences and mathematics: numeration, ergodic theory, discrete geometry. They may be associated to fractal sets called "Rauzy fractals" whose topological properties are linked to the properties
of the underlying dynamical system. We have introduced a generic algorithm framework to check such topological properties within a complete family of iterated morphism.
This makes efficient the verification of conjectures on several families of substitutions related to multi-dimensional continued fraction algorithms. [A. Siegel] [14]

        Identification of logical models for signaling pathways.
Logical models of signaling pathways are a promising way of building effective in silico functional models of a cell. The automated learning of Boolean logic models describing signaling pathways can be achieved by training to phosphoproteomics data. In our work, combinatorial optimization methods based on recent logic programming paradigm allow to enumerate, and discriminate the family of logical models explaining data. Together, these approaches enable a robust understanding of the system response. The results are implemented in the caspo software. The main weakness of ASP-based learning algorithm is that they focus on the comparison of two time-points and assumes that the system has reached an early steady state. We have generalized such a learning procedure in order to discriminate Boolean networks according to their transient dynamics. To that goal, we exhibit a necessary condition that must be satisfied by a Boolean network dynamics to be consistent with a discretized time series trace. [A. Siegel] [23], [28]

        Model of the Delayed Translation of Cyclin B Maternal mRNA After Sea Urchin Fertilization. An extended model of the numerical model introduced in [74] was developed to have a better understanding of the role of cyclin B in protein synthesis within
minutes after fertilization of sea urchin eggs. The model confirms that regulation of cyclin B biosynthesis is an example of a select protein whose translation is controlled by pathways that are distinct from housekeeping proteins, even though both involve the same cap-dependent initia- tion pathway. Therefore, this model should help provide insight to the signaling utilized for the biosynthesis of cyclin B and other select proteins. [J. Bourdon, A. Siegel] [24]

        Deciphering pathways involved in TGF-β signalling network.
TGF-β is a multifunctional cytokine that regulates mammalian development, differentiation, and homeostasis. As a growth inhibitor of epithelial, endothelial, and hematopoietic cells, TGF-β is a potent anticancer agent in normal tissue. At the opposite TGF-β acts as a promoter of tumor by inducing the hallmarks of the cancer. Consequently targeting the deleterious effects of TGF-β without affecting its physiological role is the common goal of therapeutic strategies. While several strategies based on blocking TGF-β antibodies or small inhibitors of TGF-β receptors have been investigated, they did not take into account the impact of the (extracellular matrix) ECM remodeling that regulates TGF-β bioavailability and the complexity of TGF-β-dependent signaling pathways which regulate both physiological and pathological processes depending on context. In accordance with this, we recently demonstrated the benefical anti-tumor effect of the interplay between TGF-β signaling and the CD103 integrin pathway. At the opposite we have previously demonstrated that the disintegrin ADAMTS1 promotes TGF-β activation in chronic liver disease and we recently characterized interaction with inhibitor peptide to block such effects, using in silico approach. Importantly, we need to take into account a system-wide view and develop predictive models for therapeutic benefit. In that context we demonstrated that the ratio of TGFBR2 to TGFBR1 receptors concentrations can be used to discriminate between metastable regimes of TGF-β signaling model and predic the tumor cell aggressiveness [N. Théret][27], [16], [21].
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        Sequence and structure annotation

        Participants :
	Aymeric Antoine-Lorquin, Catherine Belleannée, François Coste, Jacques Nicolas.

        Detection of mutated primers on metagenomics sequences to detect more species.
In targeted metagenomics, an initial task is the detection in each sequence of the primers used for amplifying the targeted region.
The selected sequences are then trimmed and clustered in order to inventory species present in the sample.
Common pratices consist in retaining only the sequences with perfect primers (i.e. non-mutated by sequencing error).
In the context of a study characterizing the biodiversity of tropical soils in unicellular eukaryotes,
we have implemented the search for mutated primers, using the grammatical pattern matching tool Logol, and
shown that retrieving sequences with mutated primers has a significant impact on targeted metagenomics results, as it makes possible to detect more species (7% additional OTUs in our study) [A. Antoine-Lorquin, C. Belleannée] [32], [11].

        VIRALpro: a tool to identify viral capsid and tail sequences.
Not only sequence data continues to outpace annotation information, but the problem is further exacerbated when organisms are underrepresented in the annotation databases. This is the case with non human-pathogenic viruses which occur frequently in metagenomic projects. Thus there is a need for tools capable of detecting and classifying viral sequences. Based on machine learning techniques, we have proposed a new effective tool for identifying capsid and tail protein sequences, which are the cornerstones toward viral sequence annotation and viral genome classification. The software and corresponding web server are publicly available as part of the SCRATCH suite. [F. Coste, C. Galiez] [19]

        Learning substitutable context-free grammars to model protein families.
In the first experiments on learning substitutable context-free grammars to model protein families, an identified bottleneck for larger scale experimentation was parsing time. We have implemented a new parsing strategy enabling to handle efficiently the ambiguity of 'gap loops', enabling a factor 20 speedup in practice. We have also begun to investigate the inference of more expressive classes, said contextually substitutable, and have proposed a refined graph approach to learn smaller contextually substitutable grammars from smaller training samples in the framework that we have initiated with ReGLiS. [F. Coste] [43], [35]

        How to measure the topological quality of protein grammars?
To assess the quality of grammars modelling protein families, one is interested in their performances to predict new members of the families, classically measured on the basis of recall and precision in the machine learning framework, but also by their modelling power, which is more difficult to evaluate. We propose here to address this later point by measuring the consistency of grammar's parse trees with 3D structures of proteins, when they are available, by the introduction of a set of measures based on respective internal distances. [F. Coste] [36]

        Tutorial chapter: Learning the Language of Biological Sequences. Learning the language of biological sequences is an appealing challenge for the grammatical inference research field. While some first successes have already been recorded, such as the inference of profile hidden Markov models or stochastic context-free grammars which are now part of the classical bioinformatics toolbox, it is still a source of open and nice inspirational problems for grammatical inference, enabling us to confront our ideas to real fundamental applications. As an introduction to this field, we survey here the main ideas and concepts behind the approaches developed in pattern/motif discovery and grammatical inference to characterize successfully the biological sequences with their specificities. [F. Coste] [40]
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        Promoting Scientific Activities

        
        Scientific Events Selection

        
        Member of the Conference Program Committees

        
          	
             JOBIM (2016): French conference of Bioinformatics [A. Siegel]

          

          	
             BBCC (2015): Bioinformatica e Biologia Computazionale in Campania [O. Dameron]

          

          	
             IC 2016 Atelier IA et santé, Symposium sur l'Ingénierie des Connaissances [O. Dameron]

          

          	
             JFO 2016: Journées Francophones sur les ontologies [O. Dameron]

          

          	
             SASB 2016: The six international workshop on static analysis and system biology [N.Théret]

          

          	
             ICGI 2016: The 13th International Conference on Grammatical Inference [F. Coste]

          

        

        
        Review

        
          	
             ISMB 2016, Biotechno 2016 [A. Siegel]

          

        

        
        Journal

        
        Member of the Editorial Boards

        
          	
             Academic editor: Plos One [J. Bourdon]

          

        

        
        Reviewer - Reviewing Activities

        
          	
             Journal of Mathematical Biology. Bioinformatics. Theorie des Sciences Informatiques. [A. Siegel]

          

          	
             Briefings in Bioinformatics, Journal of Biomedical Informatics, Journal of Biomedical Semantics. [O. Dameron]

          

          	
             Molecular Cancer, Oncotarget,Hepatology, Int J cancer, Bioinformatics and Biology Insight, Chembioint, Cell death and Disease, Plos One [N. Théret]

          

          	
             IEEE BIBM 2016: IEEE International Conference on Bioinformatics and Biomedicine [F. Coste]

          

        

        
        Invited Talks

        
          	
             M. Aite User-control metabolic network reconstruction within flexible workflows with the PADMet Toolbox, INRA Food Working Group annual assembly, Paris (Jul. 2016)

          

          	
             F. Coste Grammatical inference of protein languages, Seminar of Department of Biomedical Engineering, Wroclaw University of Technology, Polland (May 2016)

          

          	
             F. Coste Partial multiple sequence alignments to model protein families, Theoretical Biology and Bioinformatics Group, Utrecht Univ., Netherland (Sep. 1016)

          

          	
             F. Coste Modelling protein families with Protomata-Learner, University of Chile (Nov. 2016)

          

          	
             C. Trottier The PADMET-Toolbox and AuReMe workflow: application to the genome-scale metabolic network reconstruction of algae, IDEALG project Annual General Meeting, Lorient (Nov. 2016)

          

          	
             C. Frioux Metabolic network gap-filling: parsimonious combinatorial methods to approach biological reality, INRA Food Working Group annual assembly, Paris (Jul. 2016)

          

          	
             C. Frioux Answer Set Programming for bioinformatics and metabolic networks, University of Potsdam Knowledge Processing and Information System group weekly seminar, Potsdam, Germany (Oct. 2016)

          

          	
             A. Siegel Cancer biology in the Dyliss Group, Inria (Mar. 2016)

          

          	
             A. Siegel Identification of logical models for signaling pathways: towards a systems biology loop, EMCTS, Nottingham, UK (Jul. 2016) [39]

          

          	
             A. Siegel An introduction to metabolic networks modelling, INRA (Oct. 2016)

          

          	
             A. Siegel A prospective about the construction of bioId chip based on multi-scale integrative methods, University of Chile (Nov. 2016)

          

          	
             A. Siegel Combinatorial problems related to the reconstruction of genome-scale metabolic networks, University of Lille, Workshop of the BIOSS working group on metabolism (Nov. 2016)

          

          	
             N.Théret Computational modeling to identify biomarkers and targets, DHU2020, Fibrosis and remodelling:
from common pathways to personalized targets, Autumn School (Oct. 2016)

          

        

        
        Leadership within the Scientific Community

        
          	
             Member of the steering committee of the International Conference on Grammatical Inference [F. Coste].

          

          	
             The team was involved in the foundation of a national working group on the symbolic study of dynamical systems named bioss [web access]. The group gathers more 100 scientists, from computer science to biology. Three meetings were organized this year. The group is supported by two French National Research Networks: bioinformatics (GDR BIM : bioinformatique moléculaire) and informatics-mathematics (GDR IM : Informatique Mathématique). It gathered twice in 2016: for a general meeting in Lyon (Jul. 2016) and for a workshop focused on computational and methological insights about metabolic network in Lille (Nov. 2016) [A. Siegel]

          

        

        
        Scientific Expertise

        
          	
             Member (nominated) CNU section 65 [O. Dameron]

          

          	
             Scientific Advisory Board of GDR BIM " Molecular Bioinformatics" [J. Nicolas].

          

          	
             Inria National evaluation board [A. Siegel]

          

          	
             Member of the Operational Legal and Ethical Risk Assessment Committee (COERLE) at Inria [J. Nicolas].

          

          	
             Recruitment committees: Professor (UMPC, Paris) [A. Siegel, N Théret], Associate professor (Nancy) [O. Dameron), Engineer (INRA) [A. Siegel], Inria senior researcher (National committee) [A. Siegel].

          

          	
             Member of the IRISA laboratory council [F. Coste].

          

          	
             Member of the Inria Rennes center council [A. Siegel].

          

          	
             Scientific Advisory Board of Biogenouest [J. Bourdon, N Théret].

          

          	
             Member of SCAS (Service Commun d'Action Sociale) of Univ. Rennes 1 [C. Belleannée].

          

          	
             Member of CUMIR (Commission des Utilisateurs des Moyens Informatiques, Inria Rennes) [F. Coste].

          

          	
             Expertise for Prix Victor et Erminia MESCLE [N. Théret]

          

          	
             Expertise for Ligue Contre le Cancer, InterRégion Rhône-Alpes-Auvergne-Drome-Saone et Loire [N. Théret]

          

          	
             Member of the board of directors of the French Society for biology of the extracellular matrix [N. Théret]

          

        

      

      
      

      
    

  
    
    
      
      
      

      
      
        
        Section: 
      Dissemination

        Teaching - Supervision - Juries

        
        Teaching track responsibilities

        
          	
             Coordination of the doctoral school "Life, Agronomy and Health" of University of Rennes 1 [N. Théret]

          

          	
             Coordination of the master degree "Bioinformatics and genomics", Univ. Rennes1 [O. Dameron]

          

          	
             Coordination of the track "From Data to Knowledge: Machine Learning, Modeling and Indexing Multimedia Contents and Symbolic Data", Master in Computer Science, University of Rennes 1, France [F. Coste].

          

        

        
        Course responsibilities

        
          	
             "Bioinformatique expérimentale", Master 1 in computer science, Univ. Rennes1 & ENS [O. Dameron]

          

          	
             "Bases de mathématiques et probablité" and "Méthodes en informatique", Master1 in public health, Univ. Rennes 1 [O. Dameron]

          

          	
             "Représentation des connaissances biomédicales", Master 2 in public health, Univ. Rennes 1 [O. Dameron]

          

          	
             "Principes de programmation et d'algorithmique", Master 1 in bioinformatics, Univ. Rennes 1 [O. Dameron]

          

          	
             "Gestion de projets informatiques", Master 1 in bioinformatics, Univ. Rennes 1 [O. Dameron]

          

          	
             "Standardisation des connaissances et bio-ontologies", Master 2 in bioinformatics, Univ. Rennes 1 [O. Dameron]

          

          	
             "e-Santé et réseaux hospitaliers", last year in engineering school ESIR, Univ. Rennes 1, [O. Dameron]

          

          	
             "Equilibre Dynamique de la communication Cellulaire" Master 2 in Sciences cellulaire et Moléculaire du Vivant, Univ. Rennes 1 [N. Theret]

          

        

        
        Teaching

        
          	
             Licence: C. Belleannée, Langages formels, 22h, L3 informatique, Univ. Rennes1, France.

          

          	
             Licence: C. Belleannée, Traitement de textes et données tabulées, 40h, L1 informatique, Univ. Rennes1, France.

          

          	
             Licence: C. Belleannée, Algorithmique et Programmation Fonctionnelle, 60, L1 informatique, Univ. Rennes1, France.

          

          	
             Licence: J. Coquet, Algorithmique et Programmation Fonctionnelle, 40h, L1 informatique, Rennes1, France.

          

          	
             Licence: O. Dameron, Biostatistiques, 12h, PACES, Univ. Rennes 1, France.

          

          	
             Licence: V. Delannée, Bureautique, 36h, DFGSP2, Univ. Rennes 1, France.

          

          	
             Licence: C. Frioux, Bureautique, 12h, L1 informatique, Rennes1, France.

          

          	
             Master: C. Belleannée, Algorithmique du texte et bioinformatique, 10h, M1 informatique, Univ. Rennes1, France

          

          	
             Master: C. Belleannée, Préférences, Logique et Contraintes, 40h M1 informatique,Univ. Rennes1, France

          

          	
             Master: F. Coste, Apprentissage Supervisé, 10h, M2 Informatique, Univ. Rennes 1, France

          

          	
             Master: F. Coste, Données Séquentielles Symboliques, 10h, M2 Informatique, Univ. Rennes 1, France

          

          	
             Master: O. Dameron, Bases de mathématiques et probablité, 30h, Master1 in public health, Univ. Rennes 1, France.

          

          	
             Master: O. Dameron, Méthodes en informatique, 50h, Master1 in public health, Univ. Rennes 1, France.

          

          	
             Master: O. Dameron, Bioinformatique expérimentale, 10h, M1 informatique, Univ. Rennes 1 and ENS Rennes, France.

          

          	
             Master: O. Dameron, Principes de programmation et algorithmique, 50h, M1 bioinformatique et génomique, Univ. Rennes 1, France.

          

          	
             Master: O. Dameron, Gestion de projets informatiques, 23h, M1 bioinformatique et génomique, Univ. Rennes 1, France.

          

          	
             Master: O. Dameron, Standardisation des connaissances et bio-ontologies, 24h, M2 bioinformatique et génomique, Univ. Rennes 1, France.

          

          	
             Master: O. Dameron, Représentation des connaissances biomédicales, 20h, M2 bioinformatique et génomique, Univ. Rennes 1, France.

          

          	
             Master: A. Siegel, Integrative and Systems biology, 20h, M2, Univ. Rennes 1, France

          

          	
             Master: N. Théret, Extracellular matrix remodeling and Signaling, 3H, Univ. Rennes 1, France

          

          	
             Master: N. Théret, Extracellular matrix remodeling and Signaling, 3H, Univ. Cergy Pontoise, France

          

          	
             Doctorat: A. Siegel, Modelling the integration of heterogeneous knowledge with Answer Set Programming, 4h, Ecole de printemps, Porquerolles, France

          

        

        
        Supervision

        
          	
             HDR: Olivier Dameron Ontology-based methods for analyzing life science data  [12]

          

          	
             PhD : Aymeric Antoine-Lorquin, TITRE, started in Oct. 2013, supervised by C. Belleannée, defended on the 1st of December 2016 [11]

          

          	
             PhD in progress : Lucas Bourneuf, Justifiable graph decomposition to assist biological network understanding, started in Oct. 2016, supervised by J. Nicolas.

          

          	
             PhD in progress : Jean Coquet, Semantic-based reasoning for biological pathways analysis, started in Oct. 2014, supervised by O. Dameron and N. Théret.

          

          	
             PhD in progress : Victorien Delannée, Optimisation à différentes échelles pour étudier la variabilité de la toxicité de contaminants alimentaires, started in Oct. 2014, supervised by A. Siegel and N. Théret.

          

          	
             PhD in progress : Clémence Frioux, Using preferences in Answer Set Programming to decipher interactions within the species of an ecosystem at the genomic scale, started in Oct. 2015, supervised by A. Siegel.

          

          	
             PhD in progress : Julie Laniau, Méthodes d'optimisation combinatoire pour reconstruire et analyser les systèmes métaboliques de microalgues, started in Oct. 2013, supervised by A. Siegel and D. Eveillard.

          

          	
             PhD in progress : Yann Rivault, Analyse de parcours de soins à  partir de bases de données médico-administratives en utilisant des outils du Web Sémantique : identification de complications et de leurs déterminants suite à  la pose chirurgicale de dispositif médical implantable en ambulatoire , started in Oct. 2015, supervised by O. Dameron and N. Lemeur.

          

        

        
        Juries

        
          	
             Member of Ph-D thesis juries. M. Morterol, Univ. Paris Sud [A. Siegel, reviewer]. A. Rougny, Univ. Paris Sud [A. Siegel, reviewer]. P. Traynard, ENS Paris [A. Siegel, jury member]. A Lamora, Univ. Nantes [N. Théret, reviewer]. L. Alcaraz, Univ. Lyon [N. Théret, reviewer], F Courivaud, UMPC [N. Théret, reviewer]. P Hascoet, Univ. Rennes1 [N. Théret, president]

          

          	
             Member of habilitation thesis juries. O. Dameron, Univ. Rennes 1 [A. Siegel, jury member], A. Chateau, Univ. Montpellier [A. Siegel, reviewer]. M. Elati, Univ. Evry [A. Siegel, reviewer]. L. Levy, Univ Paris-Diderot [N. Théret, reviewer]. C. Le Goff, Univ Paris Descartes [N. Théret, reviewer].

          

          	
             Member of medical thesis jury. P. Hamon, Rennes [O. Dameron, jury member].

          

        

        
        Internships

        
          	
              Internship, from Jan until Jun 2016. Supervised by A. Siegel. Student: Mael Conan. Subject: Reconstruction of the metabolic map of E. Synecchococcus.

          

          	
              Internship, from Jan until Jun 2016. Supervised by M. Chevallier and A. Siegel. Student: Pierre Vignet. Subject: Development of a web interface for the aided-curation of metabolic network identifiers.

          

          	
              Internship, from Jun until Jul 2016. Supervised by O. Dameron and A. Siegel. Student: David Saulpic. Subject: Using formal concept analysis to classify the attractors of perturbated boolean networks.

          

          	
              Internship, from Jan. until Jun 2016. Supervised by J. Nicolas. Student: Lucas Bourneuf. Subject: Model reduction with power graph algorithms.

          

          	
              Internship, from Feb. until Jun 2016. Supervised by F. Coste. Student: Mikael Demirdelen. Subject: Fast parser for biological sequences and a new algorithm for the inference of substitutable languages.

          

          	
              Internship, from Jun until Jul 2016. Supervised by O. Dameron. Student: Arnaud Belcour. Subject: Intégration de données biologiques en RDF pour l'analyse de réseaux de régulation.

          

          	
              Internship, from Jun until Jul 2016. Supervised by O. Dameron. Student: Mael Kerbiriou. Subject: Création et analyse d'un réseau de régulation génique en RDF : application au puceron.

          

          	
              Internship, from Jun until Jul 2016. Supervised by A. Evrard. Student: Xavier Garnier. Subject: Mise à  jour et développement d'AskOmics, outil d'intégration et d'interrogation de données biologiques.

          

          	
             Internship, from Jan. until Jun. 2016. Supervised by C. Belleannée. Student: Nathan Alary. Subject: Données génomiques et données ChIP-Seq au service de la prédiction de sites de fixation d'un facteur de transcription. Application au facteur LXRalpha.

          

          	
              Internship, from Mar until Aug 2016. Supervised by J. Got. Student: Sanae El Mhijar, Subject: Analyse et vérifications du réseau métabolique de
Tisochrysis lutea.

          

          	
             Internship, from May until Jul 2016. Supervised by F. Coste. Student: RemySun, Subject: Learning Deep Latent Features of Proteins.

          

          	
             Internship, from Jun. until Jul. 2016. Supervised by F. Morreews. Student: Vivien Le Breton Subject: RDF et SPARQL pour l'integration de réseaux métaboliques et génétiques de
référence.

          

          	
             Internship, from Jan. until Jun. 2016. Supervised by J. Nicolas. Student: Guillaume Lebreton Subject: Metabolic pathway reconstruction on metagenomes, application to the development of a bacterial consortium for fermented products.

          

          	
             Internship, from Apr. until Jun. 2016. Supervised by J. Nicolas. Student: Marie Salmon Subject: Analyse par concepts formels de données génomiques sur le mélanome du chien.

          

        

      

      
      

      
    

  
    
    
      
      
      

      
      
        
        Section: 
      Dissemination

        Popularization

        
          	
             Organization of Sciences en Cour[t]s. Since 2007, Sciences en Cour[t]s is a project of Nicomaque organization, the association of PhD and PhD students of Brittany. It is a popularization Festival where PhD students explain their thesis via short films of 5min. The goal is to present their scientific researches to the general public. Every year, PhD students of Inria/IRISA join the organization or make movies.[J. Coquet (coordinator of the festival), V. Delannée (president of Nicomaque), A. Antoine-Lorquin (organizer of the festival)] [more info].

          

          	
             Production of Sciences en Cour[t]s film. "Une petite histoire de symbiose(s)" .[C. Frioux] [more info].

          

          	
             Bioinfo-fr.net Bioinfo-fr.net is a french web site where researchers, engineers and students talks about bioinformatics. We have written or contributed to 3 articles for this web site on diverse subjects: "Remise des diplômes du master BIG (Rennes)", "Les dev' jam c'est bon pour vous !", "Ecrire son parseur à  la main: chroniques d'une mauvaise bonne idée". [L Bourneuf, O. Dameron]. [more info].
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        Participants :
	Damien Eveillard, Marie Chevallier, Clémence Frioux, Anne Siegel, Camille Trottier.


        EcoSyst is a Biogenouest inter-regional federating project (Brittany â�� Pays de la Loire) aiming at the emergence of Systems Ecology at the level of western regions. Drawing on the strengths and skills involved, EcoSyst targets the incubation of new ideas and new projects at disciplinary interfaces. Thanks to this community project, we want to develop the skills of Ecology, Environment, Modeling, Bioinformatics and Systems Biology and their application to organisms and ecosystems of interest in agronomy, sea and health. EcoSyst includes also the identification of the major issues and concerns, the fundamental and essential methods and the very real needs of the community (training, tools, ...); this in order to consider the construction of a community platform (or an offer of service within an existing platform) on complex systems modeling, meeting expectations of the community as fully as possible.


        
        Regional partnership with computer science laboratories in Nantes


        Participants :
	Anne Siegel, Jérémie Bourdon, Damien Eveillard, François Coste, Jacques Nicolas.
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        Participants :
	Catherine Belleannée, Jérémie Bourdon, Jean Coquet, François Coste, Damien Eveillard, Olivier Dameron, Clémence Frioux, Jeanne Got, Julie Laniau, Jacques Nicolas, Camille Trottier, Anne Siegel.
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        We also have a strong and long term collaboration in the bio-medical domain, namely with the IRSET laboratory at Univ. Rennes 1/Irset. N. Théret, research director at INSERM, is hosted in the team to strenghen our collaborative projects. Our collaborations are acted by the co-supervised Ph-D theses of V. Delannée (Metagenotox project, funded by Anses) and J. Coquet. This partnership was reinforced in the former years by the ANR contract Biotempo ended at the end of 2014. In 2015, the project of combining semantic web technologies and bi-clustering classification based on formal concept analysis was applied to systems biology within the PEPS CONFOCAL project. This scientific project has been recently pushed forward in the recent TGFSYSBio project funded by Plan Cancer on the modelling of the microenvironment of TGFbeta signaling network (P. Vignet has been recruited on this contract at the end of 2016).
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        International Research Visitors


        
        Visits of International Scientists


        
          		
             Argentina. Fundation Leloir, Buenos Aeres [S. Videla]


          


          		
             Chile. Centro de Modelimiento Matematico, Santiago [A. Maass, N. Loiraâ� , M. Latorre, M.-P. Cortes]


          


          		
             Niger. University of Maradi [O. Abdou-Arbi]


          


          		
             Germany. Max Planck Institute for Biophysical Chemistry [C. Galiez]


          


        


        
        Research stays abroad


        
          		
             Germany. University of Kaiserslautern [A. Antoine-Lorquin, 2 months]


          


          		
             Germany. University of Potsdam [C. Frioux, 2 months]


          


          		
             Japan. National Institute of Informatics in Tokyo [J.Coquet, 3 months]


          


        


        
        Visits to International Teams


        
          		
             Chile. Centro de Modelimiento Matematico, Santiago de Chile [J. Bourdon, M. Aite, F. Coste, A. Siegel]


          


          		
             Germany. Frei Berlin University [A. Siegel]


          


          		
             Poland. Wroclaw University of Science and Technology [F. Coste]


          


          		
             Netherland. Utrecht University [F. Coste]
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        Long-term contracts


        
        "Omics"-Line of the Chilean CIRIC-Inria Center


        Participants :
	Meziane Aite, Jérémie Bourdon, François Coste, Marie Chevallier, Damien Eveillard, Clémence Frioux, Jacques Nicolas, Anne Siegel.


        We have a cooperation with Univ. of Chile (MATHomics, A. Maass) on methods for the identification of biomarkers and software for biochip design, supported by a national Inria initiative. It aims at combining automatic reasoning on biological sequences and networks with probabilistic approaches to manage, explore and integrate large sets of heterogeneous omics data into networks of interactions allowing to produce biomarkers, with a main application to biomining bacteria. The program is co-funded by Inria and CORFO-chile from 2012 to 2022. In this context, IntegrativeBioChile is an Associate Team between Dyliss and the Laboratory of Bioinformatics and Mathematics of the Genome hosted at Univ. of Chile funded from 2011 to 2016.


        
        ANR Idealg


        Participants :
	Jérémie Bourdon, Marie Chevallier, François Coste, Damien Eveillard, Clémence Frioux, Jeanne Got, Jacques Nicolas, Anne Siegel.


        IDEALG is one of the five laureates from the national call 2010 for Biotechnology and Bioresource and will run until 2020. It gathers 18 different partners from the academic field (CNRS, IFREMER, UEB, UBO, UBS, ENSCR, University of Nantes, INRA, AgroCampus), the industrial field (C-WEED, Bezhin Rosko, Aleor, France Haliotis, DuPont) as well as a technical center specialized in seaweeds (CEVA) in order to foster biotechnology applications within the seaweed field. It is organized in ten workpackages. We are participating in the tasks related to the establishment of a virtual platform for integrating omics studies on seaweed) and the integrative analysis of seaweed metabolism, in cooperation with SBR Roscoff. Major objectives are the building of brown algae metabolic maps, flux analysis and the selection extraction of important parameters for the production of targeted compounds. We will also contribute to the prediction of specific enzymes (sulfatases) [More details].


        
        Programs funded by research institutions


        
        PEPS PEPS: a platform for supporting studies in pharmaco-epidemiology using medico-administrative databases


        Participants :
	Olivier Dameron, Yann Rivault.


        As a partner of the PEPS platform, IRISA develops generic methods supporting efficient and semantically-rich queries for pharmaco-epidemiology studies on medico-administrative databases.
The leader is Thomas Guyet (IRISA team Lacodam).
We showed that Semantic Web technologies are technically suited for representing patients' data from medico-administrative databases as RDF and querying them using SPARQL. We also demonstrated that this approach is relevant as it supports the combination of patients' data with hierarchical knowledge in order to address the problem of reconciling precise patients data with more general query criteria [33], [31], [30].
This work is mostly conducted by Yann Rivault, whose PhD thesis is supervized by Olivier Dameron and Nolwenn LeMeur (Ecole des Hautes Etudes en Santé Publique).


        
        Cancer Plan: TGFSYSBIO


        Participants :
	Nathalie Théret, Jacques Nicolas, Olivier Dameron, Anne Siegel, Jean Coquet.


        The TGFSYSBIO project aims to develop the first model of extracellular and intracellular TGF-beta system that might permit to analyze the behaviors of TGF-beta activity during the course of liver tumor progression and to identify new biomarkers and potential therapeutic targets. Based on collaboration with Jerome Feret from ENS, Paris,we will combine a rule-based model (Kappa language) to describe extracellular TGF-beta activation and large-scale state-transition based (Cadbiom formalism) model for TGF-beta-dependent intracellular signaling pathways. The multi-scale integrated model will be enriched with a large-scale analysis of liver tissues using shotgun proteomics to characterize protein networks from tumor microenvironment whose remodeling is responsible for extracellular activation of TGF-beta. The trajectories and upstream regulators of the final model will be analyzed with symbolic model checking techniques and abstract interpretation combined with causality analysis. Candidates will be classified with semantic-based approaches and symbolic bi-clustering technics. The project is funded by the national program "Plan Cancer - Systems biology" from 2015 to 2018.


        
        ANR Samosa


        Participants :
	Damien Eveillard, Jeanne Got, Anne Siegel.


        Oceans are particularly affected by global change, which can cause e.g. increases in average sea temperature and in UV radiation fluxes onto ocean surface or a shrinkage of nutrient-rich areas. This raises the question of the capacity of marine photosynthetic microorganisms to cope with these environmental changes both at short term (physiological plasticity) and long term (e.g. gene alterations or acquisitions causing changes in fitness in a specific niche). Synechococcus cyanobacteria are among the most pertinent biological models to tackle this question, because of their ubiquity and wide abundance in the field, which allows them to be studied at all levels of organization from genes to the global ocean.


        The SAMOSA project is funded by ANR from 2014 to 2018, coordinated by F. Gaczarek at the Station Biologique de Roscoff/UPMC/CNRS. The goal of the project is to develop a systems biology approach to characterize and model the main acclimation (i.e., physiological) and adaptation (i.e. evolutionary) mechanisms involved in the differential responses of Synechococcus clades/ecotypes to environmental fluctuations, with the goal to better predict their respective adaptability, and hence dynamics and distribution, in the context of global change. For this purpose, following intensive omics experimental protocol driven by our colleagues from - Station Biologique de Roscoff -, we aim at constructing a gene network model sufficiently flexible to allow the integration of transcriptomic and physiological data.


        
        ADT Complex-biomarkers and ADT Proof of concept


        Participants :
	Jeanne Got, Marie Chevallier, Meziane Aite, Anne Siegel.


        This project started in Oct. 2014 and aims at designing a working environment based on workflows to assist molecular biologists to integrate large-scale omics data on non-classical species. The main goal of the workflows will be to facilitate the identification of set of regulators involved in the response of a species when challenged by an environmental stress. Applications target extremophile biotechnologies (biomining) and marine biology (micro-algae).


        
        ANSES Mecagenotox


        Participants :
	Victorien Delannée, Anne Siegel, Nathalie Théret.


        The objective of Mecagenotox project is to characterize and model the human liver ability to bioactivate environmental contaminants during liver chronic diseases in order to assess individual susceptibility.
Indeed, liver pathologies which result in the development of fibrosis are associated with a severe dysfunction of liver functions that may lead to increased susceptibility against contaminants. In this project funded by ANSES and coordinated by S. Langouet at IRSET/inserm (Univ. Rennes 1), we will combine cell biology approaches, biochemistry, biophysics, analytical chemistry and bioinformatics to 1) understand how the tension forces induced by the development of liver fibrosis alter the susceptibility of hepatocytes to certain genotoxic chemicals (especially Heterocyclic Aromatic Amines) and 2) model the behavior of xenobiotic metabolism during the liver fibrosis. Our main goal is to identify "sensitive" biomolecules in the network and to understand more comprehensively bioactivation of environmental contaminants involved in the onset of hepatocellular carcinoma.


        
        PEPS CONFOCAL


        Participants :
	Olivier Dameron, Jean Coquet, Nathalie Théret, Jacques Nicolas, Anne Siegel, Pierre Vignet.


        PEPS CONFOCAL aims at developing new bioinformatics methods for analyzing heterogeneous *omics data and for filtering them according to domain knowledge.
The current approaches are facing four main limitations: (1) classic biclustering methods do not support partial overlap of clusters, which is too restrictive considering some genes' pleiotropic nature, (2) they assume that the items to analyze (the genes, the molecules, the signaling pathways...) are independent, (3) they tend to generate numerous clusters leaving to the experts the task of identifying the relevant ones, and (4) they are sensitive to noisy or incomplete data.
We investigate the extension of Formal Concept Analysis (FCA) with symbolic knowledge from ontologies in order to process large and complex sets of associations between genes, signaling pathways and the molecules involved in these pathways.
Future applications cover the discrete model analysis in molecular biology. CONFOCAL initiated a collaboration with Amedeo Napoli (LORIA Nancy) and Elisabeth Remy (Mathematics Institute Luminy, "Mathematical Methods for Genomics" team).
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        International Initiatives


        
        Inria International Labs


        The Dyliss team is strongly involved in the Inria CIRIC center, and the research line "Omics integrative center". The associated team "IntegrativeBioChile", the post-doc of S. Thiele (2012) and the co-supervision of A. Aravena (2010-2013) contributed to reinforce the complementarity of both Chilean and French teams. In 2013, a workshop was organized in Chile to develop new French-Chilean collaborations within the framework of the CIRIC center. In 2014, Marie Chevallier and Meziane Aite joined the team as engineers to improve softwares resulting from collaborations. Maria-Paz Cortes visited the team during 6 monthes in the framework of her ph-D thesis.


        
          Inria Chile
        


        Associate Team involved in the International Lab:


        
        
          BIOINTEGRATIVECHILE 
        


        
          		
             Title: Integrative Biology in Extreme Environments


          


          		
             International Partner (Institution - Laboratory - Researcher):


            
              		
                 Universidad de Chile (Chile)
- Center for Mathematical Modeling (CMM) - Maass Alejandro


              


            


          


          		
             Start year: 2014


          


          		
             See also: http://www.irisa.fr/dyliss/public/EA/index.html


          


          		
             The project is in the area of bioinformatics, with a special focus on bacteria living in extreme environments, more precisely on microorganisms involved in bio-remediation or bio-production processes. We are particularly interested in bioprocesses such as copper extraction, salmon lethality, metal-resistance, all having an economical interest in Chile. Since the last decade, huge databases of microbial genomic sequences, together with multi-scale and large-scale cellular observations (genomics, transcriptomics, proteomics, metabolomics) have been produced. Each one can be viewed as a different scale of a biological process, either in time or space, but ultimately are related through networks of biological interactions that control the behavior of the system The reconstruction, analysis and modeling of such networks using all levels of information are biologically, mathematically and computationally challenging. Applied on microorganisms living in extreme environments, this question is even more challenging since relatively few knowledge is publicly available on the species, requiring to develop methods which are robust to uncertainty. We are developing methods to integrate and manage heterogeneous omics and uncertain data. This in the purpose of extracting suitable biomarkers from this multi-level information. This question will be addressed by coupling probabilistic and static dynamical systems methods with recent and efficient paradigms of constraint programming (Answer Set Programming).


          


        


      

      
      

      
    

  

