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2 Overall objectives

The Kopernic members are focusing their research on studying time for embedded communicating
systems, also known as cyber-physical systems. More precisely, the team proposes a system-oriented
solution to the problem of studying time properties of the cyber components of a CPS. The solution is
expected to be obtained by composing probabilistic and non-probabilistic approaches for CPSs. Moreover,
statistical approaches are expected to validate existing hypotheses or propose new ones for the models
considered by probabilistic analyses.

The term cyber-physical systems refers to a new generation of systems with integrated computational
and physical capabilities that can interact with humans through many new modalities [14]. A defib-
rillator, a mobile phone, an autonomous car or an aircraft, they all are CPSs. Beside constraints like
power consumption, security, size and weight, CPSs may have cyber components required to fulfill their
functions within a limited time interval (a.k.a. time dependability), often imposed by the environment,
e.g., a physical process controlled by some cyber components. The appearance of communication chan-
nels between cyber-physical components, easing the CPS utilization within larger systems, forces cyber
components with high criticality to interact with lower criticality cyber components. This interaction
is completed by external events from the environnement that has a time impact on the CPS. Moreover,
some programs of the cyber components may be executed on time predictable processors and other
programs on less time predictable processors.

Different research communities study separately the three design phases of these systems: the
modeling, the design and the analysis of CPSs [27]. These phases are repeated iteratively until an
appropriate solution is found. During the first phase, the behavior of a system is often described using
model-based methods. Other methods exist, but model-driven approaches are widely used by both the
research and the industry communities. A solution described by a model is proved (functionally) correct
usually by a formal verification method used during the analysis phase (third phase described below).

During the second phase of the design, the physical components (e.g., sensors and actuators) and
the cyber components (e.g., programs, messages and embedded processors) are chosen often among
those available on the market. However, due to the ever increasing pressure of smartphone market, the
microprocessor industry provides general purpose processors based on multicore and, in a near future,
based on manycore processors. These processors have complex architectures that are not time predictable
due to features like multiple levels of caches and pipelines, speculative branching, communicating
through shared memory or/and through a network on chip, internet, etc. Due to the time unpredictability
of some processors, nowadays the CPS industry is facing the great challenge of estimating worst case
execution times (WCETs) of programs executed on these processors. Indeed, the current complexity
of both processors and programs does not allow to propose reasonable worst case bounds. Then, the
phase of design ends with the implementation of the cyber components on such processors, where the
models are transformed in programs (or messages for the communication channels) manually or by code
generation techniques [17].

During the third phase of analysis, the correctness of the cyber components is verified at program
level where the functions of the cyber component are implemented. The execution times of programs are
estimated either by static analysis, by measurements or by a combination of both approaches [36].

These WCETs are then used as inputs to scheduling problems [29], the highest level of formalization for
verifying the time properties of a CPS. The programs are provided a start time within the schedule together
with an assignment of resources (processor, memory, communication, etc.). Verifying that a schedule and
an associated assignment are a solution for a scheduling problem is known as a schedulability analysis.

The current CPS design, exploiting formal description of the models and their transformation into
physical and cyber parts of the CPS, ensures that the functional behavior of the CPS is correct. Unfor-
tunately, there is no formal description guaranteeing today that the execution times of the generated
programs is smaller than a given bound. Clearly all communities working on CPS design are aware
that computing takes time [26], but there is no CPS solution guaranteeing time predictability of these
systems as the processors appear late within the design phase (see Figure 1). Indeed, the choice of the
processor is made at the end of the CPS design process, after writing or generating the programs.

Since the processor appears late within the CPS design process, the CPS designer in charge of esti-
mating the worst case execution time of a program or analyzing the schedulability of a set of programs
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Figure 1: The CPSs design: from models towards analyzing the time properties of the cyber components

inherits a difficult problem. The Kopernic main purpose is the proposition of compositional rules with
respect to the time behaviour of a CPS, allowing to restrain the CPS design to analyzable instances of the
WCET estimation problem and of the schedulability analysis problem.

With respect to the WCET estimation problem, we say that a rule ◦ is compositional for any two sets
of measured execution times C 1 and C2 of a program A, and a WCET statistical estimator p, if we obtain
a safe WCET estimation for A from p(C1 ◦C2). For instance, C1 may be the set of measured execution
times of the program A while all processor features except the local cache L1 are deactivated, while
C2 is obtained, similarly, with a shared L2 cache activated. We consider that the variation of all input
variables of the program A follows the same sequence of values, when measuring the execution time
of the program p. With respect to the schedulability analysis problem, we are interested in analyzing
graphs of communicating programs. A program A communicates with a program B if input variables of
the program B are among output variables of the program A. A graph of communicating programs is a
direct acyclic graph with programs as vertices. An edge from a program A to program B is defined if A
communicates with B . The end to end response time of such graph is the longest path from any source
vertex to any sink vertex of the graph, if there is, at least one path between these two vertices. A rule

⊙
is

compositional for any set of measured response times RA of program A, any set of measured response
times RB and a schedulability analysis S if we obtain a safe schedulability analysis from S(RA

⊙
RB ).

Before enumerating our scientific objectives, we introduce the concept of variability factors. More
precisely, the time properties of a cyber component are subject to variability factors. We understand by
variability the distance between the smallest value and the largest value of a time property. With respect
to the time properties of a CPS, the factors may be classified in three main classes:

• program structure: for instance, the execution time of a program that has two main branches
is obtained, if appropriate composition principles apply, as the maximum between the largest
execution time of each branch. In this case the branch is a variability factor on the execution time
of the program;

• processor structure: for instance, the execution time of a program on a less predictable processor
(e.g., one core, two levels of cache memory and one main memory) will have a larger variability
than the execution time of the same program executed on a more predictable processor (e.g., one
core, one main memory). In this case the cache memory is a variability factor on the execution
time of the program;

• execution environment: for instance, the appearance of a pedestrian in front of a car triggers the
execution of the program corresponding to the brakes in an autonomous car. In this case the
pedestrian is a variability factor for the triggering of the program.

We identify three main scientific objectives to validate our research hypothesis. The three objectives
are presented from program level, where we use statistical approaches, to the level of communicating
programs, where we use probabilistic and non-probabilistic approaches.

The Kopernic scientific objectives are:



Project KOPERNIC 5

• [O1] worst case execution time estimation of a program - modern processors induce an increased
variability of the execution time of programs, making difficult (or even impossible) a complete static
analysis to estimate such worst case. Our objective is to propose a solution composing probabilistic
and non-probabilistic approaches based both on static and on statistical analyses by answering the
following scientific challenges:

1. a classification of the variability of execution times of a program with respect to the proces-
sor features. The difficulty of this challenge is related to the definition of an element belonging
to the set of variability factors and its mapping to the execution time of the program.

2. a compositional rule of statistical models associated to each variability factor. The difficulty
of this challenge comes from the fact that a global maximum of a multicore processor cannot
be obtained by upper bounding the local maxima on each core.

• [O2] deciding the schedulability of all programs running within the same cyber component,
given an energy budget - in this case the programs may have different time criticalities, but they
share the same processor, possibly multicore1. Our objective is to propose a solution compos-
ing probabilistic and non-probabilistic approaches based on answers to the following scientific
challenges:

1. scheduling algorithms taking into account the interaction between different variability
factors. The existence of time parameters described by probability distributions imposes to
answer to the challenge of revisiting scheduling algorithms that lose their optimality even
in the case of an unicore processor [30]. Moreover, the multicore partionning problem is
recognized difficult for the non-probabilistic case [34];

2. schedulability analyses based on the algorithms proposed previously. In the case of pre-
dictable processors, the schedulability analyses accounting for operating systems costs in-
crease the time dependability of CPSs [32]. Moreover, in presence of variability factors, the
composition property of non-probabilistic approaches is lost and new principles are required.

• [O3] deciding the schedulability of all programs communicating through predictable and non-
predictable networks, given an energy budget - in this case the programs of the same cyber
component execute on the same processor and they may communicate with the programs of
other cyber components through networks that may be predictable (network on chip) or non-
predictable (internet, telecommunications). Our objective is to propose a solution to this challenge
by analysing schedulability of programs, for which existing (worst case) probabilistic solutions
exist [31], communicating through networks, for which probabilistic worst-case solutions [18] and
average solutions exist [28].

3 Research program

The research program for reaching these three objectives is organized according three main research axes

• Worst case execution time estimation of a program, detailed in Section 3.1;

• Building measurement-based benchmarks, detailed in Section 3.2;

• Scheduling of graph tasks on different resources within an energy budget in Section 3.3.

3.1 Worst case execution time estimation of a program

The temporal study of real-time systems is based on the estimation of the bounds for their temporal
parameters and more precisely the WCET of a program executed on a given processor. The main analyses
for estimating WCETs are static analyses [36], dynamic analyses [19], also called measurement-based
analyses, and finally hybrid analyses that combine the two previous ones [36].

1This case is referred as a mixed criticality approach.
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The Kopernic approach for solving the WCET estimation problem is based on (i) the identification of
the impact of variability factors on the execution of a program on a processor and (ii) the proposition of
compositional rules allowing to integrate the impact of each factor within a WCET estimation. Historically,
the real-time community had illustrated the distribution of execution times for programs as heavy-tailed
ones as intuitively the large values of execution times of programs are agreed to have a low probability
of appearance. For instance Tia et al. are the first underlining this intuition within a paper introducing
execution times described by probability distributions within a single core schedulability analysis [35].
Since [35], a low probability is associated to large values of execution times of a program executed on
a single core processor. It is, finally, in 2000 that the group of Alan Burns, within the thesis of Stewart
Edgar [20], formalizes this property as a conjecture indicating that a maximal bound on the execution
times of a program may be estimated by the Extreme Value Theory [23]. No mathematical definition of
what represents this bound for the execution time of a program has been proposed at that time. Two years
later, a first attempt to define this bound has been done by Bernat et al. [16], but the proposed definition
is extending the static WCET understanding as a combination of execution times of basic blocks of a
program. Extremely pessimistic, the definition remains intuitive, without associating a mathematical
description. After 2013, several publications from Liliana Cucu-Grosjean group at Inria Nancy introduce
a mathematical definition of a probabilistic worst-case execution time, respectively, probabilistic worst-
case response time, as an appropriate formalization for a correct application of the Extreme Value Theory
to the real-time problems.

We identify the following open research problems related to the first research axis:

1. the generalization of modes analysis to multi-dimensional, each dimension representing a program
when several programs cooperate;

2. the proposition of a rules set for building programs that are time predictable for the internal
architecture of a given single core and, then, of a multicore processor;

3. modeling the impact of processor features on the energy consumption to better consider both
worst case execution time and schedulability analyses considered within the third research axis of
this proposal.

3.2 Building measurement-based benchmarks

The real-time community is facing the lack of benchmarks adapted to measurement-based analyses.
Existing benchmarks for the estimation of WCET [33, 24, 21] have been used to estimate WCETs mainly for
static analyses. They contain very simple programs and are not accompanied by a measurement protocol.
They do not take into account functional dependencies between programs, mainly due to shared global
variables which, of course, influence their execution times. Furthermore, current benchmarks do not take
into account interferences due to the competition for resources, e.g., the memory shared by the different
cores in a multicore. On the other hand, measurement-based analyses require execution times measured
while executing programs on embedded processors, similar to those used in the embedded systems
industry. For example, the mobile phone industry uses multicore based on non predictable cores with
complex internal architecture, such as those of the ARM Cortex-A family. In a near future, these multicore
will be found in critical embedded systems found in application domains such as avionics, autonomous
cars, railway, etc., in which the team is deeply involved. This increases dramatically the complexity of
measurement-based analyses compared to analyses performed on general purpose personal computers
as they are currently performed.

We understand by measurement-based benchmarks a 3-uple composed by a program, a processor
and a measurement protocol. The associated measurement protocols should detail the variation of the
input variables (associated to sensors) of these benchmarks and their impact on the output variables
(associated to actuators), as well as the variation of the processor states.

Proposing reproducibility and representativity properties that measurement-based benchmarks
should follow is the strength of this research axis. We understand by the reproducibility, the property of
a measurement protocol to provide the same ordered set of execution times for a fixed pair (program,
processor). We understand by the representativity, the existence of a (sufficiently small) number of values
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for the input variables allowing a measurement protocol to provide an ordered set of execution times that
ensure a convergence for the Extreme Value Index estimators.

Within this research axis we identify the following open problems:

1. proving reproducibility and representativity properties while extending current benchmarks from
predictable unicore processors (e.g., ARM Cortex-M4) to non predictable ones (e.g., ARM Cortex-
A53 or Cortex-A7);

2. proving reproducibility and representativity properties while extending unicore benchmarks to
multicore processors. In this context, we face the supplementary difficulty of defining the principles
that an operating system should satisfy in order to ensure a real-time behaviour.

3.3 Scheduling of graph tasks on different resources within an energy budget

As stressed in the previous sections, the utilisation of multicore processors is the current trend of the
CPS industry. On the other hand, following the model-driven approach, the functional description of
the cyber part of the CPS, is performed as a graph of dependent functions, e.g., a block diagram of
functions in Simulink, the most widely used modeling/simulation tool in industry. Of course, a program
is associated to every function. Since the graph of dependent programs becomes a set of dependent
tasks when real-time constraints must be taken into account, we are facing the problem of verifying the
schedulability of such dependent task sets when it is executed on a multicore processor.

Directed Acyclic Graphs (DAG) are widely used to model different types of dependent task sets. The
typical model consists of a set of independent tasks where every task is described by a DAG of dependent
sub-tasks with the same period inherited from the period of each task [15]. In such DAG, the sub-tasks
are vertices and edges are dependencies between sub-tasks. This model is well suited to represent, for
example, the engine controller of a car described with Simulink. The multicore schedulability analysis
may be of two types, global or partitionned. To reduce interference and interactions between sub-tasks,
we focus on partitioned scheduling where each sub-task is assigned to a given core [22].

In order to propose a general DAG task model, we identify the following open research problems:

1. solving the schedulability problem where probabilistic DAG tasks are executed on predictable and
non predictable processors, and such that some tasks communicate through predictable networks,
e.g., inside a multicore or a manycore processor, and non-predictable networks, e.g., between these
processors through internet. Within this general schedulability problem; we consider five main
classes of scheduling algorithms that we adapt to solve probabilistic DAG task scheduling problems.
We compare the new algorithms with respect to their energy-consumption in order to propose new
versions with a decreased energy consumption by integrating variation of frequencies for processor
features like CPU or memory accesses.

2. the validation of the proposed framework on our multicore drone case study. To answer to the
challenging objective of proposing time predictable platforms for drones, we currently migrate
the PX4-RT programs on heterogeneous architectures. This includes an implementation of the
scheduling algorithms detailed within this research axis within current operating system, NuttX2.

4 Application domains

4.1 Avionics

The time critical solutions in this context are based on temporal and spatial isolation of the programs and
the understanding of multicore interferences is crucial. Our contributions belong mainly to the solutions
space for the objective [O1] identified previously.

2For more details, see the NuttX webpage

https://nuttx.apache.org
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4.2 Railway

The time critical solutions in this context concern both the proposition of an appropriate scheduler and
associated schedulability analyses. Our contributions belong to the solutions space of problems dealt
within objectives [O1] and [O2] identified previously.

4.3 Autonomous cars

Autonomous cars - the time critical solutions in this context concern the interaction between programs
executed on multicore processors and messages transmitted through wireless communication channels.
Our contributions belong to the solutions space of all three classes of problems dealt within all three
Kopernic objectives identified previously.

4.4 Drones

As it is the case of autonomous cars, there is an interaction between programs and messages, suggesting
that our contributions in this context belong to the solutions space of all three classes of problems dealt
within the objectives identified previously.

5 Social and environmental responsibility

5.1 Impact of research results

The Kopernic members provide theoretical means to improve the processor utilization. Such gain is
estimated within 30% to 60% utilization gain for existing architectures or energy consumption for new
architectures by decreasing the number of necessary cores.

6 Highlights of the year

6.1 Awards

Liliana Cucu-Grosjean and Yasmina Abdeddaim have been awarded a Paris Region PhD 2021 with the
support of StatInf. Liliana Cucu-Grosjean and Adriana Gogonel have been awarded a Trophee des tech-
nologie by Embedded France for the RocqStat software which is the industrial version of EVT_Kopernic,
an Kopernic technology transferred to StatInf under an exclusive licence.

7 New software and platforms

The Kopernic members made contributions to two software, SynDEx and EVT_Kopernic, described
below.

7.1 New software

7.1.1 SynDEx

Keywords: Distributed, Optimization, Real time, Embedded systems, Scheduling analyses

Scientific Description: SynDEx is a system level CAD software implementing the AAA methodology for
rapid prototyping and for optimizing distributed real-time embedded applications. It is developed
in OCaML.

Architectures are represented as graphical block diagrams composed of programmable (processors)
and non-programmable (ASIC, FPGA) computing components, interconnected by communication
media (shared memories, links and busses for message passing). In order to deal with hetero-
geneous architectures it may feature several components of the same kind but with different
characteristics.
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Two types of non-functional properties can be specified for each task of the algorithm graph. First, a
period that does not depend on the hardware architecture. Second, real-time features that depend
on the different types of hardware components, ranging amongst execution and data transfer time,
memory, etc.. Requirements are generally constraints on deadline equal to period, latency between
any pair of tasks in the algorithm graph, dependence between tasks, etc.

Exploration of alternative allocations of the algorithm onto the architecture may be performed
manually and/or automatically. The latter is achieved by performing real-time multiprocessor
schedulability analyses and optimization heuristics based on the minimization of temporal or
resource criteria. For example while satisfying deadline and latency constraints they can minimize
the total execution time (makespan) of the application onto the given architecture, as well as the
amount of memory. The results of each exploration is visualized as timing diagrams simulating the
distributed real-time implementation.

Finally, real-time distributed embedded code can be automatically generated for dedicated dis-
tributed real-time executives, possibly calling services of resident real-time operating systems such
as Linux/RTAI or Osek for instance. These executives are deadlock-free, based on off-line scheduling
policies. Dedicated executives induce minimal overhead, and are built from processor-dependent
executive kernels. To this date, executives kernels are provided for: TMS320C40, PIC18F2680,
i80386, MC68332, MPC555, i80C196 and Unix/Linux workstations. Executive kernels for other
processors can be achieved at reasonable cost following these examples as patterns.

Functional Description: Software for optimising the implementation of embedded distributed real-time
applications and generating efficient and correct by construction code

News of the Year: We improved the distribution and scheduling heuristics to take into account the needs
of co-simulation.

URL: http://www.syndex.org

Contact: Yves Sorel

Participant: Yves Sorel

7.1.2 EVT Kopernic

Keywords: Embedded systems, Worst Case Execution Time, Real-time application, Statistics

Scientific Description: The EVT-Kopernic tool is an implementation of the Extreme Value Theory (EVT)
for the problem of the statistical estimation of worst-case bounds for the execution time of a
program on a processor. Our implementation uses the two versions of EVT - GEV and GPD - to
propose two independent methods of estimation. Their results are compared and only results that
are sufficiently close allow to validate an estimation. Our tool is proved predictable by its unique
choice of block (GEV) and threshold (GPD) while proposant reproducible estimations.

Functional Description: EVT-Kopernic is tool proposing a statistical estimation for bounds on worst-
case execution time of a program on a processor. The estimator takes into account dependences
between execution times by learning from the history of execution, while dealing also with cases of
small variability of the execution times.

News of the Year: Any statistical estimator should come with an representative measurement protocole
based on the processus of composition, proved correct. We propose the first such principle of
composition while using a Bayesien modeling taking into account iteratively different measurement
models. The composition model has been described in a patent submitted this year with a scientific
publication under preparation.

URL: http://www.statinf.fr

Contact: Adriana Gogonel

Participants: Adriana Gogonel, Liliana Cucu

http://www.syndex.org
http://www.statinf.fr
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Figure 2: We indicate execution times obtained by measuring the same path by the same color

8 New results

We present below our new results covering our first two research axes and partially the third axis. Con-
cerning the third axis, we have dedicated our effort in 2021 preparing the experimental platforms within
the PX4-RT use case, as well as the STARTREC use case for the validation of results proposed in [9], on real
applications. By real applications, we understand set of programs fulfilling functions for an embedded
real-time system.

8.1 Worst case execution time estimation of a program

Participants: Avner Bar-Hen, Slim Ben Amor, Yasmina Abdeddaïm, Hadrien Clarke,
Liliana Cucu-Grosjean, Adriana Gogonel, Kossivi Kougblenou,
Yves Sorel, Kevin Zagalo, Marwan Wehaiba El Khazen.

We consider WCET statistical estimators that are based on the utilization of the Extreme Value
Theory [23]. Compared to existing methods [36], our results require the execution of the program under
study on the targeted processor or at least a cycle-accurate simulator of this processor. The originality
of considering such WCET statistical estimators consists in the proposition of a black box solution with
respect to the program structure. Such solution is obtained by (i) comparing different Generalized
Extreme Values estimators [25] and (ii) separating the impact of the processor features from those of the
program structure and of the execution environment, as variability factors for the CPS time properties.

Understanding the impact of the processor features and of the program structure is widely studied
in the static analysis literature. Thanks to our new results [11, 8], our first objective has been refined
by separating the impact of the program structure from the execution environment. Indeed, when the
execution time of a program varies as a new path of that program is executed, then one may study the
impact of the execution environment by comparing measurements from the same path, while varying
input variables[12] or processor features states. For instance, in Figure 2 we notice that the green colour
appears within the different clouds of execution time indicating that another factor than the path variation
plays a role within the variation of this execution time.

Thus, we consider now the problem of identifying the impact of the execution environment on
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Figure 3: The evolution of inputs collected at T = 4ms for Sensors
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Figure 4: The evolution of inputs collected at T = 5ms for Sensors

the execution of a set of programs. A first step towards solving this problem is the identification of a
possible relation between the period of updating the information from sensors through input variables of
programs and the execution time of those programs [10]. For instance, in Figures 3 and 4 we may notice
the important difference between two input variables for two flights of the autopilot of a drone3, while
the trajectory and external conditions of these two flights are identical. More precisely, in Figures 3 and
4 the vertical axis describes the values for two sensors (angle in blue and velocity in orange), while the
horizontal axis describes the order of appearance of these values during two flights with trajectories and
external conditions that are as close as possible.

One difficult problem when advancing within an analysis of the relation between the input variables
and sets of programs is the identification of an appropriate study interval. During this year, we have
provided an answer to this very difficult problem by proving that for real-time systems with a mean
utilization lower than 1, there always exists a finite instant from which a single-core system becomes
schedulable under a fixed priority policy. We describe the system workload as a time-continuous random
variable and provide an explicit formula for the time instant when the system enters a stable schedule in
terms of the maximum deadline miss probability and the mean system utilization. We also provide the
resulting distribution of response times. A paper detailing these results is currently under preparation for
submission in IEEE Transactions on Computers.

3This autopilot has been proposed while fulfilling the objective [O2] of our research program



12 Inria Annual Report 2021

Figure 5: Different views of the execution times distribution of the Navigator program (PX4-RT)

8.2 Building measurement-based benchmarks

Participants: Avner Bar-Hen, Slim Ben Amor, Rihab Bennour, Hadrien Clarke, Lil-
iana Cucu-Grosjean, Evariste Ntaryamira, Kevin Zagalo, Yves Sorel,
Marwan Wehaiba El Khazen.

Our results are obtained while studying open-source programs of the autopilot PX4 designed to
control a wide range of air, land, sea and underwater drones, we identify the existence of execution
modes, as well as strong dependencies with respect to the execution environment. Previously, we have
underlined the existence of execution modes. In Figure 5 the graph on the left (top side) reveals three
main execution modes, while the dependencies graph underlines the existence of correlations between
the execution times at t , respectively, at t +1.

More precisely, the studied programs are executed on a standard Pixhawk drone board based on a
predictable single core processor ARM Cortex-M4 and during the CEOS project we have transformed this
set of programs into a set of dependent tasks that satisfies real-time constraints, leading to a new version
of PX4, called PX4-RT. As usual, the set of dependent real-time tasks is defined by a data dependency
graph. An interested reader may refer to Figure 6 which details real-time tasks corresponding to the
various functions of the autopilot: sensors processing, Kalman filter (EKF2) estimating position and
attitude, position control, attitude control, navigator for long term navigation, commander for modes
control, actuators (electric motors) processing. This PX4-RT version is available on the Gitlab website of
our team.

During 2021, we have fulfilled several important steps towards the proposition of an open source

https://dev.px4.io/en/
 https://gitlab.inria.fr/kopernic/CEOS/px4-rt
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Figure 6: Dependent real-time tasks graph of the PX4-RT autopilot

measurement-based benchmarks set:

• the migration of the PX4-RT from the version 1.9 of PX4 to the PX4 version 1.12.

• for each hardware in the loop simulated flight, the data extraction of execution times from main
programs (see the green boxes depicted in Figure6) and other associated execution traces is now
automatized while each recorded data is timestamped. Moreover, all scheduling points like release
times, start times of the programs execution, preemption points are monitored and presented
within a graphical interface. This graphical interface depicts the schedule of the PX4-RT programs
(see Figure7).

• a remote access to the hardware and software platform is now available to all Kopernic members as
a first step preparing the reproducibility of the measurements made by different benchmarks users
on the exact same hardware and software platform.

• the study of µORB data communication framework on the real-time constraints [13].

Figure 7: A schedule of the PX4-RT programs

9 Bilateral contracts and grants with industry

9.1 CIFRE Grant funded by StatInf

Participants: Liliana Cucu-Grosjean, Adriana Gogonel, Marwan Wehaiba El Khazen.

A CIFRE agreement between the Kopernic team and the start-up StatInf has started on October
1st, 2020. Its funding is related to study of WCET models taking into account the energy consumption
according to Kopernic research objectives.



14 Inria Annual Report 2021

10 Partnerships and cooperations

Participants: Kopernic members.

10.1 International initiatives

10.1.1 Associate Teams in the framework of an Inria International Lab or in the framework of an
Inria International Program

KEPLER

Title: Probabilistic foundations for time, a key concept for the certification of cyber-physical systems

Duration: 2020 ->

Coordinator: George Lima (gmlima@ufba.br)

Partners:

• Universidade Federal da Bahia

Inria contact: Liliana Cucu

Summary: The Kepler research concerns the proposition of new timing analyses and of new scheduling
multicore algorithms.

10.2 International research visitors

Joël Goossens (Université Libre de Bruxelles) and Enrico Bini (University of Turin) have visited the
Kopernic team in December 2021.

10.3 National initiatives

10.3.1 FUI

CEOS The CEOS project has started on May 2017 and it has ended on February 2021. Partners of the
project are: ADCIS, ALERION, Aeroport de Caen, EDF, ENEDIS, RTaW, EDF, Thales Communications
and Security, ESIEE engineering school and Lorraine University. The CEOS project delivers a reliable
and secure system of inspections of pieces of works using professional mini-drone for Operators of Vital
Importance coupled with their Geographical Information System. These inspections are carried out
automatically at a lower cost than current solutions employing helicopters or off-road vehicles. Several
software applications proposed by the industrial partners, are developed and integrated in the drone,
within an innovative mixed-criticality approach using multi-core platforms.

10.3.2 PSPC

STARTREC The STARTREC project is funded by the PSPC call. Its partners are Easymile, StatInf, Trustin-
soft, Inria and CEA. Its objective is the proposition of ISO26262 compliant arguments for the autonomous
driving.

11 Dissemination

11.1 Promoting scientific activities

11.1.1 Scientific events: selection

Chair of conference program committees

• Liliana Cucu-Grosjean has been the E2 topic chair at DATE2021.
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Member of the conference program committees

• The Kopernic members are regular PC members at events like RTSS, RTAS, RTNS, RTCSA, ICESS,
ETFA, VECOS, MSR, DASIP and WFCS.

• Avner Bar-Hen has been member of the scientific committee of LOD 2021 (the 7th Online and
Onsite International Conference on Machine Learning, Optimization and Data Science).

11.1.2 Journal

Guest editor

• Liliana Cucu-Grosjean has been guest co-editor at Real-Time Systems Journal for a Special Issue
dedicated to the best paper awards of IEEE RTSS2019 [7].

Reviewer

• All members of the team are regularly serving as reviewers for the main journals of our domain:
Journal of Real-Time Systems, Information Processing Letter, Journal of Heuristics, Journal of
Systems Architecture, Journal of Signal Processing Systems, Leibniz Transactions on Embedded
Systems, IEEE Transactions on Industrial Informatics, etc.

11.1.3 Leadership within the scientific community

• Liliana Cucu-Grosjean is a IEEE TCRTS member (2016-2023).

11.1.4 Scientific expertise

• Yasmina Abdeddaïm is an elected member of the evaluation commission of ESIEE Paris.

• Yasmina Abdeddaïm has been member of the selection committee a the MCF contest (the 27
section) at Ecole Centrale de Nantes.

• Avner Bar-Hen is a member of the conseil scientifique du Haut Conseil aux Biotechnologies, of the
scientific board of CESP, of the ANR committee on very high performance 2020, of the scientific
board of EpiNano (Santé publique France).

• Liliana Cucu-Grosjean has been member of the selection committee a the MCF contest (the 27
section) at University of Lorraine.

• Yves Sorel is a member of the Steering Committee of System Design and Development Tools Group
of Systematic Paris-Region Cluster.

• Yves Sorel is a member of the Steering Committee of Technologies and Tools Program of SystemX
Institute for Technological Research (IRT).

11.1.5 Research administration

• Yasmina Abdeddaïm is in charge of the ESIEE Master on Artificial Intelligence and Cybersecurity.

• Liliana Cucu-Grosjean has been the co-chair of the Equal Opportunities and Gender Equality
committee of Inria until October 2021.

• Liliana Cucu-Grosjean is an elected member of Inria scientific board(CS)and Inria CRCN disci-
plinary commision (until October 2021).

• Liliana Cucu-Grosjean is a nominated member of the CLHSCT Paris commission.

• Yves Sorel is the chair of the CUMI Paris center commission.

• Yves Sorel is member of the CDT Paris center commission.



16 Inria Annual Report 2021

11.2 Teaching - Supervision - Juries

11.2.1 Teaching

• Yasmina Abdeddaïm, Graphs and Algorithmes, the 2nd year of Engineering school, ESIEE Paris.

• Yasmina Abdeddaïm, Safe design of reactive systems, the 3rd year of Engineering school, ESIEE
Paris.

• Yasmina Abdeddaïm, Embedded Real-Time Software, the 3rd year of Engineering school, ESIEE
Paris.

• Avner Bar-Hen, Spatial statistics spatiales, ENSAI

• Amine Mohamed Khelassi, Introduction to algorithms, ESIEE Paris.

• Yves Sorel, Optimization of distributed real-time embedded systems, M2, University of Paris Sud,
France.

• Yves Sorel, Safe design of reactive systems, M2, ESIEE Paris.

• Kevin Zagalo, Probabilities, ESIEE Paris.

• Kevin Zagalo, Machine learning, ESIEE Paris.

• Marwan Wehaiba El Khazen, Machine learning, ESIEE Paris.

• Marwan Wehaiba El Khazen, Statistics, ESIEE Paris.

• Marwan Wehaiba El Khazen, Optimization, ESIEE Paris.

11.2.2 Supervision

• Amine Mohamed Khelassi, Using statistical methods to model and estimate the time variability of
programs executed on multicore architectures, Gustave Eiffel university, started on October 2021,
supervised by Yasmina Abdeddaïm and Eva Dokladalova (ESIEE) and Liliana Cucu-Grosjean.

• Marwan Wehaiba El Khazen, Statistical models for optimizing the energy consumption of cyber-
physical systems, Sorbonne university, started on October 2020, supervised by Liliana Cucu-
Grosjean and Adriana Gogonel (StatInf).

• Kevin Zagalo, Statistical predictability of cyber-physical systems, Sorbonne university, started on
January 2020, supervised by Liliana Cucu-Grosjean and Prof. Avner Bar-Hen (CNAM).

• Evariste Ntaryamira, A synchronous generalize method for preserving the quality of data for
embedded real-time systems: the autopilot PX4-RT case, Sorbonne university, defended in May
2021, supervised by Liliana Cucu-Grosjean and Cristian Maxim (IRT System-X)

11.2.3 Juries

• Liliana Cucu-Grosjean has been member of the habilitation jury of Audrey Queudet, University of
Nantes.

• Liliana Cucu-Grosjean has been a reviewer for the following PhD theses: Tristan Fautrel (LIGM),
Louis Viard (University of Lorraine), Hai-Dang Vu (University of Nantes) and Matteo Bertolino (IPP
Paris).

• Avner Bar-Hen has been a reviewer for the PhD thesis of Nathanaël Randriamihamison (University
of Toulouse).
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11.3 Popularization

11.3.1 Articles and contents

• Quentin Lazzarotto and Avner Bar-Hen, Dingue de maths, Hachette, 2021.

• Avner Bar-Hen, Et si les mathématiques nous aidaient à gagner à l’Euromillions?, The Conversation,
2021

• Liliana Cucu-Grosjean, Un cadeau pour le 8 mars, Le Binaire, 2021.

• Liliana Cucu-Grosjean, Pourquoi accélérer le fonctionnement d’un ordinateur peut augmenter les
risques d’erreur, The Conversation, 2021

11.3.2 Interventions

• Avner Bar-Hen has been a speaker at Méthode Scientifique (France Culture), 2021

• Avner Bar-Hen has been a speaker at the event Science and You, 2021

• Liliana Cucu-Grosjean has been a speaker at the 5th edition of Sciences et média organized by BNF,
2021.

• Liliana Cucu-Grosjean has been a speaker at the Vivatech event Mega Women and Girls in Tech,
2021.

• Liliana Cucu-Grosjean has been a speaker at the event mediation event (Science and You), 2021
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