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5. New Results

5.1. Modeling Interfaces and Contacts

5.1.1.

5.1.2.

Docking, scoring, interfaces, protein complexes, scoring functions, Voronoi diagrams, arrangements of balls.

Modeling Macro-molecular Complexes : a Journey Across Scales
Participants: Frédéric Cazals, Tom Dreyfus.

In collaboration with C. Robert (IBPC / CNRS, Paris, France).

While proteins and nucleic acids are the fundamental components of an organism, Biology itself is based
on the interactions they make with each other. Analyzing macromolecular interactions typically requires
handling systems involving from two to hundreds of polypeptide chains. After a brief overview of the
modeling challenges faced in computational structural biology, the text [16] reviews concepts and tools
aiming at improving our understanding of the link between the static structures of macromolecular complexes
and their biophysical/biological properties. We discuss geometrical approaches suited to atomic-resolution
complexes and to large protein assemblies; for each, we also present examples of their successful application
in quantifying and interpreting biological data. This methodology includes state-of-the-art geometric analyses
of surface area, volume, curvature, and topological properties (isolated components, cavities, voids, cycles)
related to Voronoi constructions in the context of structure analysis. On the applied side, we present novel
insights into real biological problems gained thanks to these modeling tools.

CSA: Comprehensive Comparison of Pairwise Protein Structure Alignments
Participant: No¢l Malod-Dognin.

In collaboration with 1. Wohlers (CWI / VU University Amsterdam, Netherlands), R. Andonov (Irisa / Rennes
University, France), G.W. Klau (CWI / VU University Amsterdam, Netherlands).

Protein structural alignment is a key method for answering many biological questions involving the transfer
of information from well-studied proteins to less well-known proteins. Since structures are more conserved
during evolution than sequences, structural alignment allows for the most precise mapping of equivalent
residues. Many structure-based scoring schemes have been proposed and there is no consensus on which
scoring is the best. Comparative studies also show that alignments produced by different methods can
differ considerably. Based on the alignment engine derived from A_purva, we designed CSA (Comparative
Structural Alignment), the first web server for computation, evaluation and comprehensive comparison of
pairwise protein structure alignments at single residue level [15]. It offers the exact computation of alignments
using the scoring schemes of DALI, Contact Map Overlap (CMO), MATRAS and PAUL. In CSA, computed
or uploaded alignments can be explored in terms of many inter-residue distances, RMSD, and sequence-based
scores. Intuitive visualizations also help in grasping the agreements and differences between alignments. The
user can thus make educated decisions about the structural similarity of two proteins and, if necessary, post-
process alignments by hand. CSA is available at http://csa.project.cwi.nl.

Upon publication [15], CSA was selected by Nucleic Acids Research as featured article of July 2012 (top 5%
of papers in terms of originality, significance and scientific excellence.

5.2. Modeling Macro-molecular Assemblies

Macro-molecular assembly, reconstruction by data integration, proteomics, modeling with uncertainties,
curved Voronoi diagrams, topological persistence.


http://www.inria.fr/equipes/abs
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2012-bid39
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2012-bid40
http://csa.project.cwi.nl
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2012-bid40
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Stoichiometry Determination for Mass-spectrometry Data: the Interval Case
Participants: Deepesh Agarwal, Frédéric Cazals, No€l Malod-Dognin.

In structural proteomics, given the individual masses of a set of protein types and the exact mass of a protein
complex, the exact stoichiometry determination problem (SD), also known as the money-change problem,
consists of enumerating all the stoichiometries of these types which allow to recover the target mass. If
the target mass suffers from experimental uncertainties, the interval SD problem consists of finding all the
stoichiometry vectors compatible with a target mass within an interval.

We make contributions in two directions [18]. From a theoretical standpoint, we present a constant-memory
space algorithm (DIOPHANTINE) and an output sensitive dynamic programming based algorithm (DP++), both
inherently addressing the interval SD problem. From an applied perspective, we raise three points. First, we
show that DIOPHANTINE and DP++ yield an improvement from 3 to 4 orders of magnitude over state-of-the-art
exact SD algorithms, for typical protein complexes facing uncertainties on the target mass in the range 0.1-1%.
Second, we show that DIOPHANTINE behaves like an output-sensitive algorithm—especially when the interval
width increases, albeit such a property cannot be expected in general. Third, from a biological perspective,
using a panel of biological complexes (eukaryotic translation factor, yeast exosome, 19S proteasome sub-unit,
nuclear pore complex), we stress the importance of enumeration, even at a null noise level.

The programs accompanying this paper are available from http://team.inria.fr/abs/addict/.

5.3. Algorithmic Foundations

Voronoi diagrams, a--shapes,
The work undertaken in this vein in 2012 will be finalized in 2013.

5.4. Immunology

5.4.1.

Immune response, infection, antibodies, complementarity determining region (CDR)

Teleost Fish Mount Complex Clonal IgM and IgT Responses in Spleen Upon Systemic
Viral Infection

Participant: Frédéric Cazals.

In collaboration with
e R. Castro, L. Journeau, A. Benmansour and P. Boudinot (INRA Jouy-en-Josas, France)
e H.P. Pham and A. Six (Univ. of Paris VI, France)
e 0. Bouchez (INRA Castanet Tolosan, France)
e V. Giudicelli and M-P. Lefranc (IMGT / CNRS, Montpellier, France)
o E. Quillet (INRA Jouy-en-Josas, France)
o S. Fillatreau (Leibniz Institute, Berlin, Germany)
o  O. Sunyer (Univ. of Pennsylvania, USA)

Upon infection, B-lymphocytes expressing antibodies specific for the intruding pathogen develop clonal
responses triggered by pathogen recognition via the B-cell receptor. The constant region of antibodies
produced by such developing clones dictates their functional properties. In teleost fish, the clonal structure of
B-cell responses and the respective contribution of the three isotypes IgM, IgD, and IdT remains unknown. The
expression of IgM and IgT are mutually exclusive, leading to the existence of two B-cell subsets expressing
either both IgM and IgD or only IgT. In [12], we undertook a comprehensive analysis of the variable heavy
chain (VH) domain repertoires of the IgM, IgD and IgT in spleen of homozygous isogenic rainbow trout
(Onchorhynus mykiss), before and after challenge with a rhabdovirus, the Viral Hemorrhagic Septicemia
Virus (VHSV), using CDR3-length spectratyping and pyrosequencing of immunoglobulin (Ig) transcripts.
In healthy fish, we observed distinct repertories for IgM, IgD and IgT respectively, with a few amplified p


http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2012-bid11
http://team.inria.fr/abs/addict/
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2012-bid41
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and 7 junctions, suggesting the presence of IgM and IgT secreting cells in the spleen. In infected animals, we
detected complex and highly diverse IgM responses involving all VH subgroups, and dominated by a few large
public and private clones. A lower number of robust clonal responses involving only a few VH were detected
for the mucosal IgT, indicating that both IgM™ and IgT™ spleen B cells responded to systemic infection but
at different degrees. In contrast, the IgD response to the infection was faint. Although the IgD and IgT present
different structural features and evolutionary origin compared to mammalian IgD and IgA respectively, their
implication in the B-cell response evokes these mouse and human counterparts. Thus, it appears that the
general properties of antibody responses were already in place in common ancestors of fish and mammals,
and were globally conserved during evolution with possible functional convergences.
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6. New Results

6.1. Analysis of Biological Pathways

6.1.1.

6.1.2.

6.1.3.

We have improved our framework to design and analyze biological networks. This framework focused on
protein-protein interaction networks described as graph rewriting systems. Such networks can be used to model
some signaling pathways that control the cell cycle. The task is made difficult due to the combinatorial blow
up in the number of reachable species (i.e., non-isomorphic connected components of proteins).

Semantics
Participants: Jonathan Hayman, Tobias Heindel [CEA-List].

Domain-specific rule-based languages can be understood intuitively as transforming graph-like structures, but
due to their expressivity these are difficult to model in ‘traditional’ graph rewriting frameworks.

In [21], we introduce pattern graphs and closed morphisms as a more abstract graph-like model and show how
Kappa can be encoded in them by connecting its single-pushout semantics to that for Kappa. This level of
abstraction elucidates the earlier single-pushout result for Kappa, teasing apart the proof and guiding the way
to richer languages, for example the introduction of compartments within cells.

Semantics and causality

Participants: Vincent Danos [University of Edinburgh], Jérome Feret, Walter Fontana [Harvard Medical
School], Russ Harmer [Paris VII], Jonathan Hayman, Jean Krivine [Paris VII], Chris Thompson-Walsh
[University of Cambridge], Glynn Winskel [University of Cambridge].

In [20], we introduce a novel way of constructing concise causal histories (pathways) to represent how
specified structures are formed during simulation of systems represented by rulebased models. This is founded
on a new, clean, graph-based semantics introduced in the first part of this paper for Kappa, a rule-based
modelling language that has emerged as a natural description of protein-protein interactions in molecular
biology. The semantics is capable of capturing the whole of Kappa, including subtle side-effects on deletion
of structure, and its structured presentation provides the basis for the translation of techniques to other models.
In particular, we give a notion of trajectory compression, which restricts a trace culminating in the production
of a given structure to the actions necessary for the structure to occur. This is central to the reconstruction
of biochemical pathways due to the failure of traditional techniques to provide adequately concise causal
histories, and we expect it to be applicable in a range of other modelling situations.

Case study: Combinatorial drift in yeast model

Participants: Vincent Danos [University of Edinburgh], Eric Deeds [University of Kansas], Jérdme Feret,
Walter Fontana [Harvard Medical School], Russ Harmer [Paris VII], Jean Krivine [Paris VII].

The assembly of molecular machines and transient signaling complexes does not typically occur under
circumstances in which the appropriate proteins are isolated from all others present in the cell. Rather,
assembly must proceed in the context of large-scale protein-protein interaction (PPI) networks that are
characterized both by conflict and combinatorial complexity. Conflict refers to the fact that protein interfaces
can often bind many different partners in a mutually exclusive way, while combinatorial complexity refers to
the explosion in the number of distinct complexes that can be formed by a network of binding possibilities.


http://www.inria.fr/equipes/abstraction
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid29
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid25

13 Programs, Verification and Proofs - New Results - Project-Team ABSTRACTION

In [9], we use computational models so as to explore the consequences of these characteristics for the global
dynamics of a PPI network based on highly curated yeast two-hybrid data. The limited molecular context
represented in this data-type translates formally into an assumption of independent binding sites for each
protein. The challenge of avoiding the explicit enumeration of the astronomically many possibilities for
complex formation is met by a rule-based approach to kinetic modeling. Despite imposing global biophysical
constraints, we find that initially identical simulations rapidly diverge in the space of molecular possibilities,
eventually sampling disjoint sets of large complexes. We refer to this phenomenon as “compositional drift".
Since interaction data in PPI networks lack detailed information about geometric and biological constraints,
our study does not represent a quantitative description of cellular dynamics. Rather, our work brings to light a
fundamental problem (the control of compositional drift) that must be solved by mechanisms of assembly in
the context of large networks. In cases where drift is not (or cannot be) completely controlled by the cell, this
phenomenon could constitute a novel source of phenotypic heterogeneity in cell populations.

6.1.4. Automatic Reduction of Stochastic Semantics

Participants: Ferdinanda Camporesi, Jérdme Feret, Norman Ferns, Thomas Henzinger [Institute of Science
and Technology, Austria], Heinz Koeppl [ETH Ziirich], Tatjana Petrov [ETH Ziirich].

Biology, Protein-protein interaction networks, Stochastic semantics, Verification.

We have proposed an abstract interpretation-based framework for reducing the state-space of stochastic
semantics for protein-protein interaction networks. Our framework ensures that the trace distribution of the
reduced system is the exact projection of the trace distribution of the concrete system. Moreover, when the
abstraction is complete, if each state with the same abstraction is equiprobable at initial state, each state with
the same abstraction is equiprobable at any time .

In [10], we have formalized the model reduction framework for the stochastic semantics and we have
established the relationships with the notions of lumpability, and bisimulation.

In [13], we have showed that the reduced models can be expressed in Kappa, and we have provided a procedure
to do it.

6.2. Leakage Analysis

Participants: Matteo Zanioli [Correspondent], Pietro Ferrara [ETH, Zurich], Agostino Cortesi [Universita
Ca’ Foscari].

Abstract interpretation, Information leakage analysis, Object-oriented software, Static analysis.

In [28], we present SAILS, a new tool that combines SAMPLE, a generic static analyzer, and a sophisticated
domain for leakage analysis. This tool does not require to modify the original language, since it works with
mainstream languages like JAVA™, and it does not require any manual annotation. SAILS can combine the
information leakage analysis with different heap abstractions, inferring information leakage over programs
with complex data structures. SAILS has been applied to the analysis of the SecuriBench-micro suite. The
experimental results underline the effectiveness of the analysis, since SAILS is in position to analyze several
benchmarks in about 1 second without producing false alarms in more than 90% of the programs.

6.3. Termination
Participants: Patrick Cousot, Radhia Cousot.
Abstract interpretation, Computational induction, Induction, Proof, Static analysis, Semantic structural induc-
tion, Syntactic structural induction, Termination, Variant function, Verification.
In [17], we have introduced an abstract interpretation for termination.

Proof, verification and analysis methods for termination all rely on two induction principles: (1) a variant
function or induction on data ensuring progress towards the end and (2) some form of induction on the program
structure.


http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid30
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid31
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid32
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid33
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid34
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So far, no clear design principle did exist for termination as is the case for safety so that the existing approaches
are scattered and largely not comparable with each other.

e For (1), we show that this design principle applies equally well to potential and definite termination.
The trace-based termination collecting semantics is given a fixpoint definition. Its abstraction yields
a fixpoint definition of the best variant function. By further abstraction of this best variant function,
we derive the Floyd/Turing termination proof method as well as new static analysis methods to
effectively compute approximations of this best variant function.

e For (2), we introduce a generalization of the syntactic notion of structural induction (as found in
Hoare logic) into a semantic structural induction based on the new semantic concept of inductive
trace cover covering execution traces by segments, a new basis for formulating program properties.
Its abstractions allow for generalized recursive proof, verification and static analysis methods by
induction on both program structure, control, and data. Examples of particular instances include
Floyd’s handling of loop cut-points as well as nested loops, Burstall’s intermittent assertion total
correctness proof method, and Podelski-Rybalchenko transition invariants.

6.4. Probabilistic Abstract Interpretation

Participants: Patrick Cousot, Michaél Monerau.

Abstract interpretation, Probabilistic systems, Static analysis.

Abstract interpretation has been widely used for verifying properties of computer systems. In [19], we present
a way to extend this framework to the case of probabilistic systems.

The probabilistic abstraction framework that we propose allows us to systematically lift any classical analysis
or verification method to the probabilistic setting by separating in the program semantics the probabilistic
behavior from the (non-)deterministic behavior. This separation provides new insights for designing novel
probabilistic static analyses and verification methods.

We define the concrete probabilistic semantics and propose different ways to abstract them. We provide
examples illustrating the expressiveness and effectiveness of our approach.

6.5. Formal Verification by Abstract Interpretation

Participant: Patrick Cousot.

Abstract interpretation, Abstraction, Aerospace, Certification, Cyber-physical system, Formal Method,
Mission-critical system, Runtime error, Safety-critical system, Scalability, Soundness, Static Analysis,
Validation, Verification.

Abstract interpretation is a theory of abstraction and constructive approximation of the mathematical structures
used in the formal description of programming languages and the inference or verification of undecidable
program properties. Developed in the late seventies with Radhia Cousot, it has since then been considerably
applied to many aspects of programming, from syntax, to semantics, and proof methods where abstractions are
sound and complete but incomputable to fully automatic, sound but incomplete approximate abstractions to
solve undecidable problems such as static analysis of infinite state software systems, contract inference, type
inference, termination inference, model-checking, abstraction refinement, program transformation (including
watermarking), combination of decision procedures, security, malware detection, etc.

This last decade, abstract interpretation has been very successful in program verification for mission- and
safety-critical systems [12]. An example is ASTREE which is a static analyzer to verify the absence of
runtime errors in structured, very large C programs with complex memory usages, and involving complex
boolean as well as floating-point computations (which are handled precisely and safely by taking all possible
rounding errors into account), but without recursion or dynamic memory allocation. Astrée targets embedded
applications as found in earth transportation, nuclear energy, medical instrumentation, aecronautics and space
flight, in particular synchronous control/command such as electric flight control or more recently asynchronous
systems as found in the automotive industry. Astrée is industrialized by AbsInt Angewandte Informatik GmbH.
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6.6. Static Analysis of Parallel Software

Participant: Antoine Miné.

Abstract interpretation, Embedded software, Parallel software, Rely/guarantee analysis, Run-time errors,
Static analysis.

We present in [ 11] the theoretical foundation and the latest experimental evaluation of ASTREEA (5.3 ), a static
analyzer prototype based on abstract interpretation to check for run-time errors in multi-threaded embedded
critical C programs. Our method is based on a slightly modified non-parallel analysis that, when analyzing a
thread, applies and enriches an abstract set of thread interferences. An iterator then re-analyzes each thread
in turn until interferences stabilize. We prove the soundness of our method with respect to the sequential
consistency semantics, but also with respect to a reasonable weakly consistent memory semantics. We also
show how to take into account mutual exclusion and thread priorities through a partitioning over an abstraction
of the scheduler state. This work is an extension of [54], complete with a full formalization and soundness
proofs.

In [24], we express rely/guarantee methods in constructive form as an abstract interpretation of the interleaving
trace semantics. We also restate the analysis presented in [11] as a further abstraction of rely/guarantee. This
theoretical work brings a new understanding of the various causes of incompleteness and imprecision in
our previous analysis, including the non-relational, input-insensitive, flow-insensitive, and history-insensitive
treatment of interferences, and it opens the way to designing more precise analyses.

6.7. Static Analysis of Bit-Level Machine Integer and Floating-Point

Operations
Participant: Antoine Miné.

Abstract interpretation, Embedded software, Numerical abstract domains, Run-time errors, Static analysis.

We present in [22] a few lightweight numeric abstract domains to analyze C programs that exploit the binary
representation of numbers in computers, for instance to perform "compute-through-overflow" on machine
integers, or to directly manipulate the exponent and mantissa of floating-point numbers. On integers, we
propose an extension of intervals with a modular component, as well as a bitfield domain. On floating-point
numbers, we propose a predicate domain to match, infer, and propagate selected expression patterns. These
domains are simple, efficient, and extensible. We have included them into the ASTREE (5.2 ) and ASTREEA
(5.3 ) static analyzers to supplement existing domains. Experimental results show that they can improve the
analysis precision at a reasonable cost.

6.8. Inferring Sufficient Conditions with Backward Polyhedral

Under-Approximations
Participant: Antoine Miné.

Abstract interpretation, Backward analysis, Numerical abstract domains, Static analysis, Sufficient condition
inference, Under-approximations.

In [23], we discuss the automatic inference of sufficient pre-conditions by abstract interpretation and sketch
the construction of an under-approximating backward analysis. We focus on numeric domains and propose
transfer functions, including a lower widening, for polyhedra, without resorting to disjunctive completion
nor complementation, while soundly handling non-determinism. A limited proof-of-concept prototype was
designed to validate our approach. Planned applications include the derivation of sufficient conditions for a
program to never step outside an envelope of safe states, or dually to force it to eventually fail.

6.9. A Constraint Solver Based on Abstract Domains

Participants: Marie Pelleau [University of Nantes, LINA], Antoine Miné, Charlotte Truchet [University of
Nantes, LINA], Frédéric Benhamou [University of Nantes, LINA].
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Abstract interpretation, Backward analysis, Numerical abstract domains, Static analysis, Sufficient condition
inference, Under-approximations.

In [25], we apply techniques from abstract interpretation to constraint programming (which aims at solving
hard combinatorial problems with a generic framework based on first-order logics). We highlight some links
and differences between these fields: both compute fixpoints by iterations but employ different extrapolation
and refinement strategies; moreover, consistencies in Constraint Programming can be mapped to non-relational
abstract domains. We then use these correspondences to build an abstract constraint solver that leverages
abstract interpretation techniques (such as relational domains) to go beyond classic solvers. We present
encouraging experimental results obtained with our prototype implementation.

Automatic Inference of Necessary Preconditions

Participants: Patrick Cousot, Radhia Cousot, Manuel Fahndrich [Microsoft Research, Redmond, USA],
Francesco Logozzo [Microsoft Research, Redmond, USA].

Abstract interpretation, Backward analysis, Static analysis, Necessary condition inference,

In [18], we consider the problem of automatic precondition inference for: (i) program verification; (ii) help-
ing the annotation process of legacy code; and (iii) helping generating code contracts during code refactor-
ing. We argue that the common notion of sufficient precondition inference (i.e., under which precondition
is the program correct?) imposes too large a burden on call-sites, and hence is unfit for automatic program
analysis. Therefore, we define the problem of necessary precondition inference (i.e., under which precondi-
tion, if violated, will the program always be incorrect?). We designed and implemented several new abstract
interpretation-based analyses to infer necessary preconditions. The analyses infer atomic preconditions (in-
cluding disjunctions), as well as universally and existentially quantified preconditions.

We experimentally validated the analyses on large scale industrial code.

For unannotated code, the inference algorithms find necessary preconditions for almost 64% of methods
which contained warnings. In 27% of these cases the inferred preconditions were also sufficient, meaning
all warnings within the method body disappeared. For annotated code, the inference algorithms find necessary
preconditions for over 68% of methods with warnings. In almost 50% of these cases the preconditions
were also sufficient. Overall, the precision improvement obtained by precondition inference (counted as the
additional number of methods with no warnings) ranged between 9% and 21%.

Inference of Necessary Field Conditions with Abstract Interpretation

Participants: Mehdi Bouaziz, Manuel Fahndrich [Microsoft Research, Redmond, USA], Francesco Logozzo
[Microsoft Research, Redmond, USA].

In [15], we present a new static analysis to infer necessary field conditions for object-oriented programs. A
necessary field condition is a property that should hold on the fields of a given object, for otherwise there
exists a calling context leading to a failure due to bad object state. Our analysis also infers the provenance of
the necessary condition, so that if a necessary field condition is violated then an explanation containing the
sequence of method calls leading to a failing assertion can be produced.

When the analysis is restricted to readonly fields, i.e., fields that can only be set in the initialization phase
of an object, it infers object invariants. We provide empirical evidence on the usefulness of necessary field
conditions by integrating the analysis into cccheck, our static analyzer for .NET.

Robust inference of readonly object field invariants was the #1 request from cccheck users.

TreeKs: A Functor to Make Numerical Abstract Domains Scalable
Participant: Mehdi Bouaziz.
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Relational numerical abstract domains do not scale up. To ensure a linear cost of abstract domains, abstract
interpretation-based tools analyzing large programs generally split the set of variables into independent smaller
sets, sometimes sharing some non-relational information. In [14], we present a way to gain precision by
keeping fully expressive relations between the subsets of variables, whilst retaining a linear complexity
ensuring scalability.

An Abstract Domain to Infer Types over Zones in Spreadsheets

Participants: Cheng Tie, Xavier Rival.

abstract domains, spreadsheet script languages In [16], we proposed an abstract domain for the abstraction of
spreadsheet contents.

Spreadsheet languages are very commonly used, by large user bases, yet they are error prone. However, many
semantic issues and errors could be avoided by enforcing a stricter type discipline. As declaring and specifying
type information would represent a prohibitive amount of work for users, we propose an abstract interpretation
based static analysis for spreadsheet programs that infers type constraints over zones of spreadsheets, viewed
as two-dimensional arrays. Our abstract domain consists in a cardinal power from a numerical abstraction
describing zones in a spreadsheet to an abstraction of cell values, including type properties. We formalize this
abstract domain and its operators (transfer functions, join, widening and reduction) as well as a static analysis
for a simplified spreadsheet language. Last, we propose a representation for abstract values and present an
implementation of our analysis.

Hierarchical Abstraction of Dynamic Structures
Participants: Pascal Sotin, Xavier Rival.

abstract domains, shape analysis, domain combination In [26], we designed a hierarchical shape abstract
domain for the abstraction of complex data structures found in embedded softwares.

We propose a hierarchical shape abstract domain, so as to infer structural invariants of dynamic structures
such as lists living inside static structures, such as arrays. This programming pattern is often used in safety
critical embedded software that need to “allocate” dynamic structures inside static regions due to dynamic
memory allocation being forbidden in this context. Our abstract domain precisely describes such hierarchies
of structures. It combines several instances of simple shape abstract domains, dedicated to the representation of
elementary shape properties, and also embeds a numerical abstract domain. This modular construction greatly
simplifies the design and the implementation of the abstract domain. We provide an implementation, and show
the effectiveness of our approach on a problem taken from a real code.

Reduced Product Combination of Abstract Domains for Shapes
Participants: Antoine Toubhans, Xavier Rival, Bor-Yuh Evan Chang [University of Colorado at Boulder].

abstract domains, shape analysis, reduced product In [27], we proposed a notion of reduced product for shape
abstractions.

Real-world data structures are often enhanced with additional pointers capturing alternative paths through a
basic inductive skeleton (e.g., back pointers, head pointers). From the static analysis point of view, we must
obtain several interlocking shape invariants. At the same time, it is well understood in abstract interpretation
design that supporting a separation of concerns is critically important to designing powerful static analyses.
Such a separation of concerns is often obtained via a reduced product on a case-by-case basis. In this paper, we
lift this idea to abstract domains for shape analyses, introducing a domain combination operator for memory
abstractions. As an example, we present simultaneous separating shape graphs, a product construction that
combines instances of separation logic-based shape domains. The key enabler for this construction is a static
analysis on inductive data structure definitions to derive relations between the skeleton and the alternative
paths. From the engineering standpoint, this construction allows each component to reason independently
about different aspects of the data structure invariant and then separately exchange information via a reduction
operator. From the usability standpoint, we enable describing a data structure invariant in terms of several
inductive definitions that hold simultaneously.


http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid43
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid44
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid45
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2012-bid46

18 Distributed Systems and Services - New Results - Project-Team ACES

ACES Project-Team

4. New Results

4.1. Spatial Computing approach and RFIDs

Participants: Michel Banatre, Paul Couderc [contact], Yann Glouche, Arnab Sinha.

In the line of our previous research in pervasive computing, we are working on spatial computing approaches in
the context of RFID. Spatial computing consists in data structures and computing processes directly supported
by physical objects. RFID is an attractive technology for supporting spatial computing, enabling any object
to interact in a smart environment. Traditionnal RFID solutions use a logical model, where the RFID tags are
simple identifiers referring to data in a remote information system. In our approach, we use the memory of the
tags to build self-contained data structures and self-describing objects. While featuring interesting properties,
such as autonomous operation and high scalability, this approach also raises difficult challenges: the memory
capacity of the tags is very limited, requiring compact and efficient data structures.

Our research in the context of domestic waste management is broadly investigating the use of RFID at item
level to provide early waste sorting, to avoid incompatible mix of waste and to prevent hazards [3], [4]. Several
innovative aspected are studied in this project. First, the design of an autonomous computing architecture for
the waste items and smart containers, enabling early processing in the waste management: for example waste
bags can be accepted or rejected accordingly to their content and its conformance with the recipient container.
Hazard prevention and human operator safety can also be improved with the knowledge of the nature of the
waste.

Autonomy is important as it would be possible to depend on a remote information system for each waste
insertion, due to obvious scalability, energy and network costs. An ontology based system has been proposed
to determine the possible interactions of tagged products based on their properties and the external conditions
[6]. This ontological model is simple enough to be supported entirely by a low power embedded computer at
the container level, but can still support the waste application requirements. An unconventional aspect in this
architecture is that semantic properties are directly written in the RFID tags, instead of semantic-less identifiers
typically used in most RFID applications.

A second innovative aspect of the research is to consider the set of containers in a city as a particular case
of sensor network, and developing energy efficient protocol to enable information reporting to a supervising
infrastructure.

In the context of this research, some limitations of existing RFID technology become challenging: unlike
standard RFID application scenarios, pervasive computing often involves uncontrolled environment for RFID,
where tags and reader have to operate in much more difficult situations that those usually encountered or
expected for classical RFID systems. In a near future, we seek to work with a team who has a strong expertise
in antenna design and radio signal behaviour.

4.2. Integrity checking with coupled objects

Participants: Michel Banatre [contact], Paul Couderc, Jean-Francois Verdonck.

While the computing and telecommunication worlds commonly use digital integrity checking, many activities
from the real world do not benefit from automatic integrity control mechanisms. RFID technology offers
promising perspectives for facing this problem, but also raises strong privacy concerns as most of the RFID-
based systems rely on global identification and tracking. In 2011, we have designed Ubi-Check to provide an
approach aiming at coupling physical objects and enabling integrity control built on local interactions, without
the support of a global information system. Ubi-Check led to the development of various novel applications
running quite on the same technology. But the possibility of defining hierarchical couplings was lacking.
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This is why we have studied and and designed the Ubi-Tree environment in 2012, which strives to deal with
those new requirements. Ubi-Tree relies on a structure in which physical objects (also called fragments) are
seen as external nodes of a tree that we call coupling tree. External nodes of a tree are called leaves. In the
system, internal nodes are called coupling nodes. Each fragment embeds an RFID tag supporting coupling
data. Coupling data stores the coupling tree. Each internal node can be checked, which means a lacking,
illegally forged or corrupted node can be detected at any depth of a coupling.

-----

Figure 2. Key to a Ubi-Post briefcase

The Ubi-Tree environment has been experimented through a content-oriented security solution for high value
shipping: the Ubi-Post briefcase. Sending sensitive documents or parcels over a delivery service can be a
hazardous operation. Goods can be picked up by a fake courier, genuine items can be swapped with copies,
the parcel may be received or opened by someone else than the supposed recipient and some items can be
missing at the delivery time. As some very high value items are sent over such services, security is critical. We
proposed the Ubi-Post briefcase system, a pervasive content-oriented security solution for high value shipping
based on the Ubi-Tree physical object coupling software and RFID equipment. The aim of a shipping service
is to provide transportation of goods from a sender to the recipient, so the system must ensure that the coupling
would be handed over to the recipient. For that purpose, coupled tags will carry an identifier corresponding
to the recipient as additional data. Then, the only way to unlock a Ubi-Post briefcase is to insert a recipient
card which tag ID is the one expected by the coupling (see figure 2 ). The Ubi-Post briefcase embeds the same
equipment as the coupling station, plus a battery, an HF near field card reader, and a locking mechanism (see
Figure 3 ).

We have produced an interface for users to be sure that the association between RFID tag and physical object is
the one that is perceived by our coupling software. The key idea was to be able to identify in the right way the
RFID tag associated to a physical object when we place one physical object onto the support of the antenna
linked to the RFID reader. The position of this object, and the tag associated to this object, in the physical
space is determined using a camera coupled with an image recognition algorithm. The result is displayed onto
a touch screen. In that way, when we want to couple a set of physical objects, we place sequentially all these
objects onto the support of the antenna, and from the image of these objects displayed onto the touch screen
we touch those we want to couple and activate the coupling operation. This solution is now fully functional.

4.3. Pervasive support for Smart Homes

Participants: Michele Dominici, Bastien Pietropaoli, Sylvain Roche, Frédéric Weis [contact].

A smart home is a residence equipped with information-and-communication-technology (ICT) devices con-
ceived to collaborate in order to anticipate and respond to the needs of the occupants, working to promote their
comfort, convenience, security and entertainment while preserving their natural interaction with the environ-
ment.

The idea of using the Ubiquitous Computing paradigm in the smart home domain is not new. However,
the state-of-the-art solutions only partially adhere to its principles. Often the adopted approach consists in
a heavy deployment of sensor nodes, which continuously send a lot of data to a central elaboration unit,
in charge of the difficult task of extrapolating meaningful information using complex techniques. This is a
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Figure 3. 3D view from the internal components of the Ubi-Post briefcase

logical approach. ACES proposed instead the adoption of a physical approach, in which the information is
spread in the environment, carried by the entities themselves, and the elaboration is directly executed by
these entities "inside" the physical space. This allows performing meaningful exchanges of data that will
thereafter need a less complicate processing compared to the current solutions. The result is a smart home
that can, in an easier and better way, integrate the context in its functioning and thus seamlessly deliver more
useful and effective user services. Our contribution aims at implementing the physical approach in a domestic
environment, showing a solution for improving both comfort and energy savings.

Most existing smart home solutions were designed with a technology-driven approach. That is, the designers
explored which services, functionalities, actions and controls could be performed exploiting available tech-
nologies. This led to solutions for human activity recognition relying on wearable sensors, microphones or
video cameras. Those technologies may be difficult to deploy and get accepted in real-world households, be-
cause of convenience and privacy concerns. Many people have concerns on carrying equipments or feeling
observed or recorded while living their private life. This could seriously impact the acceptability of the smart
home system or reduce its diffusion in real households. To avoid such kind of issues, we designed our system
with an acceptability-driven approach. That is, we selected technologies that respond to the constraints of a
real-world deployment of the future smart home system, namely, convenience and privacy concerns. We de-
cided to take a very conservative approach, choosing technologies that are as unobtrusive as possible, in order
to explore the frontiers of what can be done in a smart home with a very limited instrumentation. Following the
same considerations, the adopted technologies and techniques had to guarantee a fast and easy configuration,
ultimately allowing a plug-and-play deployment.

4.3.1. Design and implementation of a system architecture

In 2012, we have designed and experimented a system architecture of a smart home prototype currently
under development. It is the demonstrator of an interdisciplinary project that brings together industrials and
researchers, from the fields of ubiquitous computing and cognitive ergonomics. The aim is to develop a smart
home system that is able to prevent energy waste and preserve inhabitants’ comfort. The key requirement is to
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provide functionalities that are seamlessly adapted to ongoing situations and activities of inhabitants, avoiding
bothering them with inappropriate interventions. The architecture of such a system has been designed so as to
respect the principles and constraints illustrated in the introduction of this section. Namely, we have chosen the
necessary equipments among those that should guarantee privacy preservation and high acceptability. When
designing the algorithms for context and situation recognition and the human-computer interaction aspects of
the system, we have kept in mind the model of human activity described in the previous section. Finally, we
have designed the architecture of the system so as to realize successive abstraction of contextual information
and to allow uncertainty, imprecision and ignorance to flow between the layers [2].

Layered architecture

The system architecture relies on the principles of the ubiquitous computing paradigm. It also draws its
inspiration from the work of Coutaz, who suggest a four-layer model to build context-aware applications.
The first layer, "sensing", is in charge of sensing the environment. It is realized by augmented appliances and
physical sensors. The augmented household appliances provide information about their state, while the sensors
measure physical phenomena (sound level, motion, vibration, etc.). The second layer, called "perception”,
realizes the abstraction from the raw data. These are processed to obtain more abstract information about the
context (e.g. the detection of presence in a room can be obtained combining motion, sound and vibration
measures). "Situation and context identification”, the third layer, identifies the occurring situations and the
activities of inhabitants. For instance, the fact that a given moment a person is ironing can be modeled
combining the information that a person is present in a room with the fact that the iron is on and that it is being
moved. The top layer, called "exploitation", provides contextual information to applications. More specifically,
the contextual information is used to adapt the behavior of the augmented appliances in a semi-automatic way
and to allow lowly interruptive takeover by inhabitants.

4.3.3. Design and experimentation of the ''perception’’ layer

In the second layer called "perception”, raw sensor data are processed to obtain more abstract information
about context called Context Attributes. These are small pieces of context easily understandable by humans and
that can be provided to the upper layer. Examples of Context Attributes are the presence, the number of people
in a room or the posture of someone. Some raw data are immediately exploitable, like temperature or light
level. Others require data fusion in order to obtain more abstract contextual information, such as inhabitants’
presence or movement. A certain number of sensors is necessary to obtain sufficient certainty when fusing data,
as redundancy can significantly increase the reliability of the sources. Furthermore, heterogeneous sensors
allow collecting different physical measurements that can enrich the data fusion process.

Data fusion is a large problem. Many theories offer tools to handle it. In our approach, the main aim of the
perception layer is to abstract imperfect raw data to make it computable by higher level reasoning algorithms.
Data may be imperfect for different reasons:

e Randomness, due to physical systems (in our case, sensors).

e Inconsistency, due to overload of data or conflicting sources.

e Incompleteness, due to loss of data which may easily happen with wireless communication.
e  Ambiguity (or fuzziness), due to models or to natural language imprecision.

e  Uncertainty, due to not fully reliable sources.

e Bias, due to systematic errors.

e Redundancy, due to multiple sources measuring the same parameter.

In order to manage many of those imperfections and respect the theoretical constraints, we decided to use as
a first layer of abstraction the belief functions theory (BFT). The BFT can be seen as a generalization of the
Bayesian theory of subjective probability. It can be used to model probabilities if only atomic focal sets are
used in mass functions. Thus, it is totally possible to mix probabilities with real belief functions.
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In our approach, we considered that sensors should duce belief for a certain amount of time after the measures
because of the continuity of studied context. For instance, a motion sensor in a room could be able to induce
a belief on the presence of someone for a longer time than the exact moment at which the measure has been
obtained. It is a matter of physical system with inertia. In this example, it is easy to take into account that
physical persons cannot move too fast and thus will certainly be there for some seconds before they can exit
the room. Thus, this little example brings two questions: how to build evidence from raw data and how to take
into account evidence over time? We proposed a simple method already existing to build belief functions from
raw data and propose an improvement to take into account timed evidence [5].

4.3.4. Design and experimentation of the ''situation and context identification'' layer

4.3.5

"Situation and context identification", the third layer, identifies the occurring situations and the activities of
inhabitants. For instance, the fact that a given moment a person is ironing can be modeled combining the
information that a person is present in a room with the fact that the iron is on and that it is being moved.
Having obtained the Context Attributes through abstraction from the raw sensor data, the system has to reason
about context, in order to infer higher-level context information, needed to make decisions concerning the
functionalities to offer to inhabitants. We needed a unified theory for modeling contextual information, also
offering a generic framework for applying different reasoning techniques to infer higher-level context.

We adopted a situation-centric modeling and reasoning approach called Context Spaces, based on a unified
context modeling and reasoning theory. Using this theory, interesting situations can be modeled as combi-
nations of basic contextual information provided both by a sensor-data-fusion technique and by augmented
appliances. Adapted functionalities can be provided when the interesting situations are triggered. The recog-
nition of ongoing situations is made possible by reasoning about available context information. The Context
Spaces theory allows managing and propagating uncertainty and ignorance, reasoning on ambiguous contexts
and assessing the degree of uncertainty of the resulting inference. It also provides tools to reason on complex
logical expressions that combine elementary situations. The use and the extension of the Context Spaces is the
core of a PhD thesis that has been finished at the end of 2012 by Michele Dominici (to be defended in March
2013).

Uncertainty and ignorance management

Given the gap between contextual capture capabilities of our architecture and actual complexity of real-world
human activities and context, an important issue arises: the management of uncertainty and ignorance. If
contextual information has to be abstracted in successive steps, sources are not always reliable. In particular,
uncertainty is intrinsic to the physical sensors that are used in the capture. Thus, the uncertainty of lower
abstraction layers will negatively impact the inference and decisions of the upper layers. Furthermore, due
to the contextual gap illustrated above, any computing model that tries to represent the complexity of real
activity will be affected by a certain degree of uncertainty. This reflects on the recognition of the activity itself
and can lead to wrong conclusions, which in turn negatively impact the provision of adapted functionalities
to inhabitants. As a consequence, we considered that information about uncertainty and ignorance has to be
propagated, cumulated and considered at every layer of our pervasive architecture. Whenever the level of
uncertainty becomes excessively high, the system tried to evaluate the tradeoff between the potential benefit
of providing the right functionality and the risk associated with an unsuitable functionality, which would be
provided in case the situation has not been correctly recognized.
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6. New Results

6.1. Software Product Lines

In terms of Software Product Lines [92], we work in four different directions. First, we define a SPL
framework for Cloud Computing called SALOON [62] to face challenges in terms of application configuration,
cloud platform configuration [59] and deployment automation [58]. Second, we use Dynamic Software
Product Lines (DSLP) for mobile applications [21], in order to support self-adaptation of context-aware
applications in ubiquitous environments [56] and Wireless Sensor Networks (WSNs) [36]. In both cases,
Constraint Satisfaction Problem (CSP) techniques are used in order to find a suitable configuration for the
current environment state and to deal with contradictory dimensions (e.g., accuracy and energy saving) in the
decision making process. Third, in the YourCast project [76], we work in a Composite SPL for Broadcasting
System by identifying the main issues that we need to deal with when defining such kind of SPL. Finally, we
define an operator to compute syntactic and semantic differences between feature models [24].

6.2. Software Evolution

The adaptive software paradigm supports the definition of software systems that are continuously adapted
at run-time. An adaptation activates multiple features in the system, according to the current execution
context (e.g., CPU consumption, available bandwidth). However, the underlying approaches used to implement
adaptation are ordered, i.e., the order in which a set of features are turned on or off matters. Assuming feature
definition as etched in stone, the identification of the right sequence is a difficult and time-consuming problem.
We propose here a composition operator that intrinsically supports the commutativity of adaptations [50].
Using this operator, one can minimize the number of ordered compositions in a system. It relies on an
action-based approach, as this representation can support preexisting composition operators as well as our
contribution in an uniform way. This approach is validated on the Service-Oriented Architecture domain, and
is implemented using first-order logic.

6.3. Green Middleware

The energy consumption of ICT is widely acknowledged as continuously growing over years and its carbon
footprint can now be compared to the avionics domain. While green computing has emerged as a new research
area concerned with the optimization of the energy consumption of large-scale systems, such as datacenters,
our project-team investigates the analysis of the energy consumption from a software engineering point of
view. In particular, we developed e-Surgeon, a middleware framework to estimate the power consumption
of legacy software at various levels of granularity. With respect to this objective, the first result we obtained
in [52] relates to an evaluation of the impact of programming languages and programming styles on the energy
consumption of applications. While the current trend in application servers is to adopt interpreted languages
(e.g., JavaScript, Python) on the server side, our preliminary results highlight that these languages impose a
large overhead to the energy consumption of the resulting system. In [53], this preliminary result is further
investigated by identifying energy hotspots within legacy application servers. To do so, we automatically
instrument the code of the application server to analyze how the energy is consumed by the application server
under various stress scenarios. Our results show that the energy is mostly consumed by a restricted number
of classes and methods of these application servers, thus giving hints to software developers on candidate
snippets for optimization.
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6.4. Human-Competitive Software Engineering

Frequently asked questions (FAQs) are a popular way to document software development knowledge. As
creating such documents is expensive, we have invented an approach for automatically extracting FAQs
from sources of software development discussion, such as mailing lists and Internet forums, by combining
techniques of text mining and natural language processing. We applied the approach to popular mailing lists
and carried out a survey among software developers to show that it is able to extract high-quality FAQs that may
be further improved by experts. This research has been published at the International Conference on Software
Engineering (ICSE’2012 [40]), the flagship conference in the domain. This work takes place in our line of
research on "human competitive software engineering", where we try to replace manual tasks requiring costly
human skills (such as documentation writing or bug fixing) by automated or semi-automated approaches.

6.5. Reconfigurable Middleware

In the context of our collaboration with the Thales company, especially via the PhD of Jonathan Labéjof
defended on 20 December 2012, we obtained some results in the domain of reconfigurable message-
oriented middleware (MOM). MOM are a particular class of middleware systems that promote asynchronous
communications and weak coupling between communicating entities. They are of particular interest for the
design of Systems of Systems (SoS). In this context, we worked on a method for reconfiguring quality of
service properties in MOM. The idea is to be able change the properties of communication channels without
stopping these channels. We obtained this by defining a bijection between the characteristics of these channels
and a component-based software architecture for which we already have means of reconfiguration with our
previous results on the FRASCATTI platform (see Section 5.5 ). By this way, reconfiguring the quality of service
of a channel is akin to reconfiguring its associated component-based software architecture. This result has been
applied to MOM platforms that conform to the OMG DDS standard.

This result has been the topic of a patent application [106] that was filled in Europe in July 2011 and in the
US in July 2012. The results were also presented in the SCDI workshop at the EDOC 2012 conference [44].
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6. New Results

6.1. Bayesian Nonparametric models for ranked data and bipartite graphs.

In [20], the author develops a novel Bayesian nonparametric model for random bipartite graphs. The model
is based on the theory of completely random measures and is able to handle a potentially infinite number
of nodes. It is shown that the model has appealing properties and in particular it may exhibit a power-law
behavior. Posterior characterization, a generative process for network growth, and a simple Gibbs sampler for
posterior simulation are derived. The model is shown to be well fitted to several real-world social networks.

In [21], we develop a Bayesian nonparametric extension of the popular Plackett-Luce choice model that can
handle an infinite number of choice items. Our framework is based on the theory of random atomic measures,
with the prior specified by a gamma process. We derive a posterior characterization and a simple and effective
Gibbs sampler for posterior simulation. We develop a time-varying extension of our model, and apply it to the
New York Times lists of weekly bestselling books.

6.2. A new model for polychotomous data

Multinomial logistic regression is one of the most popular models for modelling the effect of explanatory
variables on a subject choice between a set of specified options. This model has found numerous applications
in machine learning, psychology or economy. Bayesian inference in this model is non trivial and requires,
either to resort to a Metropolis-Hastings algorithm, or rejection sampling within a Gibbs sampler. In [19],
we propose an alternative model to multinomial logistic regression. The model builds on the Plackett-Luce
model, a popular model for multiple comparisons. We show that the introduction of a suitable set of auxiliary
variables leads to an Expectation-Maximization algorithm to find Maximum A Posteriori estimates of the
parameters. We further provide a full Bayesian treatment by deriving a Gibbs sampler, which only requires to
sample from highly standard distributions. We also propose a variational approximate inference scheme. All
are very simple to implement. One property of our Plackett-Luce regression model is that it learns a sparse set
of feature weights. We compare our method to sparse Bayesian multinomial logistic regression and show that
it is competitive, especially in presence of polychotomous data.

6.3. Sparsity-Promoting Bayesian Dynamic Linear Models

Sparsity-promoting priors have become increasingly popular over recent years due to an increased number of
regression and classification applications involving a large number of predictors. In time series applications
where observations are collected over time, it is often unrealistic to assume that the underlying sparsity
pattern is fixed. We propose in [37] an original class of flexible Bayesian linear models for dynamic sparsity
modelling. The proposed class of models expands upon the existing Bayesian literature on sparse regression
using generalized multivariate hyperbolic distributions. The properties of the models are explored through
both analytic results and simulation studies. We demonstrate the model on a financial application where it is
shown that it accurately represents the patterns seen in the analysis of stock and derivative data, and is able to
detect major events by filtering an artificial portfolio of assets.

6.4. Evolutionnary algorithms and genetic programming

In [22], we consider the identification of a nonlinear system modelled by a nonlinear output error (NOE)
model when the system output is disturbed by an additive zero-mean white Gaussian noise. In that case,
standard on-line or off-line least squares methods may lead to poor results. Here, our approach is based
on evolutionary algorithms. Although their computational cost can be higher than the above methods, these
algorithms present some advantages, which often lead to an effortless optimisation. Indeed, they do not need
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an elaborate formalisation of the problem. When their parameters are correctly tuned, they avoid to get stuck
at a local optimum. To take into account the influence of the additive noise, we investigate different approaches
and we suggest a whole protocol including the selection of a fitness function and a stop rule. Without loss of
generality, simulations are provided for two nonlinear systems and various signal-to-noise ratios.

The regularity of a signal can be numerically expressed using Holder exponents, which characterize the
singular structures a signal contains. In particular, within the domains of image processing and image
understanding, regularity-based analysis can be used to describe local image shape and appearance. However,
estimating the Holder exponent is not a trivial task, and current methods tend to be computationally slow and
complex. The paper [17] presents an approach to automatically synthesize estimators of the pointwise Holder
exponent for digital images. This task is formulated as an optimization problem and Genetic Programming
(GP) is used to search for operators that can approximate a traditional estimator, the oscillations method.
Experimental results show that GP can generate estimators that achieve a low error and a high correlation with
the ground truth estimation. Furthermore, most of the GP estimators are faster than traditional approaches,
in some cases their runtime is orders of magnitude smaller. This result allowed us to implement a real-time
estimation of the Holder exponent on a live video signal, the first such implementation in current literature.
Moreover, the evolved estimators are used to generate local descriptors of salient image regions, a task for
which a stable and robust matching is achieved, comparable with state-of-the-art methods. In conclusion, the
evolved estimators produced by GP could help expand the application domain of Holder regularity within the
fields of image analysis and signal processing.

One of the main open problems within Genetic Programming (GP) is to meaningfully characterize the
difficulty (or hardness) of a problem. The general goal is to develop predictive tools that can allow us to
identify how difficult a problem is for a GP system to solve. In [23] and [24], we identify and compare two
main approaches that address this question. We denote the first group of methods as Evolvability Indicators
(ED), which are measures that attempt to capture how amendable the fitness landscape is to a GP search. The
best examples of current Els are the Fitness Distance Correlation (FDC) and the Negative Slope Coefficient
(NSC). The second, more recent, group of methods are what we call Predictors of Expected Performance
(PEP), which are predictive models that take as input a set of descriptive attributes of a particular problem and
produce as output the expected performance of a GP system. The experimental work presented here compares
an EI, the NSC, and a PEP model for a GP system applied to data classification. Results suggest that the
EI fails at measuring problem difficulty expressed by the performance of the GP classifiers, an unexpected
result. On the other hand, the PEP models show a very high correlation with the actual performance of the
GP system. It appears that while an EI can correctly estimate the difficulty of a given search, as shown by
previous research on this topic, it does not necessarily capture the difficulty of the underlying problem that
GP is intended to solve. Conversely, while the PEP models treat the GP system as a computational black-box,
they can still provide accurate performance predictions.

In [32], the goal is to predict the alertness of an individual by analyzing the brain activity through electroen-
cephalographic data (EEG) captured with 58 electrodes. Alertness is characterized here as a binary variable
that can be in a "normal" or "relaxed" state. We collected data from 44 subjects before and after a relax-
ation practice, giving a total of 88 records. After a pre-processing step and data validation, we analyzed each
record and discriminate the alertness states using our proposed "slope criterion". Afterwards, several common
methods for supervised classification (k nearest neighbors, decision trees (CART), random forests, PLS and
discriminant sparse PLS) were applied as predictors for the state of alertness of each subject. The proposed
"slope criterion" was further refined using a genetic algorithm to select the most important EEG electrodes in
terms of classification accuracy. Results shown that the proposed strategy derives accurate predictive models
of alertness.

6.5. Moderate Deviations for Mean Field Particle Models

The article [40] is concerned with moderate deviation principles of a general class of mean eld type interacting
particle models. We discuss functional moderate deviations of the occupation measures for both the strong -
topology on the space of fi nite and bounded measures as well as for the corresponding stochastic processes on
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some class of functions equipped with the uniform topology. Our approach is based on an original semigroup
analysis combined with stochastic perturbation techniques and projective limit large deviation methods.

6.6. Bifurcating autoregressive processes

In [42], we investigate the asymptotic behavior of the least squares estimator of the unknown parameters
of random coefficient bifurcating autoregressive processes. Under suitable assumptions on inherited and
environmental effects, we establish the almost sure convergence of our estimates. In addition, we also prove a
quadratic strong law and central limit theorems. Our approach mainly relies on asymptotic results for vector-
valued martingales together with the well-known Rademacher-Menchov theorem.

In [46], we study the asymptotic behavior of the weighted least square estimators of the unknown parameters
of random coefficient bifurcating autoregressive processes. Under suitable assumptions on the immigration
and the inheritance, we establish the almost sure convergence of our estimators, as well as a quadratic strong
law and central limit theorems. Our study mostly relies on limit theorems for vector-valued martingales.

In [47], we study the asymptotic behavior of the weighted least squares estimators of the unknown parameters
of bifurcating integer-valued autoregressive processes. Under suitable assumptions on the immigration, we
establish the almost sure convergence of our estimators, together with the quadratic strong law and central
limit theorems. All our investigation relies on asymptotic results for vector-valued martingales.

6.7. Durbin-Watson statistic and first order autoregressive processes

In [45], we investigate moderate deviations for the Durbin-Watson statistic associated with the stable first-
order autoregressive process where the driven noise is also given by a first-order autoregressive process. We
first establish a moderate deviation principle for both the least squares estimator of the unknown parameter
of the autoregressive process as well as for the serial correlation estimator associated with the driven noise.
It enables us to provide a moderate deviation principle for the Durbin-Watson statistic in the easy case where
the driven noise is normally distributed and in the more general case where the driven noise satisfies a less
restrictive Chen-Ledoux type condition.

In [51], we investigate the asymptotic behavior of the Durbin-Watson statistic for the general stable p—order
autoregressive process when the driven noise is given by a first-order autoregressive process. We establish the
almost sure convergence and the asymptotic normality for both the least squares estimator of the unknown
vector parameter of the autoregressive process as well as for the serial correlation estimator associated with
the driven noise. In addition, the almost sure rates of convergence of our estimates are also provided. Then,
we prove the almost sure convergence and the asymptotic normality for the Durbin-Watson statistic. Finally,
we propose a new bilateral statistical procedure for testing the presence of a significative first-order residual
autocorrelation and we also explain how our procedure performs better than the commonly used Box-Pierce
and Ljung-Box statistical tests for white noise applied to the stable autoregressive process, even on small-sized
samples.

6.8. Markovian superquadratic BSDEs

In [Stochastc Process. Appl., 122(9):3173-3208], the author proved the existence and the uniqueness of
solutions to Markovian superquadratic BSDEs with an unbounded terminal condition when the generator
and the terminal condition are locally Lipschitz. In [50], we prove that the existence result remains true for
these BSDEs when the regularity assumptions on the generator and/or the terminal condition are weakened.

6.9. Non-Asymptotic Analysis of Adaptive and Annealed Feynman-Kac
Particle Models

Sequential and Quantum Monte Carlo methods, as well as genetic type search algorithms can be interpreted
as a mean field and interacting particle approximations of Feynman-Kac models in distribution spaces.
The performance of these population Monte Carlo algorithms is strongly related to the stability properties
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of nonlinear Feynman-Kac semigroups. In [49], we analyze these models in terms of Dobrushin ergodic
coefficients of the reference Markov transitions and the oscillations of the potential functions. Sufficient
conditions for uniform concentration inequalities w.r.t. time are expressed explicitly in terms of these two
quantities. We provide an original perturbation analysis that applies to annealed and adaptive FK models,
yielding what seems to be the first results of this kind for these type of models. Special attention is devoted
to the particular case of Boltzmann-Gibbs measures’ sampling. In this context, we design an explicit way
of tuning the number of Markov Chain Monte Carlo iterations with temperature schedule. We also propose
and analyze an alternative interacting particle method based on an adaptive strategy to define the temperature
increments.

6.10. A Robbins-Monro procedure for a class of models of deformation

The paper [48] deals with the statistical analysis of several data sets as- sociated with shape invariant models
with different translation, height and scaling parameters. We propose to estimate these parameters together
with the common shape function. Our approach extends the recent work of Bercu and Fraysse to multivariate
shape invariant models. We propose a very efficient Robbins-Monro procedure for the estimation of the
translation parameters and we use these esti- mates in order to evaluate scale parameters. The main pattern
is estimated by a weighted Nadaraya-Watson estimator. We provide almost sure convergence and asymptotic
normality for all estimators. Finally, we illustrate the convergence of our estimation procedure on simulated
data as well as on real ECG data.

6.11. Individual load curves intraday forecasting

A dynamic coupled modelling is investigated to take temperature into account in the individual energy
consumption forecasting. The objective in [44] is both to avoid the inherent complexity of exhaustive
SARIMAX models and to take advantage of the usual linear relation between energy consumption and
temperature for thermosensitive customers. We first recall some issues related to individual load curves
forecasting. Then, we propose and study the properties of a dynamic coupled modelling taking temperature
into account as an exogenous contribution and its application to the intraday prediction of energy consumption.
Finally, these theoretical results are illustrated on a real individual load curve. The authors discuss the relevance
of such an approach and anticipate that it could form a substantial alternative to the commonly used methods
for energy consumption forecasting of individual customers.


http://raweb.inria.fr/rapportsactivite/RA{$year}/alea/bibliography.html#alea-2012-bid24
http://raweb.inria.fr/rapportsactivite/RA{$year}/alea/bibliography.html#alea-2012-bid25
http://raweb.inria.fr/rapportsactivite/RA{$year}/alea/bibliography.html#alea-2012-bid26

29 Architecture and Compiling - New Results - Project-Team ALF

ALF Project-Team

6. New Results

6.1. Processor Architecture within the ERC DAL project

6.1.1.

Participants: Pierre Michaud, Nathanaél Prémillieu, Luis Germadn Garcia Morales, Bharath Narasimha
Swamy, Sylvain Collange, André Seznec, Arthur Pérais, Surya Narayanan, Sajith Kalathingal, Kamil Kedzier-
ski.

Processor, cache, locality, memory hierarchy, branch prediction, multicore, power, temperature

Multicore processors have now become mainstream for both general-purpose and embedded computing.
Instead of working on improving the architecture of the next generation multicore, with the DAL project, we
deliberately anticipate the next few generations of multicores. While multicores featuring 1000s of cores might
become feasible around 2020, there are strong indications that sequential programming style will continue to
be dominant. Even future mainstream parallel applications will exhibit large sequential sections. Amdahl’s
law indicates that high performance on these sequential sections is needed to enable overall high performance
on the whole application. On many (most) applications, the effective performance of future computer systems
using a 1000-core processor chip will significantly depend on their performance on both sequential code
sections and single threads.

We envision that, around 2020, the processor chips will feature a few complex cores and many (may be 1000’s)
simpler, more silicon and power effective cores.

In the DAL research project, http://www.irisa.fr/alf/dal, we explore the microarchitecture techniques that will
be needed to enable high performance on such heterogeneous processor chips. Very high performance will be
required on both sequential sections, —legacy sequential codes, sequential sections of parallel applications—,
and critical threads on parallel applications, —e.g. the main thread controlling the application. Our research
focuses essentially on enhancing single processes performance.

Microarchitecture exploration of control flow reconvergence
Participants: Nathana&l Prémillieu, André Seznec.

After continuous progress over the past 15 years [14], [13], the accuracy of branch predictors seems
to be reaching a plateau. Other techniques to limit control dependency impact are needed. Control flow
reconvergence is an interesting property of programs. After a multi-option control-flow instruction (i.e. either
a conditional branch or an indirect jump including returns), all the possible paths merge at a given program
point: the reconvergence point.

Superscalar processors rely on aggressive branch prediction, out-of-order execution and instruction level
parallelism for achieving high performance. Therefore, on a superscalar core, the overall speculative execution
after the mispredicted branch is cancelled, leading to a substantial waste of potential performance. However,
deep pipelines and out-of-order execution induce that, when a branch misprediction is resolved, instructions
following the reconvergence point have already been fetched, decoded and sometimes executed. While some
of this executed work has to be cancelled since data dependencies exist, cancelling the control independent
work is a waste of resources and performance. We have proposed a new hardware mechanism called SYRANT,
SYmmetric Resource Allocation on Not-taken and Taken paths, addressing control flow reconvergence at a
reasonable cost. Moreover, as a side contribution of this research we have shown that, for a modest hardware
cost, the outcomes of the branches executed on the wrong paths can be used to guide branch prediction on the
correct path [17].
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As a follower work, we are now focusing on exploiting control flow reconvergence in the special case of
predication. When the target ISA has predicated instruction, it is possible to transform control dependencies
into data dependencies. This process is called if-conversion. As a result, the two paths of a conditional branch
is merge into one path. Hence exploiting the principles developed in SYRANT is much easier than for a
standard ISA.

Memory controller
Participant: André Seznec.

The memory controller has become one of the performance enablers of a computer system. Its impact is even
higher on multicores than it was on uniprocessor systems. We propose the sErvice Value Aware memory
scheduler (EVA) to enhance memory usage. EVA builds on two concepts, the request weight and the per-
thread traffic light. For a read request on memory, the request weight is an evaluation of the work allowed
by the request. Per-thread traffic lights are used to track whether or not in a given situation it is worth to
service requests from a thread, e.g. if a given thread is blocked by refreshing on a rank then it is not worth
to serve requests from the same thread on another rank. The EVA scheduler bases its scheduling decision
on a service value which is heuristically computed using the request weight and per-thread traffic lights. Our
EVA scheduler implementation relies on several hardware mechanisms, a request weight estimator, per-thread
traffic estimators and a next row predictor. Using these components, our EVA scheduler estimates scores to
issue scheduling decisions. EVA was shown to perform efficiently and fairly compared with previous proposed
memory schedulers [21]

Performance and power models for heterogeneous muticores
Participants: Kamil Kedzierski, André Seznec.

In the DAL project, we expect architectures to be a combination of many simple cores for parallel execution
and sequential accelerators [8] built on top of complex cores for ILP intensive tasks. For evaluating these
architectures, we need performance and power models. We design a parallel manycore simulator, built with
pthread implementation. Such an approach allows us to maintain flexibility and scalability: our goal is to scale
well both when we vary the number of cores used to perform simulation, and as we vary the number of cores
being simulated. Our implementation also allows to configure each core independently for the heterogeneous
architectures. Preliminary results show that the simulator uses with very small memory footprint, which is
crucial for the manycore studies with number of cores constantly increasing.

A new power management approach is needed for these future manycore processors that employ both
sequential accelerators and simple cores. This is due to the fact that the frequency at which a given core
operates is highly correlated with the cores’ size (and thus a task that the core performs). Therefore, we built
Dynamic Voltage Frequency Scaling model for the on-chip voltage regulator (VR) case, as we believe that
future architectures will incorporate VRs on chip.

Designing supercores
Participants: Pierre Michaud, Luis German Garcia Morales, André Seznec.

In the framework of the DAL project, we study super-cores that could achieve very high clock frequency
and a high instruction per cycle rate (IPC). The current objective is to explore the design space of possible
configurations for the microarchitecture that are suitable in terms of performance, area and power for the super-
core. In particular, we focus on the back-end of the microarchitecture. A way to increase the IPC is to allow
the core processing more instructions simultaneously e.g. increasing the issue width. This can be done for
example by replicating the functional units (FU) inside the core. However keeping the same frequency could
become very challenging. Clustering of FUs is a technique that helps designers to overcome this problem,
even though other problems might appear e.g. IPC loss compared to an ideal monolithic back-end due to inter-
cluster delays. We have started exploring different cluster schemes and instruction steering policies with the
purpose of having a wide-issue clustered microarchitecture with a high IPC, a high frequency and the problem
of inter-cluster delay minimized.
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6.1.5. Helper threads

6.1.6.

Participants: Bharath Narasimha Swamy, André Seznec.

Improving sequential performance will be key to both performance on single threaded codes and scalability
on parallel codes. Complex out-of-order execution processors that aggressively exploit instruction level
parallelism are the obvious design direction to improve sequential performance. However, ability of these
complex cores to deliver performance will be undermined by performance degrading events such as branch
mis-predictions and cache misses that limit the achievable instruction throughput. As an alternative to the
monolithic complex core approach, we propose to improve sequential performance on emerging heterogeneous
many core architectures by harnessing (unutilized) additional cores to work as helper cores for the sequential
code. Helper cores can be employed to mitigate the impact of performance degrading events and boost
sequential performance, for example by prefetching data for the sequential code ahead of time.

We are currently pursuing two directions to utilize helper cores. (1) We explore the use of helper cores to
emulate prefetch algorithms in software. We will adapt and extend existing prefetch mechanisms for use on
the helper cores and evaluate mechanisms to utilize both compute and cache resources on the helper cores
to prefetch for the main thread. We intend to target delinquent load/store instructions that cause most of the
cache misses and prefetch data ahead of time, possibly even before the hardware prefetchers on the main core.
(2) We explore the use of helper cores to execute pre-computation code and generate prefetch requests for the
main thread. Pre-computation code is constructed from the main thread and targets to capture the data access
behavior of the main thread, particularly for irregular data access patterns in control-flow dominated code. We
will explore algorithms to generate pre-computation code and evaluate mechanisms for communication and
synchronization between the main thread and the helper cores, specifically in the context of a heterogenous
many core architecture.

What makes parallel code sections and sequential code sections different?
Participants: Surya Natarajan, André Seznec.

In few years from now, single die processor components will feature many cores. They can be symmet-
ric/asymmetric or homogeneous/heterogeneous cores. The utilization of these cores depends on the application
and the programming model used. We have initiated a study on understanding the difference in nature between
the parallel and sequential code sections in parallel applications. Initial experiments show that instruction mix
of the serial and parallel parts are different. For example, contribution of the conditional branches are domi-
nant in serial part and data transfer instructions are dominant in the parallel part. By experimentation, we infer
that the conditional branch prediction in serial part needs a bigger branch predictor compared to the parallel
part. Later, we would like to define the hardware mechanisms that are needed for cost effective execution of
parallel sections; cost-effective meaning silicon and energy effective since parallelism can be leveraged.

On the other hand, the shared memory model has critical sections in the parallel sections, which makes the
parallel sections sequential at times. We will try to characterize the nature of these sequential code sections
and particularly identify their potential bottlenecks. The objective is to address the performance bottlenecks
on sequential sections through new microarchitecture and/or compiler mechanisms.

6.1.7. Revisiting Value Prediction

Participants: Arthur Pérais, André Seznec.

Value prediction was proposed in the mid 90’s to enhance the performance of high-end microprocessors. The
research on Value Prediction techniques almost vanished in the early 2000’s as it was more effective to increase
the number of cores than to dedicate silicon to Value Prediction. However high end processor chips currently
feature 8-16 high-end cores and the technology will allow to implement 50-100 of such cores on a single die
in a foreseeable future. Amdahl’s law suggests that the performance of most workloads will not scale to that
level. Therefore, dedicating more silicon area to value prediction in high-end cores might be considered as
worthwhile for future multicores.
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We introduce a new value predictor VTAGE harnessing the global branch history [32]. VTAGE directly
inherits the structure of the indirect jump predictor ITTAGE[11]. VTAGE is able to predict with a very high
accuracy many values that were not correctly predicted by previously proposed predictors, such as the FCM
predictor and the stride predictor. Three sources of information can be harnessed by these predictors: the global
branch history, the differences of successive values and the local history of values. Moreover we show that the
predictor components using these sources of information are all amenable to very high accuracy at the cost of
some prediction coverage.

Compared with these previously proposed solutions, VTAGE can accommodate very long prediction latencies.
The introduction of VTAGE opens the path to the design of new hybrid predictors. Using SPEC 2006
benchmarks, our study shows that with a large hybrid predictor, in average 55-60 % of the values can be
predicted with more than 99.5 % accuracy. Evaluation of effective performance benefit is an on-going work.

6.1.8. Augmenting superscalar architecture for efficient many-thread parallel execution

Participants: Sylvain Collange, Sajith Kalathingal, André Seznec.

Heterogeneous multi-core architectures create many issues for test, design and optimizations. They also
necessitate costly data transfer from the complex cores to the simple cores when switching from the parallel to
sequential sections and vice-versa. We have initiated research on designing a unique core that efficiently run
both sequential and massively parallel sections. It will explore how the architecture of a complex superscalar
core has to be modified or enhanced to be able to support the parallel execution of many threads from the
same application (10’s or even 100’s a la GPGPU on a single core). The overall objective is to support both
sequential codes and very parallel execution, particularly data parallelism, on the same hardware core.

6.2. Other Architecture Studies

6.2.1.

Participants: Damien Hardy, Pierre Michaud, Ricardo Andrés Veldsquez, Sylvain Collange, André Seznec,
Junjie Lai.

GPU, performance, simulation, vulnerability

Analytical model to estimate the performance vulnerability of caches and predictors to
permanent faults
Participant: Damien Hardy.

This research was partially undertaken during Damien Hardy’s stay in the Computer Architecture group of
the University of Cyprus (January-August 2012).

Technology trends suggest that in tomorrow’s computing systems, failures will become a commonplace due to
many factors, and the expected probability of failure will increase with scaling. Faults can result in execution
errors or simply in performance loss. Although faults can occur anywhere in the processor, the performance
implications of a faulty cell vary depending on how the array is used in a processor.

Virtually all previous micro-architectural work aiming to assess the performance implications of permanently
faulty cells relies on simulations with random fault-maps, assumes that faulty blocks are disabled, and focuses
on architectural arrays such as caches.

These studies are, therefore, limited by the fault-maps they use that may not be representative for the average
and distributed performance. Moreover, they are incomplete by ignoring faults in non-architectural arrays,
such as predictors, that do not affect correctness but can degrade performance.

In [20], an analytical model is proposed for understanding the implications on performance of permanently
faulty cells in caches and predictors. The model for a given program execution, micro-architectural configu-
ration, and probability of cell failure, provides rapidly the Performance Vulnerability Factor (PVF). PVF is a
direct measure of the performance degradation due to permanent faults. In particular, the model can determine
the expected PVF as well as the PVF probability distribution bounds without using an arbitrary number of
random fault-maps.
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The model, once derived, can be used to explore processor behavior with different cell probability of failures.
This can be helpful to forecast how processor performance may be affected by faults in the future. Additionally,
this information can be useful to determine which arrays have significant PVF and make design decisions to
reduce their PVF, for example through a protection mechanism, using larger cells, or even by selecting a
different array organization.

GPU-inspired throughput architectures
Participant: Sylvain Collange.

This research was partially undertaken while Sylvain Collange was with Universidade Federal de Minas
Gerais, Belo Horizonte - Brazil, (January-September 2012).

In an heterogeneous architecture where power is the primary performance constraint, parallel sections of ap-
plications need to run on throughput-optimized cores that focus on energy efficiency. The Single-Instruction
Multiple Thread (SIMT) execution model introduced for Graphics Processing Units (GPUs) provides inspi-
ration to design such future energy-efficient throughput architectures. However, the performance of SIMT
architectures is vulnerable to control and data flow divergences across threads. It limits its applicability to
regular data-parallel applications. We work on making SIMT architectures more efficient, and generalizing
the SIMT model to general-purpose architectures.

First, hybrids between multi-thread architectures and SIMT architectures can achieve a tradeoff between
energy efficiency and flexibility [35]. Second, the same concepts that benefit GPUs may be applied to vectorize
dynamically single-program, multi-thread applications. Indeed, data-parallel multi-thread workloads, such as
OpenMP applications, expose parallelism by running many threads executing the same program. These threads
may be synchronized to run the same instructions at the same time. SPMD threads also commonly perform
the same computation on the same value. We take advantage from these correlations by sharing instructions
between threads. It promises to save energy and frees processing resources on multi-threaded cores [26].

Besides architecture-level improvements, the efficiency of SIMT architectures can be improved through
compiler-level code optimization. By maintaining a large number of threads in flight (in the order of tens
of thousands), GPUs suffer from high cache contention as the local working set of each thread increases. This
raises challenges as memory accesses are costly in terms of energy. Divergence analysis is a compiler pass that
identifies similarities in the control flow and data flow of concurrent threads. In particular, it detects program
variables that are affine functions of the thread identifier. Register allocation can benefit from divergence
analysis to unify affine variables across SIMT threads and re-materialize them when needed. It reduces the
volume of register spills, relieving pressure on the memory system [28].

Behavioral application-dependent superscalar core modeling
Participants: Ricardo Andrés Veldsquez, Pierre Michaud, André Seznec.

Behavioral superscalar core modeling is a possible way to trade accuracy for processor simulation speed in
situations where the focus of the study is not the core itself but what is outside the core, i.e., the uncore. In this
modeling approach, a superscalar core is viewed as a black box emitting requests to the uncore at certain times.
A behavioral core model can be connected to a cycle-accurate uncore model. Behavioral core models are built
from detailed simulations. Once the time to build the model is amortized, significant simulation speedups are
achieved.

We have proposed a new method for defining behavioral models for modern superscalar cores. Our method,
behavioral application-dependent superscalar core (BADCO) modeling, requires two traces generated with
cycle-accurate simulations to build a model. After the model is built, it can be used for simulating uncores.
BADCO predicts the execution time of a thread running on a modern superscalar core with an error typically
under 5%. From our experiments, we found that BADCO is qualitatively accurate, being able to predict
how performance changes when we change the uncore. The simulation speedups obtained with BADCO are
typically greater than 10 [29].
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In a later work [33], we have shown that fast approximate microarchitecture models such as BADCO can also
be very useful for selecting multiprogrammed workloads for evaluating the throughput of multicore processors.
Computer architects usually study multiprogrammed workloads by considering a set of benchmarks and some
combinations of these benchmarks. However, there is no standard method for selecting such sample, and
different authors have used different methods. The choice of a particular sample impacts the conclusions of
a study. Using BADCO, we propose and compare different sampling methods for defining multiprogrammed
workloads for computer architecture [33]. We evaluate their effectiveness on a case study, the comparison of
several multicore last-level cache replacement policies. We show that random sampling, the simplest method,
is robust to define a representative sample of workloads, provided the sample is big enough. We propose
a method for estimating the required sample size based on fast approximate simulation. We propose a new
method, workload stratification, which is very effective at reducing the sample size in situations where random
sampling would require large samples.

6.2.4. Performance Upperbound Analysis of GPU applications

Participants: Junjie Lai, André Seznec.

In the framework of the ANR Cosinus PetaQCD project, we are modeling the demands of high performance
scientific applications on hardware. GPUs have become popular and cost-effective hardware platforms. In this
context, we have been addressing the gap between theoretical peak performance on GPU and the effective
performance [22]. There has been many studies on optimizing specific applications on GPU as well as and
also a lot of studies on automatic tuning tools. However, the gap between the effective performance and
the maximum theoretical performance is often huge. A tighter performance upperbound of an application is
needed in order to evaluate whether further optimization is worth the effort. We designed a new approach to
compute the CUDA application’s performance upperbound through intrinsic algorithm information coupled
with low-level hardware benchmarking. Our analysis [30] allows us to understand which parameters are critical
to the performance and therefore to get more insight on the performance result. As an example, we analyzed
the performance upperbound of SGEMM (Single-precision General Matrix Multiply) on Fermi and Kepler
GPUs. Through this study, we uncover some undocumented features on Kepler GPU architecture. Based on
our analysis, our implementations of SGEMM achieve the best performance on Fermi and Kepler GPUs so far
(5 % improvement on average).

6.2.5. Multicore throughput metrics
Participant: Pierre Michaud.

Several different metrics have been proposed for quantifying the throughput of multicore processors. There is
no clear consensus about which metric should be used. Some studies even use several throughput metrics. We
have shown several new results concerning multicore throughput metrics [16]. We have exhibited the relation
between single-thread average performance metrics and throughput metrics, emphasizing that throughput
metrics inherit the meaning or lack of meaning of the corresponding single-thread metric [16]. In particular,
two of the three most frequently used throughput metrics in microarchitecture studies, the weighted speedup
and the harmonic mean of speedups, are inconsistent: they do not give equal importance to all benchmarks.
We have demonstrated that the weighted speedup favors unfairness. We have shown that the harmonic mean of
IPCs, a seldom used throughput metric, is actually consistent and has a physical meaning. We have explained
under which conditions the arithmetic mean or the harmonic mean of IPCs can be used as strong indicators of
throughput increase.

In a subsequent work [31], we have pointed out a problem with commonly used multiprogram throughput
metrics, which is that they are based on the assumption that all the jobs execute for a fixed and equal time. We
argue that this assumption is not realistic. We have proposed and characterized some new throughput metrics
based on the assumption that jobs execute a fixed and equal quantity of work. We have shown that using such
equal-work throughput metric may change the conclusion of a microarchitecture study [31].

6.3. Compiler, vectorization, interpretation
Participants: Erven Rohou, Emmanuel Riou, Arjun Suresh, André Seznec.
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The usage of the bytecode-based languages such as Java has been generalized in the past few years.
Applications are now very large and are deployed on many different platforms, since they are highly portable.
With the new diversity of multicore platforms, functional, but also performance portability will become the
major issue in the next 10 years. Therefore our research effort focuses on efficiently compiling towards
bytecodes and on efficiently executing the bytecodes through JIT compilation or through direct interpretations.

Vectorization Technology To Improve Interpreter Performance
Participant: Erven Rohou.

Recent trends in consumer electronics have created a new category of portable, lightweight software applica-
tions. Typically, these applications have fast development cycles and short life spans. They run on a wide range
of systems and are deployed in a target independent bytecode format over Internet and cellular networks. Their
authors are untrusted third-party vendors, and they are executed in secure managed runtimes or virtual ma-
chines. Furthermore, due to security policies, these virtual machines are often lacking just-in-time compilers
and are reliant on interpreter execution.

The main performance penalty in interpreters arises from instruction dispatch. Each bytecode requires a
minimum number of machine instructions to be executed. In this work we introduce a powerful and portable
representation that reduces instruction dispatch thanks to vectorization technology. It takes advantage of the
vast research in vectorization and its presence in modern compilers. Thanks to a split compilation strategy, our
approach exhibits almost no overhead. Complex compiler analyses are performed ahead of time. Their results
are encoded on top of the bytecode language, becoming new SIMD IR (i.e., intermediate representation)
instructions. The bytecode language remains unmodified, thus this representation is compatible with legacy
interpreters.

This approach drastically reduces the number of instructions to interpret and improves execution time. SIMD
IR instructions are mapped to hardware SIMD instructions when available, with a substantial improvement.
Finally, we finely analyze the impact of our extension on the behavior of the caches and branch predictors.

These results are published in ACM TACO [18], and will be presented at the HIPEAC 2013 conference.
Tiptop

Participant: Erven Rohou.

Hardware performance monitoring counters have recently received a lot of attention. They have been used
by diverse communities to understand and improve the quality of computing systems: for example, architects
use them to extract application characteristics and propose new hardware mechanisms; compiler writers study
how generated code behaves on particular hardware; software developers identify critical regions of their
applications and evaluate design choices to select the best performing implementation.

We propose [27] that counters be used by all categories of users, in particular non-experts, and we advocate
that a few simple metrics derived from these counters are relevant and useful. For example, a low IPC (number
of executed instructions per cycle) indicates that the hardware is not performing at its best; a high cache miss
ratio can suggest several causes, such as conflicts between processes in a multicore environment.

We propose tiptop: a new tool, similar to the UNIX top utility, that requires no special privilege and no
modification of applications. Tiptop provides more informative estimates of the actual performance than
existing UNIX utilities, and better ease of use than current tools based on performance monitoring counters.
With several use cases, we have illustrated possible usages of such a tool.

Tiptop has been extended to display any user-defined arithmetic expression based on constants and counter
values. A new configuration file lets users defined their default parameters as well as custom expressions.

Code obfuscation and JIT Compilers

Participant: Erven Rohou.
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This project proposes to leverage JIT compilation to make software tamper-proof. The idea is to constantly
generate different versions of an application, even while it runs, to make reverse engineering hopeless. A strong
random number generator will guarantee that generated code is not reproducible, though the functionality is
the same. Performance will not be sacrificed thanks to multi-core architectures: the JIT runs on separate cores,
overlapping with the execution of the application.

The following directions are investigated:

1. We proposed a "change metric" that evaluates how different each new version of a function differs
from the previous one, and hence contributes to the robustness of the system. The metric is based on
string matching (such as in bioinformatics).

2. To increase the frequency of code switching, we consider on-stack-replacement. For performance,
compilation is performed on a separate thread and pre-copying of the stack state to the new function
version, thereby saving switching time.

3. We decompose a thread control-flow graph into many control-flow graphs such that the result of
execution would be the same. The control-flow complexity is substantial as there are in the order of
O(n™) possible combinations (where n is the number of threads and compilation units).

This is done in collaboration with the group of Prof. Ahmed El-Mahdy at E-JUST, Alexandria, Egypt.

6.3.4. Dynamic Analysis and Re-Optimization of Executables
Participants: Erven Rohou, Emmanuel Riou.

The objective of the ADT PADRONE beginning in November 2012 is to design and develop a platform
for re-optimization of binary executables at run-time. We reviewed available support in hardware (such as
performance monitoring unit, trap instructions), and in the Linux operating system (such as the ptrace system
call). We started working on the platform, with an initial focus on analysis techniques.

6.3.5. Improving single core execution in the many-core era
Participants: Erven Rohou, André Seznec, Arjun Suresh.

In the framework of the DAL research project, we have initiated compiler research on using available unused
resources in multicores to improve the performance of sequential code segments. Helper threads, driven by
automated compiler infrastructure, can alleviate potential performance degradation due to resource contention.
For example, loop based applications experiencing bad memory locality can be re-optimized by a just-in-time
compiler to adjust to actual hardware characteristics.

6.4. WCET estimation

Participants: Damien Hardy, Benjamin Lesage, Hanbing Li, Isabelle Puaut, Erven Rohou, André Seznec.

Predicting the amount of resources required by embedded software is of prime importance for verifying that
the system will fulfill its real-time and resource constraints. A particularly important point in hard real-time
embedded systems is to predict the Worst-Case Execution Times (WCETsS) of tasks, so that it can be proven
that tasks temporal constraints (typically, deadlines) will be met. Our research concerns methods for obtaining
automatically upper bounds of the execution times of applications on a given hardware. Our focus this year is
on (i) multi-core architectures (ii) preemption delay analysis (iii) traceability of flow information in compilers
for WCET estimation.

6.4.1. WCET estimation and multi-core systems

6.4.1.1. Predictable shared caches for mixed-criticality real-time systems
Participants: Benjamin Lesage, Isabelle Puaut, André Seznec.
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The general adoption of multi-core architectures has raised new opportunities as well as new issues in
all application domains. In the context of real-time applications, it has created one major opportunity and
one major difficulty. On the one hand, the availability of multiple high performance cores has created the
opportunity to mix on the same hardware platform the execution of a complex critical real-time workload
and the execution of non-critical applications. On the other hand, for real-time tasks timing deadlines must be
met and enforced. Hardware resource sharing inherent to multicores hinders the timing analysis of concurrent
tasks. Two different objectives are then pursued: enforcing timing deadlines for real-time tasks and achieving
highest possible performance for the non-critical workload.

In this work [23], we suggest a hybrid hardware-based cache partitioning scheme that aims at achieving these
two objectives at the same time. Plainly considering inter-task conflicts on shared cache for real-time tasks
yields very pessimistic timing estimates. We remove this pessimism by reserving private cache space for real-
time tasks. Upon the creation of a real-time task, our scheme reserves a fixed number of cache lines per set
for the task. Therefore uniprocessor worst case execution time (WCET) estimation techniques can be used,
resulting in tight WCET estimates. Upon the termination of the real-time task, this private cache space is
released and made available for all the executed threads including non-critical ones. That is, apart the private
spaces reserved for the real-time tasks currently running, the cache space is shared by all tasks running on the
processor, i.e. non-critical tasks but also the real-time tasks for their least recently used blocks. Experiments
show that the proposed cache scheme allows to both guarantee the schedulability of a set of real-time tasks
with tight timing constraints and enable high performance on the non-critical tasks.

6.4.1.2. WCET-oriented cache partitioning for multi-core systems
Participant: Isabelle Puaut.

Multi-core architectures are well suited to fulfill the increasing performance requirements of embedded real-
time systems. However, such systems also require the capacity to estimate the timing behavior of their critical
components. Interference between tasks, as they occur on standard multi-core micro-architectures due to cache
sharing are still difficult to predict accurately. An alternative is to remove these indirect interferences between
tasks through partitioning of the shared cache and through the use of partitioned task scheduling.

In this work [19], we have proposed a new algorithm for joint task and cache partitioning in multi-core
systems scheduled using non-preemptive Earliest Deadline First policy. The main novelty of the algorithm
is to take into account the tasks’ period repartition in the task partitioning problem, which is critical in a
non-preemptive context. Other task properties such as task cache requirements are also considered to optimize
cache partitioning. Experiments show that our algorithm outperforms the state-of-the-art algorithm for tasks
and cache partitioning, named A3 [43], in terms of schedulability, specially when the spectrum of tasks
periods is wide.

6.4.2. Preemption delay analysis for floating non-preemptive region scheduling
Participant: Isabelle Puaut.

This is joint work with Stefan M. Petters, Vincent Nélis and José Marinho, ISEP Porto, Portugal.

In real-time systems, there are two distinct trends for scheduling task sets on unicore systems: non-preemptive
and preemptive scheduling. Non-preemptive scheduling is obviously not subject to any preemption delays but
its schedulability may be quite poor, whereas fully preemptive scheduling is subject to preemption delays, but
benefits from a higher flexibility in the scheduling decisions.

The time-delay involved by task preemptions is a major source of pessimism in the analysis of the task Worst-
Case Execution Time (WCET) in real-time systems. Cache related preemption delays (CRPD) are the most
important ones, and are caused by the preempting tasks that modify the cache; the preempted task then suffers
an indirect delay after the preemption to reload the cache with useful information.
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Preemptive scheduling policies including non-preemptive regions are a hybrid solution between non-
preemptive and fully preemptive scheduling paradigms, which enables to conjugate both worlds benefits. In
this work [25], we exploit the connection between the progression of a task in its operations, and the knowl-
edge of the preemption delays as a function of its progression. Thus the pessimism in the preemption delay
estimation is reduced, in comparison to state of the art methods, due to the increase in information available
in the analysis. The method proposed in [25] was later improved in [24], to extract more information on the
code and further decrease the CRPD estimation.

Traceability of flow information for WCET estimation
Participants: Hanbing Li, Isabelle Puaut, Erven Rohou.

Control-flow information is mandatory for WCET estimation, to guarantee that programs terminate (e.g.
provision of bounds for the number of loop iterations) but also to obtain tight estimates (e.g. identification
of infeasible or mutually exclusive paths). Such flow information is expressed though annotations, that may
be calculated automatically by program/model analysis, or provided manually.

The objective of this work is to address the challenging issue of the mapping and transformation of the
flow information from high level down to machine code. In a first step, we will consider only the issue of
conveying information through the compilation flow, without any optimization. Then, we will study the impact
of optimizations on the traceability of annotations.

This research started in October 2012 and is part of the ANR W-SEPT project.
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6. New Results

6.1. Structuring applications for scalability

In this domain we have been active on several research subjects: efficient locking interfaces, data management,
asynchronism, algorithms for large scale discrete structures and the use of accelerators, namely GPU.

In addition to these direct contributions within our own domain, numerous collaborations have permitted
us to test our algorithmic ideas in connection with academics of different application domains and through
our association with SUPELEC with some industrial partners: physics and geology, biology and medicine,
machine learning or finance.

6.1.1. Efficient linear algebra on accelerators.

6.1.2.

Graphics Processing Units have evolved to fully programmable parallel vector-processor sub-systems. We
have designed several parallel algorithms on GPUs, and integrated that level of parallelism into larger
applications including several other levels of parallelism (multi-core, multi-node,...). In this context, we also
have studied energy issues and designed some energy performance models for GPU clusters, in order to model
and predict energy consumption of GPU clusters.

The PhD thesis of Wilfried Kirschenmann, has been a collaboration with EDF R&D and was co-supervised
by S. Vialle and Laurent Plagne (EDF SINETICS). It has given rise to a DSEL based on C++ and to a unified
generic library that adapts to multi-core CPUs, multi-core CPUs with vector units (SSE or AVX), and GPUs.
This framework allows to implement linear algebra operations originating from neutronic computations,
see [22].

The PhD thesis of Thomas Jost, co-supervised by S. Contassot-Vivier and Bruno Lévy (Alice INRIA team)
deals with specific algorithms for GPUs, in particular linear solvers. He has also worked on the use of GPUs
within clusters of workstations via the study of a solver of non-linear problems [17]. The defense of this thesis
is planned in January 2013.

Combining locking and data management interfaces.

Handling data consistency in parallel and distributed settings is a challenging task, in particular if we want to
allow for an easy to handle asynchronism between tasks. Our publication [4] shows how to produce deadlock-
free iterative programs that implement strong overlapping between communication, IO and computation; [21]
extends distributed lock mechanisms and combines them with implicit data management.

A new implementation (ORWL) of our ideas of combining control and data management in C has been
undertaken, see 5.5 . A first work has demonstrated its efficiency for a benchmark application [18]. Our
current efforts concentrate on the implementation of a complete application (an American Option Pricer)
that was chosen because it presents a non-trivial data transfer and control between different compute nodes
and their GPU. ORWL is now able to handle such an application seamlessly and efficiently, a real alternative
to home made interactions between MPI and CUDA.

6.1.3. Discrete and continuous dynamical systems.

The continuous aspect of dynamical systems has been intensively studied through the development of
asynchronous algorithms for solving PDE problems. We have focused our studies on the interest of GPUs in
asynchronous algorithms [17]. Also, we investigate the possibility to insert periodic synchronous iterations
inside the asynchronous scheme in order to improve the convergence detection delay. This is especially
interesting on small/middle sized clusters with efficient networks. Finally, we investigate other optimizations
like load balancing. For this last subject, the SimGrid environment has revealed itself to be a precious tool
to perform feasibility tests and benchmarks for this kind of algorithms on large scale systems. It has been
successfully used to evaluate an asynchronous load balancing algorithm [37].
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In 2011, the PhD thesis of Marion Guthmuller, supervised by M. Quinson and S. Contassot-Vivier, has started
on the subject of model-checking distributed applications inside the SimGrid simulator [20]. This is also the
opportunity of designing new tools to study more precisely the dynamics of discrete or continuous systems.
See the simulation part in Section 6.3.2 for more details on this PhD.

6.2. Transparent resource management

6.2.1.

Client-side cloud broker.

Integrating the ‘pay-as-you-go* pricing model commonly used in [aaS clouds is an important question which
profoundly changes the assumptions for job scheduling. From the observation that in most commercial
solutions the price of a CPU cycle is identical, be the CPU a fast or slow one, several schedulings may be
derived for a same price but with different makespans. Hence, in a context where resources can be started
on-demand, scheduling strategies must include a decision process regarding the scaling (number of resources
used) of the platform and the types of resources rented over time. In [24], we have studied the impact of
these two factors on classic job scheduling strategies applied to bag-of-tasks workloads. The results show
that shorter makespans can be achieved through scaling at no extra cost, while using quicker CPUs largely
increases the price of the computations. More importantly, we show the difficulty to predict the outcomes of
such decisions, which requires to design new provisioning approaches.

6.3. Experimental Methodologies

6.3.1.

Overall improvement of SimGrid

2012 was the last year of the USS-SimGrid project granted by the ANR. We thus capitalized the results of the
first project by properly releasing them in the public releases. Parallel simulation is now stable enough to be
used in practice by our users. In addition, the framework is now able to simulate millions of processes without
any particular settings in C. The java bindings were also improved to simulate several hundred thousand
processes out of the box [25].

This year was also the first year of the SONGS project, also funded by the ANR. This project is much larger
that the previous one, both in funding and targets. In surface, SONGS aims at increasing the scope of the
SimGrid simulation framework by enabling the Cloud and HPC scenarios in addition to the existing Grid and
P2P ones. Under the hood, it aims at providing new models specifically designed for these use cases, and also
provide the necessary internal hooks so that users can modify the used models by themselves.

This project is well started, with three plenary meetings and a user conference organized over the year, but no
new publication resulted of this work yet. The first work toward increasing the simulation versatility, initiated
last year, was published this year[14]

6.3.2. Dynamic verification of liveness properties in SimGrid

6.3.3.

A full featured model-checker is integrated to SimGrid since a few years, but it was limited to the verification
of safety properties. We worked toward the verification of liveness properties in this framework. The key
challenge is to quantify the state equality at state level, adding and leveraging introspection abilities to arbitrary
C programs.

This constitutes the core of the PhD thesis of M. Guthmuller, started last year. A working prototype was
developed during this year, described in an initial publication [20].

Grid’5000 and related projects

We continued to play a key role in the Grid’5000 testbed in 2012. Lucas Nussbaum, being delegated by the
executive committee to follow the work of the technical team, was heavily involved in the recent evolutions of
the testbed (network weathermaps, storage management, etc.) and in other activities such as the preparation of
the Grid’5000 winter school. We were also involved in a publication [33] which is a follow-up to the workshop
on Supporting Experimental Computer Science held during SC’11, and in another publication [32] describing
the recent advances on the Grid’5000 testbed in order to support experiments involving virtualization at large
scale.
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More specifically, our involvement in the OpenCloudWare project led us to design several tools that ease the
deployment of Cloud stacks on Grid’5000 for experimental purposes. Those tools were also used during an
internship that was co-advised with the Harmonic Pharma start-up, exploring how complex bio-informatics
workflows could be ported to the Cloud.

On the institutional side, we will also play a central role in the Groupement d’Intérét Scientifique that is
currently being set up, since Lucas Nussbaum is a member of both the bureau and of the comité d’architectes.

6.3.4. Distem — DISTributed systems EMulator

6.3.5.

6.3.6.

6.3.7.

In the context of ADT Solfége, we continued our work on Distem. Three releases were made over the
year, with several improvements and bug fixes, including support for variable CPU and network emulation
parameters during an experiment. See http://distem.gforge.inria.fr/ for more information, or our paper accepted
at PDP 2013 [26].

Kadeploy3 — scalable cluster deployment solution

Thanks to the support of ADT Kadeploy3, many efforts were carried out on Kadeploy3. Two releases were
made, including many new features (many improvements to the handling of parallel commands and to the
inner automaton for more fault-tolerant deployments; use of Kexec for faster deployments) as well as bug
fixes.

Kadeploy3 was featured during several events (journée 2RCE, SuperComputing 2012), and in two publica-
tions: one unsuccessfully submitted to LISA’2012 [35], one accepted in USENIX ;login: [13].

Finally, Kadeploy3 was also the basis of submissions to the SCALE challenge held with CCGrid’2012, of
which we were finalists, and of the winner challenge entry at Grid’5000 winter school 2012.

Business workflows for the description and control of experiments

We are exploring the use of Business Process Modelling and Management for the description and the control
of complex experiments. In [28], we outlined the required features for an experiment control framework, and
described how business workflows could be used to address this issue. In [27] and [15], we described our early
implementation of XPFlow, a experiment control engine relying on business workflows paradigms.

Towards Open Science for distributed systems research

One of our long term goal on experimental methodologies would be the advance of an Open Science in the
research domain of Distributed Systems. Scientific tools would be sufficiently assessed and easily combined
when necessary, and scientific experiments would be perfectly reproducible. These objectives are still very
ambitious for the researches targeting distributed systems.

In order to precisely evaluate the path remaining toward these goals, and try addressing some of the challenges
that they pose, we currently host Maximiliano Geier as an Inria intern. While most researchers try to answer
brilliant scientific questions with simple scientific methodologies, he is asked to answer a simple question
(on the adaptation of the BitTorrent protocol to high bandwidth networks) using an advanced scientific
methodology. We are also surveying the experimental methodology used in top tier conferences to gain further
insight on this topic.

In addition, we are organizing Realis, an event aiming at testing the experimental reproducibility of papers
submitted to Compas’2013. Associated to the Compas’ 13 conference, this workshop aims at providing a place
to discuss the reproducibility of the experiments underlying the publications submitted to the main conference.
We hope that this kind of venue will motivate the researchers to further detail their experimental methodology,
ultimately allowing others to reproduce their experiments.
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5. New Results

5.1. A Runtime Cache for Interactive Procedural Modeling
Participant: Sylvain Lefebvre.

This work further explores hashing techniques that we developed over the past years. In particular, we con-
sidered modifying our hashing scheme to create a run-time cache. The cache avoids expensive computations
when texturing implicit surfaces with complex procedural functions. This is a result from a collaboration with
the Karlsruhe Institute of Technology which was funded by an Inria COLOR grant and has been published
this year in the journal "Computers & Graphics" [14].

&
Runtime
Cache

Figure 1. A Runtime Cache for Interactive Procedural Modeling.

5.2. Texture Synthesis

Participants: Sylvain Lefebvre, Bruno Jobard.

We continued investigating on Gabor Noise and considered fitting the parameters of our Gabor noise texturing
technique from example images. This required a new formulation of our noise, allowing us to solve the
problem as a basis pursuit denoising optimization. This is the result of a collaboration with the team REVES
/ Inria Sophia-Antipolis, the Katholieke Universiteit of Leuven and Université Paris Descartes. This work has
been presented at the SIGGRAPH conference this year [8].

We also revisited techniques for texture synthesis explicitly copying and assembling large patches of an
example image to form a new texture. We accelerate this process through a parallel implementation which
both optimizes for the shape of the patches and a deformation along their boundary to better match edges.
This work is part of the PhD thesis of Anass Lasram and has been presented this year at the Eurographics/
ACM SIGGRAPH Symposium on High Performance Graphics, [19].
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Figure 2. Gabor Noise by Example.

Figure 3. Parallel patch-based texture synthesis.
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We also studied ways of helping the user to select the parameters of procedural texture generators, by
proposing two contributions :

e We studied how to summarize the appearances generated by complex procedural textures in a small
preview image. The challenge is to capture the large variety of appearances despite a limited pixel
space. We formulate the problem as a layout of high-dimensional samples in a regular grid, and
optimize for it through a modified Self Organizing Map algorithm. This work is part of the PhD
thesis of Anass Lasram, and is a collaboration with our industrial partner Allegorithmic. This work
has been published this year in the journal "Computer Graphics Forum", [10].

e The parameters of complex procedural textures are typically chosen through a slider-based interface.
We augment this interface with preview images which predict how the texture will change when
manipulating the slider. This greatly simplifies the process of choosing parameters for these textures.
This work is part of the PhD thesis of Anass Lasram, and is a collaboration with our industrial partner
Allegorithmic. This work has been published this year as EUROGRAPHICS short paper, [18].
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Figure 4. Scented Sliders for Procedural Textures.

5.3. Algorithms and analysis

Participants: Laurent Alonso, Samuel Hornus.

Data structure for fast witness complexes: Samuel Hornus is currently pursuing work started while a post-
doc in Sophia Antipolis, on data structure for the fast construction of witness complexes; these are sub
complexes of Delaunay triangulations that can be faster to compute for low dimensional data embedded in
high dimensional ambiant space.

Analysis of Boyer and Moore’s MJRTY Algorithm: Given a set of n elements each of which is either
red or blue, Boyer and Moore’s algorithm uses pairwise equal/not equal color comparisons to determine the
majority color. We analyze the average behavior of their algorithm, proving that if all 2" possible inputs are
equally likely, the average number of color comparisons used is n — y/2n/7 + O(1) and have variance in

”77271 — % + O(1). This work has been submitted to SIAM Journal On Computing.

5.4. Visualizing 2D Flows with Animated Arrow Plots

Participants: Bruno Jobard, Nicolas Ray, Dmitry Sokolov.
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Flow fields are often represented as a set of static arrows in illustration of scientific vulgarization, documentary,
meteorology, etc. This simple and schematic representation lets an observer intuitively interpret the main
properties of a flow: its orientation and velocity magnitude (Figure 5 ).

We have investigated how to automatically generate dynamic versions of such representations for 2D unsteady
flow fields. As a result, we designed an algorithm able to smoothly animate arrows along the flow while
controlling their density in the domain over time. Beside keeping an even distribution of arrows over time, we
made significant efforts to remove disturbing rendering artefacts such as the apparition of a new arrow, the
removing of existing arrows, and the representation of field where the velocity is null. This work has been
published as a research report, [24].

Figure 5. Ocean currents visualized with a set of dynamic arrows. The Close-up shows the arrow trajectories and
the morphing of their glyphs.

5.5. Fixing normal constraints for generation of polycubes
Participants: Nicolas Ray, Dmitry Sokolov.

A polycube is a piecewise linearly defined surface where all faces are squares that are perpendicular to an axis
of a global basis. Deforming triangulated surfaces to polycubes provides maps (form the original surface to the
polycube) that can be used for a number of applications including hex-meshing. To define such a deformation,
it is necessary to determine, for each point of the original surface, what will be its orientation (global axis) in
the polycube.

This problem is actually tackled by heuristics that basically affect the closest global axis to the surface normal.
Coupled with an mesh deformation as pre-processing and some fixing rules as a post-processing, it is able to
provide nice results for a number of surfaces. However, nothing ensures that the surface can be deformed to a
polycube having these desired face orientation.

We have worked on a method able to determine if there exists a deformation of the surface that respects a
given orientation constraint on each point. We have also design an automatic solution that can fix constraints
that would prevent the existence of a deformation into a polycube (Figure 6 ).

This study has highlighted that the constraints on desired orientation are global and requires constrained
optimization methods to be solved. Our current solution is able to manage many cases where previous works
would fail, but we can still produce some complex cases where interactions between dimension may lead to
deadlocks.
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Figure 6. Upper row: the surface is deformed to make its normals closer to major axis, but to reach an equality, we
need to have a coherent "wished orientation" of the faces. Middle row: we define a valid deformation into a
polycube by editing the "wished orientation". Lower row the resolution is performed a dimension at a time.
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5.6. Control of the differential behaviour of the joining curve between two

fractal curves
Participants: Dmitry Sokolov, S. Podkorytov, C. Gentil, S. Lanquetin.

The general objective of our work is to create a geometric modeller based on iterative processes. Iterative
processes can be used to describe a wide array of shapes inaccessible to standard methods such as fractal curves
or sets. Our work is based on Boundary Controlled Iterative System (BCIFS). BCIFS upgrades the standard
iterative process such as Iterated Function System (IFS) with B-Rep structure. We can describe objects with
familiar B-rep structure, where each cell is a fractal object. For instance, if we consider a polyhedron, then
each face is a fractal surface, and each edge is a fractal curve. Objects modelled with BCIFS not necessary
have the fractal properties, objects such as B-splines curves and surfaces can be modelled as well. So with
BCIFS formalism we can operate with both standard and fractal objects.

With this objective in mind, we have to provide tools that work with fractal objects in the same manner as with
objects of classical topology. In this project we focus on the constructing of an intermediate curve between two
other curves defined by different iterative construction processes. Similar problem often arises with subdivision
surfaces, when the goal is to connect two surfaces with different subdivision masks. We start by dealing
with curves, willing to later generalize our approach to surfaces. We formalise the problem with Boundary
Controlled Iterated Function System model. Then we deduct the conditions that guaranties continuity of
the intermediate curve. These conditions determine the structure of subdivision matrices. By studying the
eigenvalues of the subdivision operators, we characterise the differential behaviour at the connection points
between the curves and the intermediate one. This behaviour depends on the nature of the initial curves and
coefficients of the subdivision matrices. We also suggest a method to control the differential behaviour by
adding intermediate control points (Figure 7 ). This work was presented at the Symposium on Solid and
Physical Modeling [23].

Figure 7. Two intermediate curves between the fractal curve and B-spline. Three control point are used to control
the shape of the curve

5.7. Approximate convex hull of affine iterated function system attractors
Participants: Dmitry Sokolov, A. Mishkinis, C. Gentil, S. Lanquetin.

In this paper, we present an algorithm to construct an approximate convex hull of the attractors of an affine
iterated function system (IFS). We construct a sequence of convex hull approximations for any required
precision using the self-similarity property of the attractor in order to optimize calculations. Due to the affine
properties of IFS transformations, the number of points considered in the construction is reduced. The time
complexity of our algorithm is a linear function of the number of iterations and the number of points in the
output convex hull. The number of iterations and the execution time increases logarithmically with increasing
accuracy. In addition, we introduce a method to simplify the approximation of the convex hull without loss of
accuracy. Figure 8 gives and illustration. This work was published at the Chaos, Solitons & Fractals journal
[12].
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Figure 8. Approximate convex hull for a 3D IF'S attractor.

5.8. Shift-Based Parallel Image Compositing on InfiniBand Fat-Trees

Participant: Xavier Cavin.

In this work, we propose a new parallel image compositing algorithm, called Shift-Based, relying on a well-
known communication pattern called shift permutation. Indeed, shift permutation is one of the possible ways
to get the maximum cross bisectional bandwidth provided by an InfiniBand fat-tree cluster. We show that our
Shift-Based algorithm scales on any number of processing nodes (with peak performance on specific counts),
allows overlapping communications with computations and exhibits contention free network communications.
This is demonstrated with the image compositing of very high resolution images at interactive frame rates. This
work is a collaboration with the SED service of Inria (Olivier Demengeon). It has been presented this year at
the Eurographics Symposium on Parallel Graphics and Visualization, [17].

5.9. Multi view data processing
Participants: Rhaleb Zayer, Alejandro Galindo, Kun Liu.

Direct use of denoising and mesh reconstruction algorithms on point clouds originating from multi-view
images is often oblivious to the reprojection error. This can be a severe limitation in applications which require
accurate point tracking, e.g., metrology. we propose a method for improving the quality of such data without
forfeiting the original matches. We formulate the problem as a robust smoothness cost function constrained by
a bounded reprojection error. The arising optimization problem is addressed as a sequence of unconstrained
optimization problems by virtue of the barrier method. Experimental results on synthetic and acquired data
compare our approach to alternative techniques. This work has been presented this year at the 8th International
Symposium on Visual Computing, [20].

5.10. Deformation modeling of slender objects
Participants: Rhaleb Zayer, Alejandro Galindo, Kun Liu.

A desirable property when modeling/editing slender curve-like objects is the ability to emulate the deformation
behavior of natural objects (e.g. cables, ropes). Taking such physical considerations into account needs also
to abide to editing requirements such as interactivity and full access and control of all degrees of freedom
(positional and rotational constraints) during interaction. We regard editing as a static deformation problem
but our treatment differs from standard finite element methods in the sense that the interpolation is based on
deformation modes rather than the classic shape functions. A careful choice of these modes allows capturing
the deformation behavior of the individual curve segments, and devising the underlying mathematical model
from simple and tractable physical considerations. In order to correctly handle arbitrary user input (e.g.
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Figure 9. Example of denoising.

dragging vertices in a fast and excessive manner), our approach operates in the nonlinear regime. The
arising geometric nonlinearities are addressed effectively through the modal representation without requiring
complicated fitting strategies. In this way, we circumvent commonly encountered locking and stability issues
while conveying a natural sense of flexibility of the shape at hand. Experiments on various editing scenarios
including closed and non-smooth curves demonstrate the robustness of the proposed approach. This work has
been published this year in the journal "Computers & Graphics", [15].

Figure 10. Example of curves.
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5.11. Temporally consistent 3D meshing from video data

Participants: Dobrina Boltcheva, Phuong Ho, Bruno Lévy.

This work is a part of the ANR Morpho project (Morpho) which aims at combined analysis of human shapes
and motions. In particular, the goal is to study how motions relate to human shapes or how shapes deform
in typical motions. During this year, we addressed the first challenge which is building temporally consistent
3D meshes from silhouette images. We have already achieved a very fast meshing algorithm for each frame
based on the Centroidal Voronoi Tessellation which has been previously developed in our team. Actually, we
are investigating different ways for adding the temporal consistency within our optimisation framework. In
particular, we are studding a strategy based on the optimal transport paradigm.

5.12. Re-meshing surfaces
Participants: Nicolas Bonneel, Bruno Lévy, David Lopez, Vincent Nivoliers, DongMing Yan.

In the frame of the ERC GOODSHAPE project, we continued to develop new methods to optimize the
sampling of 3D objects. In particular, we studied how to sample a surface with generalized primitives, such as
line segments and deformable graphs [11]. We also focused on the problem of remeshing a surface with quads,
or fiting a polynomial surface to an input mesh. We proposed a method that minimizes an approximation of
the integrated squared distance, based on a restricted Voronoi diagram [22]. Still on the same topic of mesh
quadrangulation, we co-published a survey with other international experts of this field [16].

We also worked on anisotropic surface meshing, and developed a technique based on embedding into higher
dimensional space and a fast computation of the restricted Voronoi diagram [21].
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6. New Results

6.1. Advances in symbolic and hybrid parsing with DyALog and FRMG

6.1.1.

6.1.2.

Participants: Eric Villemonte de La Clergerie, Frangois Barthélemy, Julien Martin.

Within the team is developed a wide-coverage French meta-grammar (FRMG) and a efficient hybrid TAG/TIG
parser based on the DYALOG logic programming environment [120] and on the Lefff morphological and syn-
tactic lexicon [105]. It relies on the notion of factorized grammar, themselves generated from a representation
that lies at a higher level of abstraction, named Meta-Grammars [122]. At that level, linguistic generalizations
can be expressed, which in turn makes it possible to transfer meta-grammars from one language to a closely
related one. The hybrid TAG/TIG parser generator itself implements all kinds of parsing optimizations: lex-
icalization (in particular via hypertags), left-corner guiding, top/bottom feature analysis, TIG analysis (with
multiple adjoining), and others. The recent evolutions go towards an hybridization with statistical approaches.

Tuning FRMG’s disambiguation mechanism

Continuing works initiated in 2011 on the exploitation of the dependency version of the French TreeBank
(FTB), Eric de La Clergerie has explored the tuning of FRMG’s rule base disambiguation mechanism using
a larger set of features and weight learned from the FTB. In 2011, this approach led to on improvement from
82.31% to 84.54% in terms of accuracy (LAS - Labelled Attachment Score) on the test part of the FTB.
By increasing the set of features, in particularly using higher-order dependency features (on parent edge and
sibling edges), and a better understanding of the iterative tuning mechanism, it was possible to reach 85.95%
LAS. This tuning mechanism is based on the idea of adding or subtracting some weight to a disambiguation
rule given some specific contexts (provided by the features), where the delta is progressively learned from
the accuracy of the disambiguation rule in terms of edge selection or rejection. The learning algorithm
presents some relationships with the perceptron approach, but the use of a more standard implementation
of the perceptron led to less interesting gains.

During the same time, the coverage of FRMG was improved (to reach for instance 94% of full parses on the
FTB).

Synchronous Tree-Adjoining Grammars

A preliminary work has been done to implement Synchronous Tree-Adjoining Grammars (STAGs) in DYA-
Log, relying on the notion of Thread Automata [119]. Synchronous Tree Adjoining Grammars is an instance
of formalism where the order of the components of a tree structure is not fully determined. This leads to com-
binatorial alternatives when parsing, while a tree-structure corresponding to the input string has to be build. A
specific front-end has been written to implement STAGs. The work on the back-end is still in progress, with
the goal to have a common intermediate representation for several mildly context-sensitive formalisms where
some node operations non-deterministically pick a node out of a finite set of nodes. STAGs are an instance of
such formalisms, Multi-Component Tree Adjoining Grammars (MCTAGs) are another instance. The interme-
diate representation consists in Thread Automata (TA), an extension of Push-Down Automata where several
threads of computations are considered and only one is active at any time.

6.1.3. Adding weights and probabilities to DyALog

Weights can already be used during the disambiguation phase of the FRMG parser, implemented in DYALOG.
However, a deeper implementation of weights and probabilities in DYALOG was initiated in 2012 by Julien
Martin during his Master internship. By enriching the structure of the backpointers (relating the items to their
parent items), it is now possible to maintain an ordered weighted list of derivations, to update the scheduling of
items wrt their weight, to update the weights of all the descendants of an item I when updating I’s weight. The
motivation is of course to be able to favor the best analysis first during parsing. A second objective (which has
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been implemented) is the possibility to extract the n-best parses after parsing (but keeping a shared derivation
forest). A third objective, remaining to be done, is related to the use of beam search techniques to prune the
search space during parsing. A longer-term objective is the abstraction of this work to be able to work on
semi-rings.

6.2. Tree transformation

Participants: Eric Villemonte de La Clergerie, Corentin Ribeyre, Djamé Seddah.

In 2011, the conversion of native FRMG dependencies into the CONLL dependency scheme was the
occasion to explore new ideas about tree transformation (for dependencies), based on the notion of two-level
transformation with a first level relying on local transformation rules and a second level being controlled by
constraints carried by the first level edges. During his Master internship, Corentin Ribeyre has formalized and
re-implemented this approach in a more systematic and generic way. This work was also completed by the use
of example-based learning techniques to quickly learn the local transformation rules of the first level. The line
of research is motivated by possibility to quickly develop a reduced set of transformation rules (thanks to the
examples and the constraint level) for a large variety of applications, such as information extration but also
conversion toward a deep syntax level or a shallow semantic level. A poster paper was presented at TAG+11
[29].

6.3. lexical knowledge acquisition and visualization

Participants: Eric Villemonte de La Clergerie, Mickael Morardo, Benoit Sagot.

In relation with our collaboration with Lingua & Machina (cf section 4.4 ), Mikael Morardo has enriched the
interfaces of the WEB platform Libellex for the visualization and validation of more complex lexical resource.
In particular, the focus has been on the development of a graph-based view with the javascript Library d3. js
to represent large lexical networks. The current implementation is powerful enough to deal with large networks
of several teens of thousands of connections, allowing the visualization of fragments of the network and an
easy navigation. Because the graph-view proved to be both intuitive and efficient, the previous list-based view
for terminology was partially re-implemented in the new graph-view. It was also extended for visualizing and
validating more complex lexical networks, like the French Wordnet WOLF coupled with the original English
WordNet (cf 5.9).

The graph-based view was used to explore several networks built using Harris” distributional hypothesis
(through a clustering algorithm) on the output of FRMG for several corpora. Because terminology was now
be visualized at the same time, the clustering algorithm was modified to be able to take into account a list of
terms (also automatically extracted from the parsed corpora) .

6.4. Advances in statistical parsing

6.4.1.

Participants: Marie Candito, Benoit Crabbé, Djamé Seddah, Enrique Henestroza Anguiano.

Statistical Parsing

We have achieved state-of-the art results for French statistical parsing, adapting existing techniques for
French, a language with a morphology richer than English, either for constituency parsing [110], [113] or
dependency parsing [68]. We made available The Bonsai parsing chain ! (cf. 5.4 ), that gathers preprocessing
tools and models for French dependency parsing into an easy-to-use parsing tool for French. We designed our
parsing pipeline with modularity in mind: our parsing models are interchangeable. For instance, dependencies
output can either be generated from a PCFG-LA based parser associated with a functional role labeler or from
any dependency parsers trained on our dependency treebank [68]. Tokens can either be raw words, POS tagged
lemmas or word clusters [69].

1 http://alpage.inria.fr/statgram/frdep/fr_stat_dep_parsing.html


http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid68
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/uid38.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/uid57.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid69
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid18
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid70
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/uid45.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid70
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2012-bid71
http://alpage.inria.fr/statgram/frdep/fr_stat_dep_parsing.html

6.4.2.

6.4.3.

53 Audio, Speech, and Language Processing - New Results - Project-Team ALPAGE

We have innovated in the tuning of tagsets to optimize both grammar induction and unknown word handling
[75], thus providing the best parsing models for French [111]. Then we have contributed on three main points:
1. conversion of the French Treebank [55] used as constituency training data into a dependency
treebank [4], which is now used by several teams for dependency parsing;
2. an original method to reduce lexical data sparseness by replacing tokens by unsupervised word
clusters, or morphological clusters [64], [112];
3. apostprocessing step that uses specialized statistical models for parse correction [81].

For the last 18 to 12 months, we have been increasingly focused in increasing the robustness of our parsing
models by (a) validating our approach on other morphologically-rich languages; (b) other domains and (c) on
user generated content. All of those challenging the current state-of-the-art in statistical parsing.

Multilingual parsing

Applying the techniques we developed for reducing lexical data, which is commonly found in
morphologically-rich languages (MRLs) and optimizing the POS tagset, we integrated lexical informa-
tion through data driven lemmatisation [112] and POS tagging [79]. This provided state-of-the-art results
in parsing Romance languages such as Italian [35] and Spanish [26]. In the latter case, we mixed the
outputs of two morphological analyzers and generated a version of the treebank where each morphological
gold information was replaced by a predicted one. Relying on a rich lexicon developed within the Alexina
framework (cf. 5.8 ) and accurate morphological treatment (cf. 6.5 ), this method brings more robustness to
treebank-based parsing models.

Out-of-domain parsing : resources and parsing techniques

Statistical parsing is known to lead to parsers that exhibit quite degraded performance on input text that
varies from the sentences used for training. Alpage has devoted a major effort on providing both evaluation
resources and parser adaptation techniques, to increase robustness of statistical parsing for French. We have
investigated several degrees of distance between the training corpus, the French Treebank, which is made of
sentences from the Le Monde newspaper: we first focused on parsing well-edited texts, but from domains
with varying difference with respect to the national newspaper Le Monde type of text. We then turned our
attention to parsing user-generated content, hence potentially not only from a different domain than news,
but also with great “noise” with respect to well-edited texts, and extremely divergent linguistic phenomena
(see next subsection). As far as out-of-domain well-edited text, we have supervised the annotation and release
of the Sequoia Treebank [47] (https://www.rocq.inria.fr/alpage-wiki/tiki-index.php?page=CorpusSequoia),
a corpus of 3200 sentences annotated for part-of-speech and syntactic structure, from four subdomains :
sentences from the regional newspaper L’Est Républicain, from the French Wikipedia, from the Europarl
Corpus (European parliamentary debates), and from reports of the European Medicine Agency. We have
proposed a word clustering technique, with clusters computed over a “bridge” corpus that couples indomain
and target domain raw texts, to improve parsing performance on target domain, without degrading performance
on indomain texts (contrary to usual adaptation techniques such as self-training). Preliminary experiments
were performed on the biomedical domain only [67] and confirmed on the whole Sequoia Treebank [47].

6.4.4. Robust parsing of user-generated content

Until very recently out-of-domain text genres that have been prioritized have not been Web 2.0 sources, but
rather biomedical texts, child language and general fiction (Brown corpus). Adaptation to user-generated
content is a particularly difficult instance of the domain adaptation problem since Web 2.0 is not really a
domain: it consists of utterances that are often ungrammatical. It even shares some similarities with spoken
language [116]. The poor overall quality of texts found on such media lead to weak parsing and even POS-
tagging results. This is because user-generated content exhibits both the same issues as other out-of-domain
data, but also tremendous issues related to tokenization, typographic and spelling issues that go far beyond
what statistical tools can learn from standard corpora. Even lexical specificities are often more challenging
than on edited out-of-domain text, as neologisms built using productive morphological derivation, for example,
are less frequent, contrarily to slang, abbreviations or technical jargon that are harder to analyze and interpret
automatically.
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In order to fully prepare a shift toward more robustness, we started to develop a richly annotated corpus of
user-generated French text, the French Social Media Bank, which includes not only POS, constituency and
functional information, but also a layer of “normalized” text[37]. This corpus is fully available and constitutes
the first data set on Facebook data and the first instance of user generated content for an MRL.

Besides delivering a new data set, our main purpose here is to be able to compare two different approaches
to user-generated content processing: either training statistical models on the original annotated text, and
use them on raw new text; or developing normalization tools that help improving the consistency of the
annotations, train statistical models on the normalized annotated text, and use them on normalized texts (before
un-normalizing them).

However, this raises issues concerning the normalization step. A good sandbox for working on this challenging
task is that of POS-tagging. For this purpose, we did leverage Alpage’s work on MEIt, a state-of-the art POS
tagging system [15]. A first round of experiments on English have already led to promising results during
the shared task on parsing user-generated content organized by Google in May 2012 [93], as Alpage was
ranked second and third [38]. For achieving this result, we brought together a preliminary implementation of a
normalization wrapper around the MEIlt POS tagger followed by a state-of-the art statistical parser improved by
several domain adaptation techniques originally developed for parsing edited out-of-domain texts (cf. previous
section).

One of our objectives is to generalize the use of the normalization wrapper approach to both POS tagging
and parsing, for English and French, in order to improve the quality of the output parses. However, this raises
several challenges: non-standard contractions and compounds lead to unexpected syntactic structures. A first
round of experiments on the French Social Media Bank showed that parsing performance on such data are
much lower than expected. This is why, we are actively working to improve on the baselines we established
on that matter.

Precise recovery of unbounded dependencies

We focused on a linguistic phenomena known as long-distance dependencies. These are dependencies involved
a fronted element that depends on a head that is potentially embedded in the clause the element is in front
of. This embedding make such dependencies very hard to recover for a parser. Though this phenomena is
rare, the corresponding dependencies are generally part of predicate-argument structures, and are thus very
important to recover for downstream semantic applications. We have assessed the low parsing performance
of long-distance dependencies (LDDs) for French, proposed an explicit annotation of such dependencies in
the French Treebank and the Sequoia Treebank, and evaluated several parsing architectures with the aim of
maintaining high general performance and good performance on LDDs [22]. We found that using a non-
projective parser helps for LDDs but degrades overall performance, while using pseudo-projective parsing
[88] which transforms in a reversible way a non-projective treebank into a projective one) is the best strategy,
in order to take advantage of the better performance of projective parsers.

6.5. Computational morphology and automatic morphological analysis

Participants: Benoit Sagot [correspondant], Marion Baranes, Virginie Mouilleron, Damien Nouvel.

Since 2011 and, Alpage members have started interacting with formal morphologists for taking part in
the development and implementation of new morphological models and resources. Concerning inflectional
morphology, this work has led to new versions of the morphological layer of the ALEXINA formalism,
to new ALEXINA lexicons for several languages of choice (Kurdish languages and German, as mentioned
above, but also Maltese and Latin, see the section on ALEXINA), and to studies about the quantitative
assessment of morphological complexity, currently an active area of research in morphology, have been
pursued following previous work published in 2011 [109], [126]. Concerning constructional morphology
(derivation, composition) and borrowings, studies and experiments have been carried out in the context of
the ANR EDyLex project and that of the collaboration with viavoo [45], following here as well experiments
carried out in 2011 [124], [115], [127].
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6.6. Advances in lexical morphology and syntax

Participants: Benoit Sagot [correspondant], Laurence Danlos, Eric Villemonte de La Clergerie.

The Alexina framework (cf. 5.8 ) [105] has been developed and used for developing various lexicons, in
particular the Lefff, that are used in many tools such as POS-taggers [15] and parsers.

In 2012, the new developments within Alexina have been fourfold:

e A large amount of work has been made for developing a new morphological layer to Alexina, in
collaboration with a specialist of formal morphology.

e In the context of this collaboration, new Alexina lexicons have been developed with a special focus
on linguistic relevance and exhaustivity within a well-defined subset of lexical entries (e.g., Latin
verbs, 1st-binyan Maltese verbs).

e The development of a new large-scale NLP-oriented Alexina lexicon has been initiated, namely that
of DeLex, an Alexina lexicon for German. It is currently restricted to the morphological layer (no
valency information yet) but already generates 2 million inflected lexical entries. The underlying
morphological grammar makes use of the new morphological layer mentioned above.

e Following previous work, merging experiments between syntactic resources and the Lefff [30] and
comparison experiments between such resources and the Lefff as reference lexicon for the FRMG
parser have been carried out [43]. In the latter series of experiments, the Lefff has proven better, or
rather more suitable, that other (converted) resources.

6.7. Named Entity Recognition and Entity Linking

6.7.1.

Participants: Rosa Stern, Benoit Sagot.

Identifying named entities is a widely studied issue in Natural Language Processing, because named entities
are crucial targets in information extraction or retrieval tasks, but also for preparing further NLP tasks (e.g.,
parsing). Therefore a vast amount of work has been published that is dedicated to named entity recognition,
i.e., the task of identification of named entity mentions (spans of text denoting a named entity), and sometimes
types. However, real-life applications need not only identify named entity mentions, but also know which real
entity they refer to; this issue is addressed in tasks such as knowledge base population with entity resolution
and linking, which require an inventory of entities is required prior to those tasks in order to constitute a
reference.

Cooperation of symbolic and statistical methods for named entity recognition and typing

Named entity recognition and typing is achieved both by symbolic and probabilistic systems. We have
performed an experiment [62] for making the rule-based system NP, SXPipe’s high-precision named entity
recognition system developed at Alpage on AFP news corpora and which relies on the Aleda named entity
database, interact with LIANE, a high-recall probabilistic system developed by Frédéric Béchet (LIF) and
trained on oral transcriptions from the ESTER corpus. We have shown that a probabilistic system such
as LIANE can be adapted to a new type of corpus in a non-supervised way thanks to large-scale corpora
automatically annotated by NP. This adaptation does not require any additional manual annotation and
illustrates the complementarity between numeric and symbolic techniques for tackling linguistic tasks.

6.7.2. Nomos, a statistical entity linking system

For information extraction from news wires, entities such as persons, locations or organizations are especially
relevant in a knowledge acquisition context. Through a process of named entity recognition and entity linking
applied jointly, we aim at the extraction and complete identification of these relevant entities, which are meant
to enrich textual content in the form of metadata. In order to store and access extracted knowledge in a
structured and coherent way, we aim at populating an ontological reference base with these metadata. We
have pursued our efforts in this direction, using an approach where NLP tools have early access to Linked
Data resources and thus have the ability to produce metadata integrated in the Linked Data framework. In
particular, we have studied how the entity linking process in this task must deal with noisy data, as opposed to
the general case where only correct entity identification is provided.
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We use the symbolic named entity recognition system NP, a component of SXPipe, and use it as a mention
detection module. Its output is then processed through our entity linking system, which is based on a supervised
model learned from examples of linked entities. Since our named entity recognition is not deterministic,
as opposed to other entity linking tasks where the gold named entity recognition results are provided, it is
configured to remain ambiguous and non-deterministic, i.e., its output preserves a number of ambiguities
which are usually resolved at this level. In particular, no disambiguation is made in the cases of multiple
possible mentions boundaries (e.g., {Paris}+{Hilton} vs. {Paris Hilton}). In order to cope with possible
false mention matches, which should be discarded as linking queries, the named entity recognition output
is made more ambiguous by adding a not-an-entity alternative to each mention’s candidate set for linking. The
entity linking module’s input therefore consists in multiple possible readings of sentences. For each reading,
this module must perform entity linking on every possible entity mention by selecting their most probable
matching entity. Competing readings are then ranked according to the score of entities (or sequence of entities)
ranked first in each of them. The reading with no entity should also receive a score in order to be included
in the ranking. The motivation for this joint task lies in the frequent necessity of accessing contextual and
referential information in order to complete an accurate named entity recognition; thus the part where named
entity recognition usually resolves a number of ambiguities is left for the entity linking module, which uses
contextual and referential information about entities.

We have realized a first implementation of our system, as well as experiments and evaluation results. In
particular, when using knowledge about entities to perform entity linking, we discuss the usefulness of domain
specific knowledge and the problem of domain adaptation.

In 2012, improvements have been made to Nomos by combining the NP named entity detection module
with LIANE, a probabilistic system developed by Frédéric Béchet (LIF) in order to better predict possible
false matches. The linking step has also been enriched with the use of a more complete and autonomous
knowledge base derived from Wikipedia, as well as new parameters and ranking functions for the prediction
of the mention/entity alignment.

In the context of this linking task for the processing of AFP corpora and content enrichment with metadata,
we conducted a deep study of Semantic Web recent developments and especially of the Linked Data initiatives
in order to consider the integration of AFP metadata in these knowledge representation frameworks. On this
topic as well as the enlarged view of entity linking for semantic annotation of textual content, discussions have
taken place with Eric Charton (CRIM, Montréal, Canada) during 2012 Fall.

The Nomos system as well as the general process of content enrichment with metadata and reference base
population has been presented at a dedicated workshop at NAACL in June 2012 (AKBC-WEKEX 2012).

6.8. Advances in lexical semantics
Participants: Benoit Sagot [correspondant], Marion Richard, Sarah Beniamine.

In 2012, several contributions to the WOLF have been finalized and/or published. In particular, various
successful attempts to enhance the coverage of the WOLF have been integrated within the master resource
[23], [19], [31], [24]. A more original work has also been achieved, targeted at improving the precision of
the resource by automatically detecting probable outliers [32]. This latter work has been integrated within
the dedicated sloWTool platform, and these outliers partly validated by Slovene students of Romance studies.
In parallel, a medium-scale manual validation effort has been achieved at Alpage thanks to the work of two
Master students funded by the ANR EDyLex project, which has led to the validation of a vast majority of
so-called "basic" synsets, i.e., what can be expected to be the most useful part of the resource.

The result of all this work has been integrated in a preliminary first non-alpha version of the WOLF, version
WOLF 1.0b.
6.9. Techniques for transferring lexical resources from one language to a

closely-related one
Participants: Yves Scherrer, Benoit Sagot.
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Developing lexical resources is a costly activity, which means that large resources only exist for a small number
of languages. In our work, we address this issue by transferring linguistic annotations from a language with
large resources to a closely related language which lacks such resources. This research activity, funded by the
Labex EFL, has started in October 2012.

First results include the development of a method to create bilingual dictionaries without any parallel data,
depending solely on surface form similarities and their regularities. The resulting bilingual dictionaries are
used to transfer part-of-speech annotations from one language to the other. At the moment, our methods are
being tested with Wikipedia texts from various languages and dialects closely related to German, such as
Dutch and Pfilzisch. We plan to extend this work to data from other language groups and to other types of
linguistic annotations, for instance syntactic or semantic resources.

6.10. Modelling the acquisition of linguistic categories by children

Participants: Benoit Crabbé, Luc Boruta, Isabelle Dautriche.

This task breaks in two sub-tasks: acquisition of phonemic categories, and acquisition of syntactic categories.

Although we are only able to distinguish between a finite, small number of sound categories — i.e., a
given language’s phonemes — no two sounds are actually identical in the messages we receive. Given the
pervasiveness of sound-altering processes across languages — and the fact that every language relies on its own
set of phonemes — the question of the acquisition of allophonic rules by infants has received a considerable
amount of attention in recent decades. How, for example, do English-learning infants discover that the word
forms [kaet] and [kat] refer to the same animal species (i.e. cat), whereas [ket] and [bat] (i.e. cat~bar) do not?
What kind of cues may they rely on to learn that [sinkin] and [6inkin] (sinking~thinking) can not refer to the
same action? The work presented in this dissertation builds upon the line of computational studies initiated
by [90], wherein research efforts have been concentrated on the definition of sound-to-sound dissimilarity
measures indicating which sounds are realizations of the same phoneme. We show that solving Peperkamp et
al.’s task does not yield a full answer to the problem of the discovery of phonemes, as formal and empirical
limitations arise from its pairwise formulation. We proceed to circumvent these limitations, reducing the task
of the acquisition of phonemes to a partitioning-clustering problem and using multidimensional scaling to
allow for the use of individual phones as the elementary objects. The results of various classification and
clustering experiments consistently indicate that effective indicators of allophony are not necessarily effective
indicators of phonemehood. Altogether, the computational results we discuss suggest that allophony and
phonemehood can only be discovered from acoustic, temporal, distributional, or lexical indicators when—on
average—phonemes do not have many allophones in a quantified representation of the input. This subtask
has seen the Phd defense of Luc Boruta whose Phd thesis : "Indicators of allophony and phonemehood" was
successfully defended in September 2012.

As for syntactic categorization, the task is concerned with modelling and implementing psychologically
motivated models of language treatment and acquisition. Contrary to classical Natural Language Processing
applications, the main aim was not to create engineering solutions to language related tasks, but rather to test
and develop psycholinguistic theories. In this context, the study was concerned with the question of learning
word categories, such as the categories of Noun and Verb. It is established experimentally that 2-year-old
children can identify novel nouns and verbs. It has been suggested that this can be done using distributional
cues as well as prosodic cues. While the plain distributional hypothesis had been tested quite extensively, the
importance of prosodic cues has not been addressed in a computational simulation. We provided a formulation
for modelling this hypothesis using unsupervised and semi-supervised forms of Bayesian learning (EM) both
offline and online. This activity started with the master thesis of A. Gutman and has seen this year the start of
a new Phd student : . Dautriche.

6.11. Modelling and extracting discourse structures
Participants: Laurence Danlos, Charlotte Roze.
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6.11.1. Lexical semantics of discourse connectives

Discourse connectives are words or phrases that indicate senses holding between two spans of text. The
theoretical approaches accounting for these senses, such as text coherence, cohesion, or rhetorical structure
theory, share at least one common feature: they acknowledge that many connectives can indicate different
senses depending on their context. LEXCONN is a lexical database for French connectives [16].

The French connectives “en réalité¢” and “en effef” have been the topic of numerous studies but none of them
was formalized. [53] gives a formalization of the conditions the two arguments of these connectives should
meet. This formalization is based on factivity information as modeled in the FactBank corpus developed by
Roser Sauri.

Sometimes, the sense of connectives is unique but its arguments are hard to determine. In particular, the
second argument of an adverbial connective is not always equivalent to its syntactic arguments. This raises
problems at the syntax-semantics interface which are described in [52]. The method to handle theses problems
in a discursive parser will be studied in the ANR project POLYMNIE, which is headed by Sylvain Podogolla
(Inria Lorraine) and which started in October 2012.

6.11.2. Discursive annotation

We plan to annotate the French corpus FTB (French Tree Bank) at the discursive level, in order to obtain the
FDTB (French Discourse Tree Bank). The methodology that will be used is close to the one used in the PDTB
(Penn Discourse Tree Bank). The first steps of this long term project are presented in [48], [49], [S1].

This work is based on a new hierarchy of discourse relations and this new hierarchy was presented at an
European workshop organized by the project MULDICO.

6.12. Modelling word order preferences in French
Participants: Juliette Thuilier, Benoit Crabbé, Margaret Grant.

We study the problem of choice in the ordering of French words using statistical models along the lines of
[60] and [61]. This work aims at describing and model preferences in syntax, bringing additional elements to
Bresnan’s thesis, according to which the syntactic competence of human beings can be largely simulated by
probabilistic models. We previously investigated the relative position of attributive adjectives with respect to
the noun.

This year has seen the Phd thesis defense of Juliette Thuilier in September 2012.

In collaboration with Anne Abeillé (Laboratoire de Linguistique Formelle, Université Paris 7), we extended
our corpora study with psycholinguistic questionnaires, in order to show that statistical models are reflecting
some linguistic knowledge of French speakers. The preliminary results confirm that animacy is not a relevant
factor in ordering French complements.

As regards to corpus work, we are extending the database with spontaneous speech corpora (CORAL-ROM
and CORPAIX) and a wider variety of verbal lemmas, in order to enhance sample representativeness and
statistical modelling. This activity has lead to the development of an extension of the French Treebank for oral
corpora (approx 2000 sentences).

In a cross-linguistic perspective, we plan to strengthen the comparison with the constraints observed in other
languages such as English or German with the recruitment of a new postdoc arriving at the beginning of 2013.

As can be seen from the outline above, this line of research brings us closer to cognitive sciences. We hope,
in the very long run, that these investigations will bring new insights on the design of probabilistic parsers
or generators. In NLP, the closest framework implementing construction grammars is Data Oriented Parsing
(DOP).
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5. New Results

5.1. RNA structures

5.1.1.

5.1.2.

5.1.3.

RNA structure alignment

It is widely accepted that, for a large number of RNA families, the structure is more conserved than the
sequence. Therefore, any reasonable notion of homology should consider the similarity in the secondary
structure, i.e. how well the base-pairing positions in two structures can be put in correspondence, or aligned.
In collaboration with a significant part of the French bioinformatics community, an assessment of the quality
of existing algorithms for the problem was proposed [6]. Furthermore, a review of the state-of-the-art in RNA
comparison algorithms is to be published [11], and a chapter in a forthcoming book on RNA computational
biology was written in collaboration with Robert Giegerich (University Bielefeld) during his stay.

Most existing alignment tools rely on the assumption that the RNA structure is free of pseudoknots, i.e. free
of crossing interactions. This condition naturally arises from the intractability of the unconstrained version of
the problem. In a joint work, A. Denise, Ph. Rinaudo and Y. Ponty worked around this issue by proposing
a parameterized complexity algorithmic solution for the unconstrained version of the problem. One of the
key feature of this algorithm is that, although exponential in the worst-case scenario, it naturally adapts its
complexity to the level of intricacy of the aligned structures, and remains polynomial for large classes of
pseudoknots. Preliminary results of this work were presented at the WABI’ 12 conference [35].

Energy-weighted RNA algorithmics

We complemented previous studies led within AMIB on RNA structures with restricted classes of pseudoknots
by showing, in a collaboration with Rolf Backofen (Freiburg University), that the computational hardness of
RNA folding with general pseudoknots is extremely robust to the choice of a precise energy model. It was
shown that the problem is completely unapproximable when expressive — yet realistic — energy models are
taken into consideration. These results were presented at CPM’ 12 [37] (Helsinki, Finland).

Moreover, using an interpolation technique introduced at the RECOMB’11 conference, we were able to
improve both the sequential and parallel complexities of the RNAbor algorithm developed within P. Clote’s
lab. The resulting algorithm and its application to the detection of conformational switches in sequence lengths
that were previously unreachable by the algorithm, are described in a manuscript accepted in Plos One.

RNA knowledge-based potentials and 3D studies

The building of an RNA potential proved much harder and interesting than we initially expected. A non-
redundant dataset had first to be extracted from the literature as the available dataset were not suitable for our
study even the very recent ones. From the collected distance data, the building of a knowledge-based potential
was usually done using histograms; and the histogram interval size and data fitting was an issue. In our 2012
study, we showed that the best solution to build potentials with no interval issue is by using Dirichlet Process
Mixture Models (DPMs) [24]. We also benefited of the group experience in modeling the dynamics of RNA
and normal-mode experiments to obtain two good decoy sets which complemented the well-known Farna
study. We also showed that in many case our high-resolution predictions were better than the Farna/Rosetta
standard.
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5.1.4. RNA 3D structure prediction

In collaboration with PRISM at Versailles and Westhof’s group at Strasbourg, we addressed the problem of ab
initio prediction of RNA three-dimensional structure. We developed an algorithm for automatically predicting
the topological family of any RNA three-way junction, an thus its coarse-grained local geometry, given only
the information from the secondary structure: the sequence and the Watson—Crick pairings. Additionally, we
showed that the results are noticeably improved if homology information is used [14]. The resulting software,
Cartaj, is available online and downloadable at http://cartaj.Iri.fr. Then we investigated a new approach for
the global prediction of the coarse-grain 3D structure of RNA molecules. We model a molecule as being made
of helices and junctions. Using our results above, we are able to classify junctions into topological families that
determine their preferred 3D shapes. All the parts of the molecule are then allowed to establish long-distance
contacts that induce a threedimensional folding of the molecule. An algorithm relying on game-theory was
proposed to discover such long-distance contacts that allow the molecule to reach a Nash equilibrium. As
reported by our experiments, this approach allows one to predict the global shape of large molecules of several
hundreds of nucleotides that are out of reach of the state-of-the-art methods [15].

A graph-theoretic approach has been successfully used for classification and structure prediction of transmem-
brane beta-barrel proteins[23], [25].

5.2. Proteins structures and interactions

5.2.1. Protein-protein interaction

Adrien Guilhot, PhD candidate in our project worked on a modified scoring function for the Rosetta software
suite. After an extensive conformation generation for the two recently published benchmarks, we now have a
model for protein-RNA semi-flexible docking which is currently being tested.

The prediction of the network of protein-protein interactions (PPI) of an organism is crucial for the under-
standing of biological processes and for the development of new drugs. Machine learning methods have been
successfully applied to the prediction of PPI in yeast by the integration of multiple direct and indirect bi-
ological data sources. However, experimental data are not available for most organisms. We propose in [9]
an ensemble machine learning approach for the prediction of PPI that depends solely on features indepen-
dent from experimental data. New estimators of the coevolution between proteins have been developed and
combined them in an ensemble learning procedure.

This method has been applied to a dataset of known co-complexed proteins in Escherichia coli and compared
it to previously published methods. Our method allows prediction of PPI with an unprecedented precision of
95.5% for the first 200 sorted pairs of proteins compared to 28.5% on the same dataset with the previous best
method.

A close inspection of the best predicted pairs allowed us to detect new or recently discovered interactions
between chemotactic components, the flagellar apparatus and RNA polymerase complexes in E. coli.

5.3. Combinatorics and Annotation

5.3.1. Word counting and random generation

A long-term research on word enumeration has been realized by the team, in order to calculate a statistical
significance for a pattern occurrence according to a given background model. As a part of E. Furletova’s
thesis, defended in February 2012, co-advised by M. Roytberg (IMPB, Puschino, Russia) and M. Régnier,
an extension to Hidden Markov Models, SufPref, has been proposed. It relies on a new concept of overlap
graphs that efficiently overcomes the main difficulty - overlapping occurrences - in probabilities computation.
An implementation is available at http://server2.lpm.org.ru/bio/online/sf/. This algorithm provides a significant
space improvement over a previous algorithm, AhoPro developed with our former associate team MIGEC.
Word statistics were used to identify mRNA targets for miRNAs involved in carcinogenesis [13].


http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid13
http://cartaj.lri.fr
http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid19
http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid20
http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid21
http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid22
http://server2.lpm.org.ru/bio/online/sf/
http://raweb.inria.fr/rapportsactivite/RA{$year}/amib/bibliography.html#amib-2012-bid23

5.3.2.

5.3.3.

61 Computational Biology and Bioinformatics - New Results - Project-Team AMIB

Large deviation results have been derived in [41] that take advantage of general combinatorial properties of
words. First, an approximation is derived for the double strands counting problem that refers to a counting of
a given pattern in a set of sequences that arise from both strands of the genome. Here dependencies between
a sequence and its complement plays a fundamental role. Second, sets of small sequences, with non-identical
distributions, are addressed. Possible applications are the search of cis-acting elements in regulatory sequences
that may be known, for example from ChIP-chip or ChipSeq experiments, as being under a similar regulatory
control.

In [21], we developed a new algorithm for generating uniformly at random words of any regular language L.
When using floating point arithmetics, its bit-complexity is O(qlog n) in space and O(gn log n) in time, where
n stands for the length of the word, and q stands for the number of states of a finite deterministic automaton
of L. We implemented the algorithm and compared its behavior to the state-of-the-art algorithms, on a set
of large automata from the VLTS benchmark suite. Both theoretical and experimental results show that our
algorithm offers an excellent compromise in terms of space and time requirements, compared to the known
best alternatives. In particular, it is the only method that can generate long paths in large automata. Moreover,
in [10], in collaboration with the Fortesse group at LRI, we presented several randomised algorithms for
generating paths in large models according to a given coverage criterion. This work opens new perspectives for
future studies of statistical testing and model checking, mainly to fight the combinatorial explosion problem.

Analysis and design of weighted combinatorial models

Weighted context-free grammars are natural — yet powerful — random models for biological sequence and
structures. We furthered our developments on these objects, and applied them to the study of the Boltzmann
ensemble of low-energy in RNA.

In collaboration with P. Clote (Boston College), we used such analytic combinatorics to establish that the
average geometric distance between the terminal ends of an RNA sequence, once folded, is asymptotically
constant [8].

Furthermore, in collaboration with C. Banderier, O. Bodini and H. Tafat (LIPN), we constructively showed
that any predefined distribution of pattern could be attained by a (possibly ambiguous) regular expressions. We
also designed a dynamic-programming algorithm to automatically build such models, adopting a segmentation
approach based on a parsimony principle. This work was presented at the ANALCO’ 12 conference [30].

Finally, we continued with D. Gardy and J. Du Boisberranger (PRISM, Université de Versailles-St Quentin) a
joint study of collisions in weighted random generation. Indeed, while performing a random generation within
large collections of weighted objects, the probability of any sample can be exactly and efficiently computed.
Therefore, any redundancy in the sampled set is uninformative (contrasting with situations where the prob-
ability is also estimated by the sampling procedure). Following previous results presented at GASCOM’ 10
(Montreal), we presented at the AOFA’12 (Montreal, Canada) conference [33], a new close formula for the
waiting-time of the coupon collector problem, i.e. the average number of words that one must draw to obtain
the full collection. The framework defined here has direct applications in the context of RNA : approaches
based on sampling are preferred to deterministic optimizations, and algorithmic efficiency of the methods can
be critically affected by the redundancy of sampled sets. .

Scientific Workflows

Several Scientific workflow systems have been designed to support users in the tasks of designing, managing,
monitoring, and executing in-silico experiments. Such systems are now equipped of provenance modules able
to collect data produced and consumed during workflow runs to enhance reproducibility. In this context, we
have worked in two directions. First, we have worked on the problem of reuse between scientific workflows.
In particular, we have identified the presence of common or similar (sub-)workflows and workflow elements,
and have deeply studied, for the first time in the literature, the problem of cross-author reuse [38].

Second, we have worked on studying the structure of scientific workflows. More precisely, we have focused
on the series-parallel graph structures. Designing sub-workflows, querying or monitoring workflows leads to
perform graph sub-isomorphism. This problem is NP-complete when general DAGs are considered but can
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be solved in polynomial time when graphs restricted to SP graphs are considered. We have designed and
implemented the SPFlow algorithm that rewrites any workflow into an SP workflow while ensuring that the
provenance of the rewritten workflow is the same as the original [32], [39].

We are currently working on identifying the reasons why some scientific workflows have a non SP structure.
Our long-term goal is to design a distilling procedure for scientific workflows offering users the ability
of naturally designing workflows having a structure close to SP structures. This work is done in close
collaboration with the University of Manchester [31].

5.4. Systems Biology

5.4.1. Reasoning on knowledge to build signaling networks:

We have introduced a logic-based method to infer molecular networks and show how it allows inferring sig-
nalling networks from the design of a knowledge base. Provenance of inferred data has been carefully col-
lected, allowing quality evaluation. Our method (i) takes into account various kinds of biological experiments
and their origin; (ii) mimics the scientist’s reasoning within a first-order logic setting; (iii) specifies precisely
the kind of interaction between the molecules; (iv) provides the user with the provenance of each interaction;
(v) automatically builds and draws the inferred network [29].

5.4.2. Metabolic pathways

The topological analyse of metabolic networks is a first step to understand their behaviours and is described
in term of fluxes analyses. We work on the elaboration of a stoichiometric model of Bacillus subtilis where its
fluxes analyse predicted transcriptional regulation to be more important for the dynamics induced by glucose
than by malate [7].

In metabolic pathway analyses, the metabolic networks are described in term of biochemical reactions and
metabolites. The integration of structural data is required for a comprehensive understanding of the metabolic
networks. We represent the metabolic networks with the functional connectivity between the protein functional
domains to make more relevant analyses. We used BioW, a formal multi-level description based on elementary
actions, to assign functions on structural domains and the elementary flux modes theory to check if the already
known pathways remain presents and to identify new ones.

A new version of the software has Mpas (Metabolic Pathway Analyser Software) been developed during
a Master2’internship by Gh. Fievet. Meanwhile we have also introduced in the landscape of the cell its
membranes and the numerous pumps that facilitate ions transfers, hence taking into account the pH of the
cytoplasm, a parameter that fits the cell mytosis cycle and which proves to separate the cancerous/normal
status of cells [22]. We now aim at study larger and more elaborate metabolic systems, including the Krebs
cycle and the mitochondria influence, thus enhancing the scalability of our method [17].

5.4.3. Bacterial phenotypic adaptation

We attempt to re-interpret a major event, the initiation of chromosome replication in Escherichia coli, in
the light of scales of equilibria. This entails thinking in terms of hyperstructures as responsible for intensity
sensing and quantity sensing and how this sensing might help explain the role of the DnaA protein in initiation
of replication. We outline experiments and an automaton approach to the cell cycle that should test and refine
the scales concept [19].

Another possible direction to study the mechanisms used by cells to integrate and respond to their environment
is to search for a link between two large hyperstructures: the cytoskeleton and the general metabolic activity of
the cell. There is extensive evidence for the interaction of metabolic enzymes with the eukaryotic cytoskeleton.
We state the hypothesis that the cytoskeleton senses and integrates the general metabolic activity of the cell.
The physical and chemical effects arising from metabolic sensing by the cytoskeleton would have major
consequences on cell shape, dynamics and cell cycle progression. The hypothesis provides a framework that
helps the significance of the enzyme-decorated cytoskeleton be determined [18].
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In order to test these hypotheses, we have added many features to the HSIM simulation software. The
main addition being a way to get both the power of expression of the "entity-centred" paradigm and the
computational efficiency of global methods, such that Gillespie-like stochastic simulation algorithm (SSA).
To achieve this, we have implemented two new algorithms. The first one concerns the possibility to take into
account the interactions between two classes of molecules: the one we want to follow the spatial location over
time (entities) and the one for which only the evolution of the number of copies over time is relevant.

The second algorithm is an enhancement of the tau-leap variant of the exact Gillespie SSA; This allows to
take into account the interactions between globally treated molecules. The HSIM-SSA algorithm performs an
adaptive processing of the number of reactions which may have been triggered during the time step. At each
time step, the fast reactions are averaged while the slow reactions are fully stochastically treated. This allows
HS1M-SSA to be more than 10 times faster than the other tau-leap SSA implementations [28].

Use of bacteria for biotechnology

Another center of interest has been to find a way to use bacteria as a mean to help us to engineer new
biomolecules with specific characteristics. It is sometimes speculated that the equivalent of the polymerase
chain reaction might be developed for identification of peptides, proteins or other molecules. Natural ampli-
fication systems do exist as in the case of certain autoinducer systems in bacteria. We have been outlined a
possible, generic method, the mimic chain reaction, for obtaining peptides with 3-D structures that mimic the
3-D structure of their targets. These targets would include a variety of molecules, including proteins. There are
therefore two categories of applications: the ability via amplification firstly to detect a known protein or other
target at an extremely low concentration and secondly to obtain a set of peptides that mimic the structure of
an unknown target and that can be used to obtain a photofit [20].
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6. New Results

6.1. Logical time in Model-Driven Engineering embedded design

6.1.1.

6.1.2.

6.1.3.

6.1.4.

Participants: Charles André, Frédéric Mallet, Julien Deantoni, Marie-Agnes Peraldi Frati, Arda Goknil,
Nicolas Chleq.

TimeSquare

We progressed our work on the foundations of logical time modeling as present in MARTE Time Model and
our CCSL clock constraint specification language, while continuing the development of the TimeSquare tool
environment which supports this in practice. A technical position paper was presented to the international
TOOLS conference [22].

ECL (Event Constraint Language

Our contributions on CCSL and Time Model to the MARTE profile are part of the standard, but so far expressed
in a syntax that is clearly distinct of the former UML notations. On the other hand, UML provides a textual
language, named OCL, to express well-formedness constraints on diagram models and metamodels. While the
original objectives were quite different, it seemed tempting to extend or adapt the general OCL philosophy, and
to apply it then to timing and performance constraints as targeted by CCSL. The goal is to able the description
of MoCs in an appropriate syntax, at metamodeling level. The result was a new syntax, called ECL for event
contraint language, endowed with the well-established, sound timing interpretation as in CCSL. This work
was reported in [40].

Logical time clocks to schedule data-flow models

Data-flow models can be used to capture data dependencies from applications, execution platforms and
allocations. Most of the time such data dependencies impose only a partial order on the execution of application
elements onto the execution platform and allow several allocation schemes. In [38], we have shown how to
use logical time and CCSL constraints to capture explicitly the partial order imposed by the data-dependencies
without imposing a total order. This work of representation expressivity then paved the way for analysis studies
on time refinement, described in 6.3 .

Timing requirement modeling

One of the weak points of UML regarding a complete system design flow is its poor treatment of requirement
capture (although this is partly corrected in the SysML profile). When requirements are made on timing aspects
and logical time (as in our advocated approach), the relevant syntactic expressivity must be provided. We
worked on the definition of a Domain-Specific Language (DSL for Timing Requirements engineering. The
results were presented in [24], then applied to system specification in the context of the work described in
section 6.6 .

6.2. Semantic translation of CCSL constraints into appropriate Biichi

automata for trace recognition
Participants: Frédéric Mallet, Julien Deantoni, Robert de Simone, Ling Yin.

Our CCSL language expresses timing and scheduling constraints for a system, based on the notion of abstract
logical clocks providing time events, and contraints linking them with relations of "asynchronous" nature
(precedence, faster than) or of "synchronous" origin (subclocking, included in). Of course in a large system
design both types coexist, and functional definitions also live next to declarative specifications to allow several
timing solutions. Such a solution, called a schedule, must enforce that each logical clock either ticks endlessly,
or terminates properly, in a way that globally respects the constraints. In previous works we have shown how
a large variety of semantic scheduling constraints from the literature could soundly be represented in CCSL.
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This year we focused on the semantic foundation of our CCSL language, by defining a structral operational
semantic translation into a specific type of transition systems. Because we deal with infinite traces we had to
consider acceptance mechanisms such as Biichi repeated states (as already used for translation of LTL temporal
logic formulae in classical model-checking). Next we found out that, while state-labeled acceptance conditions
were fine to obtain a direct and intuitive translation of individual constraints, building the composition of
such models when dealing with multiple constraints was much easier in the case of transition-labeled Biichi
automata (with repeated acceptance criteria now on transitions); the theory carries over to such case quite
naturally, and has already been studied in the past. Finally, because traces must include infinite occurrences for
each clock, we had to move to so-called extended Biichi automata, again a model already studied previously.
We provided a complete semantic translation for all CCSL kernel constructs. Most importantly, we provided
an efficient and simple fix-point algorithm to check the existance of a valid schedule, based on the type of au-
tomata just defined. This is (we believe) a genuine improvement on existing results, with potential applications
outside our direct scope. These results are presented in a technical report, submitted for publication [46].

6.3. Timing refinement for multidimensional dataflow models using MARTE
Time Model

Participants: Frédéric Mallet, Julien Deantoni, Jean-Vivien Millo.

Extensions of dataflow process networks have been proposed (as multidimensional SDF) to combine task
parallelism (as in traditional process networks) with intensive data parallelism (as proposed in the Array-
OL/Gaspard2 formalism developed in the DaRT EPI, for instance). The prospect of scheduling (seen as
precise time cycle allocation) is here more complex, because of possible trade-offs between the granularity of
treatments at task level vs. the size of data arrays that are handled uniformally in parallel inside each task. We
considered how these phenomena could be represented (if not solved) inside the framework of MARTE Time
Model and logical clocks, so as to handle such design issues in a well-defined MDE approach. Additionally,
we used the MARTE platform description to specify how the previous models are refined through mapping
allocation. The resulting modeling framework was presented in a journal article [19]. This work was conducted
jointly with P. Boulet, from DaRT EPI, and C. Glitia, former DaRT PhD and Aoste postdoc student.

6.4. Process Network analysis
Participants: Robert de Simone, Jean-Vivien Millo.

6.4.1. K-periodic routing schemes for Network-on-Chip data traffic

This year we considered more specifically the issue of exploiting the predictable routing schemes of our
KRG models, expressed as infinite binary words to indicate the sucessive branching directions at merge/select
switch nodes, in order to encode data traffic patterns expanded at compile time, when mapping applications
expressed under the form of dataflow process networks onto processor arrays in manycore architectures
based on network-on-chip interconnects. To show the potential impact of such predicatble compile-time
routing patterns, we stdudied as a typical example a fulll (all-to-all) broadcast algorithm on a mesh topology,
connecting mode-less computation nodes as in the theory of cellular automata. This resulted in a precise
recursive definition of routing patterns, which achieve an optimal data propagation (broadcast implemented
as multicast), given the availability of actual links in the NoC topology. This result was presented at the
Autamata’2012 conference [30], and an expanded version is available as technical report [44].

A wider view of the approach, and its potential benefits, are described in a technical report [43], submitted for
publication.
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Optimal data placement for process network scheduling

The topic of efficient scheduling of dataflow process network traffic to optimize both throughput and buffer
queue sizing has given rise to a huge literature starting with seminal works in [49], [47], [56]. It has recently
been given new impulse due to the advent of manycore architectures (see above). We conducted a number of
theoretical works, to establish how such optimal computation scheduling can be best achieved in configurations
where data are evenly distributed and streched in time across the (process) network. While this result is
intuitively obvious, we formalized precisely what evenly distributed technically means, with the notion of
balanced/mechanical words going a long way back in formal language theory, and we demonstrated that under
such assumptions optimal schedules could be constructed in a fully analytical way, without any symbolic
simulation steps or behavior expansion. The result was accepted for publication in a journal article [20].

6.5. Transformation from MARTE Time Model and CCSL to formal analysis

models
Participants: Frédéric Mallet, Ling Yin.

This work was conducted in the context of an on-going collaboration with the Software Engineering Institute (SEI) of East Normal China
University (ECNU) at Shanghai, which led altogether in part to the DAESD Associated-team, followed by a LIAMA joint project proposal
recently submitted (HADES), and the co-supervision by Frédéric Mallet (together with Professor Jing Liu from ECNU) of the PhD thesis

of Yin Ling. Yin Ling spent a one-year visit in our team, funded on a chinese governemental grant.

We studied the efficient and sound formal translation of a subset of CCSL contraints into the PROMELA/SPIN
formalism, to benefit from model-checking formal analysis features in this environment. The translation is not
completely direct, as synchronous simultaneity is not a native notion of PROMELA, and has to be encoded
as atomicity. The motivating principles and translation details are provided in [42]. A similar attempt could
be considered in the future, this time with the synchronous model-checker SMV, which allows coumpound
instantaneous atomic behaviors.

Another line of research was initiated at ECNU to consider logical continuous time, while most of our current
work considers only discrete time (while MARTE Time Model considers both). Considerations on hybrid state
diagrams , inviting the expressive power of formal hierarchical hybrid automata models into the MDE design
space of UML MARTE, were investigated in [27].

6.6. Use of MARTE Time Model and Logical Time in automotive design and

AUTOSAR/TADL

Participants: Marie-Agnes Peraldi Frati, Julien Deantoni, Arda Goknil.

Precise timing constraint modeling and analysis [26], [33] is a key point for the correct development of
automotive electronics. EAST-ADL and AUTOSAR has been adopted as standards in automotive industry.
The timing model (TADL :Time augmented Description Language) of these standards raises different issues,
mainly concerning the precise modeling of the multi clock characteristics of distributed systems together
with parameterized timing expressions. In the ITEA TIMMO-2-USE project [35] 8.3.2.1 , we conducted
a work [34], [35], on extending TADL with an explicit notion of multiple time bases for modeling the
various temporal referentials used in an automotive design (clocks from different ECUs, motor position, etc).
Additionally, timing constraints are augmented with parameters, which can be free at the highest abstraction
level and then progressively defined during the design process. As a result, a symbolic timing expression in
TADL2 is possibly made of a suitable set of arithmetic operators mixing symbolic identifiers (not necessarily
set variables) and referring to different time bases. One typical use of this feature is to capture unknown
configuration parameters for time budgeting; another one is to relate constraints in different time-bases to each
other. Inherent to this work is also the study of the allowable ranges for symbolic values that are dictated by a
set of constraints.
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6.7. Multiview modeling and power intent in Systems-on-chip

6.7.1.

Participants: Carlos Gomez Cardenas, Ameni Khecharem, Jean-Frangois Le Tallec, Frédéric Mallet, Julien
Deantoni, Robert de Simone.

High-level power management modeling

One of the concern of the UML MARTE profile is to allow non-functional property modeling, so that the
same system bare description can be annotated in a number of views. In our case, combined with our
logical time framework, such properties can be made as time-depending, inside potentially distinct views.
We examplified this approach by dealing to a large extent with the example of low-power design and energy
modeling in the case of Systems-on-Chip (SoC) in the mobile phone domain. Pure power/thermal modeling
can be realized, based on the system global architecture, then made operational with the use of logical time
controllers triggering power management functionalities.

Thermal/power simulation models are usually relying on continuous time. Therefore we considered the issue
of logical continuous time, in an early attempt at combining simulation of continuous time power/thermal
models with intrinsically discrete functional aspects. A prototype was realized in Scicos, as part of Ameni
Khecharem master internship.

This work was conducted in the context of Carlos Gomez PhD thesis, and in collaboration with several partners
inside the ANR HeLP project. It should be continued in the forthcoming PhD thesis of Ameni Khecharem, just
started in the context of the follow-up ANR HOPE project, which will consider specific issues of hierachical
power modeling and compositional power management (as an example of incremental multiview aspects).

6.7.2. IP-XACT

In this context of high-level power modeling and multiview concerns, we considered the emerging Accelera
standard IP-XACT, made to provide easy-to-plug interfaces and Architecture Description Language (ADL)
to allow simple assembly of hardware IP components into well-behaved SoCs. More specifically we pro-
vided means to annotate such interface with extra informations, directly borrowed from UML MARTE NFP
properties, to handle power and thermal aspects. A number of model transformations back and forth between
MARTE and (extended) IP-XACT were realized, and extraction of IP-XACT compliant interfaces from pro-
prietary SystemC code describing the elementary IP component tehmselves has been defined and implemented
as well.

This work was initiated as part of a project with STMicroelectronics, inside the nano2012 programme (ended
2011), and continued as part of the ANR HeLP collaboration. It resulted in the PhD thesis of Jean-Francois
Le Tallec (who remained in the team for a couple of months later to complete the prototype implementation)
[16].

6.8. Correct and efficient implementation of polychronous formalisms

6.8.1.

Participants: Thomas Carle, Manel Djemal, Dumitru Potop Butucaru, Robert de Simone, Yves Sorel.

We extended our work on extending the AAA methodology for polychronous processes, by providing a better
integration of clock analysis in the various phases of the implementation process (allocation, scheduling,
pipelining, etc.). We also considered a wider range of implementation targets (time-triggered, MPSoC) and
non-functional constraints (partitioning).

Time-Triggered Platform targets

Our first result this year concerns the automatic scheduling and code generation for time-triggered platforms.
We extended our previous results in two significant ways. First, we designed a novel approach for specification
of real-time features of time-triggered systems, with deadlines longer than periods; this allows a faithful
representation of complex end-to-end flow requirements. Second, we provided new algorithms for off-line
pipelined scheduling of these specifications onto partitioned time-triggered architectures a la ARINC 653;
allocation of time slots/windows to partitions can be either complete or partially provided, or synthesized
by our tool. Automatic allocation and scheduling onto multi-processor (distributed) systems with a global
time base becomes feasible, taking into account communication costs. For single processors, we allow the
generation of fully compliant ARINC653/APEX implementation code.
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This work was mainly carried out inside the FUI Parsec 8.2.2.2 (which funds the PhD thesis of T. Carle) and
P 8.2.2.1 projects, as well as a collaboration with ASTRIUM Space Transportation. First results are presented
in a technical report, submitted for publication [39].

Multi-Processor System-on-Chip (MP-SoC) targets

Our second contribution concerns the automatic allocation and real-time scheduling over MPSoC (multi-
processor on chip) architectures with NoC (network-on-chip) interconnect. One must take into account the
specific 2D mesh network-on-chip topology, and synthesize the NoC routing patterns. This work provides
operational execution support for the contributions described in 6.9 .

The LoPhT tool

Our recent work on extending the AAA methodology with better handling of execution conditions, with
pipelining and pipelined scheduling, and with specific real-time scheduling and code generation techniques for
time-triggered/partitioned and MPSoC platforms resulted in the development of a new scheduling and code
generation toolbox, called LoPhT (for Logical to Physical Time Compiler).

6.9. Programmable On-Chip Networks

Participants: Thomas Carle, Manel Djemal, Dumitru Potop Butucaru, Robert de Simone, Zhen Zhang.

Modern computer architectures are increasingly relying on multi-processor systems-on-chip (MPSoCs), with
data transfers between cores and memories managed by on-chip networks (NoC). This reflects in part a
convergence between embedded, general-purpose PC, and high-performance computing (HPC) architecture
designs.

Efficient compilation of applications onto MPSoCs remains largely an open problem, with the issue of best
mapping of computation parts (threads, tasks,...) onto processing resources amply recognized, while the issue
of best use of the interconnect NoC to route and transfer data still less commonly tackled. In the most general
case, dynamic allocation of applications and channel virtualization can be guided by user-provided information
under various forms, as in OpenMP, CUDA, OpenCL and so on. But then there is no clear guarantee of
optimality, and first attempts by non-experts often show poor performances in the use of available computing
power. Conversely there are consistent efforts, in the domains of embedded and HPC computing, aiming
at automatic parallelization, compile-time mapping and scheduling optimization. They rely on the fact that
applications are often known in advance, and deployed without disturbance from foreign applications, and
without uncontrolled dynamic creation of tasks. Our contribution follows this “static application mapping”
approach.

An optimal use of the NoC bandwidth should authorize data transfers to be realized according to (virtual)
channels that are temporarily patterned to route data “just-in-time”. Previous works have identified the need
for Quality of Service (QoS) in “some” data connections across the network (therefore borrowing notions
from macroscopic networks, say internet and its protocols). But our experience with the AAA methodology
strongly suggests that optimal NoC usage should result from a global optimization principle (embodied in a
form of the AAA methodology), as opposed to a collection of local optimizations of individual connections.
Indeed, various data flows with distinct sources and targets will nevertheless be highly concerted, both in time
and space, like in a classical pipelined CPU, where the use of registers (replaced in our case with a complex
NoC) is strongly synchronized with that of the functional units.

One main problem in applying such a global optimization approach is to provide the proper hardware infras-
tructures allowing the implementation of optimal computation and communication mappings and schedules.
Our thesis is that optimal data transfer patterns should be encoded using simple programs configuring the
router nodes (each router being then programmed to act its part in the global concerted computation and
communication scheme).
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We addressed this problem in the framework of our collaboration with the "Embedded Systems- on-Chips" de-
partment of the LIP6 laboratory, one of the main site of expertise for SOC/NoC design and Hardware/software
codesign. This collaboration first materialized with the co-supervision of M. Djemal’s PhD thesis. We con-
cretely supported our proposed approach by extending the DSPIN 2D mesh network-on-chip (NoC) developed
at UPMC- LIP6. In this NoC, we replace the fair arbitration modules of the NoC routers with static, micro-
programmable modules that can enforce a given packet routing sequence, as specified by small programs. The
design of such simple routing schemes can, for instance, be extracted from our results in section 6.4 .

We advocate the desired level of expressiveness/complexity for such simple configuration programs, and
provide experimental data (cycle-accurate simulations) supporting our choices. We also wrote an architecture
synthesis tool that allows simple architectural exploration of MPSoCs using the new DSPINPro NoC. First
results in this direction have been presented in the DASIP 2012 conference, where our paper [23] has been
short-listed for best paper award.

6.10. Uniprocessor Real-Time Scheduling

Participants: Laurent George, Mohamed Marouf, Daniel De Rauglaudre, Yves Sorel.

6.10.1. Combination of Non-Preemptive and Preemptive Tasks

We focused on fixed priority scheduling for a combination of non-preemptive strict periodic tasks in conjunc-
tion with preemptive sporadic tasks, that we extended to software fault tolerance [29]. We first investigated
the transient phase for non-preemptive strict periodic tasks and we proved that its length is smaller than the
transient phase for preemptive periodic tasks. Then, we determined the worst case scenario for preemptive
sporadic tasks where the Worst Case Response Time (WCRT) can be obtained in the presence of strict pe-
riodic tasks. We proved that these release times belong only to the permanent phase of strict periodic tasks,
and thus that the schedulability analysis for sporadic tasks can be restricted to the permanent phase. For pre-
emptive sporadic tasks, we extended the classical necessary and sufficient schedulability condition based on
the worst case response time computation to take into account non-preemptive strict periodic tasks. Finally,
we considered software fault tolerance in the particular case where each primary strict periodic task has an
alternate sporadic task which is released when the primary task fails. The schedulability analysis guarantees
that even if all strict periodic tasks fail then all their respective alternate tasks will meet their deadlines.

6.10.2. Formal Proofs of Real-Time Scheduling Theorems

We completed two formal proofs of theorems in Coq on scheduling of fixed priority real-time preemptive
tasks: one dealing with the sizes of busy periods (about 3500 lines of Coq), and another one dealing with
response time (about 5200 lines of Coq). A monograph about these proofs, together with the formal check
in Coq of scheduling conditions of strict periodicity, presented in the conference JFLA 2012 [37], have been
started (currently about 70 pages).

6.11. Multiprocessor Real-Time Scheduling

Participants: Abderraouf Benyahia, Laurent George, Mohamed Marouf, Falou Ndoye, Simon Nivault, Yves
Sorel, Cécile Stentzel, Meriem Zidouni.

6.11.1. Non-Preemptive Partitioned Fault Tolerant Scheduling

We addressed partitioned multiprocessor scheduling of non-preemptive strict periodic tasks which is extended
thereafter to hardware fault tolerance [17].

In order to schedule a task set of non-preemptive strict periodic tasks on a multiprocessor platform, we
partitioned this task set into subsets of tasks, each one is scheduled on a single processor using our proposed
uniprocessor scheduling algorithm. The partition is carried out according to an enhanced “First Fit” algorithm
that balances the load of the tasks on all the processors. However, inter-processors communications can lead to
delay task execution. Thus, we determined the start time of each task taking into account the communication
delay between this latter task and its predecessor tasks. Also, as inter-processor communications may generate
a transient phase, we computed the length of the transient phase.
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