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BACCHUS Team

6. New Results

6.1. Residual distribution schemes

Participants: Rémi Abgrall [Corresponding member], Mario Ricchiuto, Dante De Santis, Algiane Froehly,
Cécile Dobrzynski.

‘We have understood how to approximate the advection diffusion problem in the context of residual distribution
schemes. A third order version for scalar problem has been written. It is uniformly accurate, from pure viscous
to pure convection problems. This scheme has been generalised to the laminar Navier Stokes equations. An
extension to the turbulent case (with Spalart Allmaras model) has also been written and tested. We have studied
the (iterative) convergence issues using Jacobian Free techniques or the LUSGS algorithm. Tests in two and
three dimensions have been carried out. This work is submitted in [37] and has been the topic of [20].

A. Froehly has submitted her PhD thesis about the extension of the residual distribution scheme using
isogeometric analysis. In particular, we have foccussed on mesh adaption, including at the boundary. A paper
is being written to summarized the work.

6.2. Curved meshes
Participants: Rémi Abgrall, Cécile Dobrzynski [Corresponding member], Algiane Froehly.

One of the main open problems in high order schemes is the design of meshes that fit with enough accuracy
the boundary of the computational domain. If this curve/surface is not locally straight/planar, the elements
must be curved near the boundary, and their curvature need to be propagated to the interior of the domain
to have valid elements. When the mesh is very streched, this can be quite challenging since, in addition, we
want that the mesh keep a structure, in particular for boundary layers. Using tools explored in isogeometrical
analysis, we have been able to construct a prototype computing curved meshes (in 2D and 3D), while keeping
the structure of the mesh.

6.3. Hypoelastic models

Participants: Rémi Abgrall [Corresponding member], Pierre-Henri Maire.

In collaboration with CEA (P.H. maire), we have developped and tested a new finite volume like algorithm
able to simulate hypoelastic-plastics problems on unstructured meshes. This has been published in [47].

6.4. Penalisation methods using unstructured meshes

Participants: Rémi Abgrall, Cécile Dobrzynski, Héloise Beaugendre [Corresponding member].

In Computational Fluid Dynamics the interest on embedded boundary methods for Navier-Stokes equations
increases because they simplify the meshing issue, the simulation of multi-physics flows and the coupling of
fluid-solid interactions in situation of large motions or deformations. Nevertheless, an accurate treatment of the
wall boundary conditions remains an issue of these methods. In this work we develop an immersed boundary
method for unstructured meshes based on a penalization technique and we use mesh adaption to improve the
accuracy of the method close to the boundary. The idea is to combine the strength of mesh adaptation, that is to
provide an accurate flow description especially when dealing with wall boundary conditions, to the simplicity
of embedded grids techniques, that is to simplify the meshing issue and the wall boundary treatment when
combined with a penalization term to enforce boundary conditions. The bodies are described using a level-set
method and are embedded in an unstructured grid. Once a first numerical solution is computed mesh adaptation
based on two criteria the level-set and the quality of the solution is performed.


http://www.inria.fr/equipes/bacchus
http://raweb.inria.fr/rapportsactivite/RA{$year}/bacchus/bibliography.html#bacchus-2012-bid3
http://raweb.inria.fr/rapportsactivite/RA{$year}/bacchus/bibliography.html#bacchus-2012-bid4
http://raweb.inria.fr/rapportsactivite/RA{$year}/bacchus/bibliography.html#bacchus-2012-bid5

6 Computational models and simulation - New Results - Team BACCHUS

6.5. Unsteady problem

Participants: Rémi Abgrall, Mario Ricchiuto [Corresponding member], Luca Arpaia, Jan Klosa.

Using a reinterpretation of the explicit RD scheme we had designed 2 years ago, we have been able to construct
a third order accurate RD scheme in one space dimension. The extension to multidimensional problems is
pending.

We have studied the extention of second order unsteady RD scheme to the ALE formulation. New version of
the explsiict unsteady RD schemes have been studied.

6.6. Lagrangian hydrodynamics

Participants: Rémi Abgrall [Corresponding member], Pierre-Henri Maire, Frangois Vilar.

F. Vilar has achieved his thesis on the approximation of the Euler equations written in pure Lagrangian
coordinates. He has foccussed on third order accuracy in time and space, usning a Discontinuous Galerkin
formulation. The solution is approximated localy by quadratic polynomials. The boundary of elements are
approximated by Bezier curves. He has managed to achieve an approximation consistant with the geometric
Cosnervation Law. Many test cases have been computed, showing both a dramatic improvement of the
accuracy and the robustness of the method with respect to its second order counterpart.

6.7. Boundary Layer Enrichment
Participants: Rémi Abgrall [Corresponding member], Arnaud Krust.

Arnaud Krust has finished his PhD thesis on boundary layer enrichment. We developed a numerical framework
well suited for advection- diffusion problems when the advection part is dominant. In that case, given Dirichlet
type boundary condition, it is well known that a boundary layer develops. In order to resolve correctly this
layer, standard methods consist in increasing the mesh resolution and possibly increasing the formal accuracy
of the numerical method. In this work, we follow another path: we do not seek to increase the formal accuracy
of the scheme but, by a careful choice of finite element, to lower the mesh resolution in the layer. Indeed the
finite element representation we choose is locally the sum of a standard one plus an enrichment. This work
proposes such a method and with several numerical examples, we show the potential of this approach. In
particular we show that the method is not very sensitive to the choice of the enrichment functions. The best
choice of enrichment are shown to be obtained by an iterative mechanisms which bears some common features
with mesh refinement.

6.8. Uncertainty Quantification

Participants: Rémi Abgrall, Pietro Congedo [Corresponding member], Gianluca Geraci, Mario Ricchiuto.

We developed two research lines: the first one focused on the computation of high-order statistics, the
second one is related to the formulation of a global framework in the coupled physical/stochastic space.
First, we proposed a formulation in order to compute the decomposition of high-order statistics. The idea
is to compute the most influential parameters for high orders permitting to improve the sensitivity analysis.
Second objective is to illustrate the correlation between the high-order functional decomposition and the
PC-based techniques, thus displaying how to compute each term from a numerical point of view. Secondly,
Basing on the Harten multiresolution framework in the stochastic space, we proposed a method allowing an
adaptive refinement/derefinement in both physical and stochastic space for time dependent problems. As a
consequence, an higher accuracy is obtained with a lower computational cost with respect to classical non-
intrusive approaches, where the adaptivity is performed in the stochastic space only. Performances of this
algorithm are tested on scalar Burgers equation and Euler system of equations, comparing with the classical
Monte Carlo and Polynomial Chaos techniques.

Application of some of these techniques to tsunami simulations have been conducted.
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6.9. Robust Design Optimization

6.10.

6.11.

Participant: Pietro Congedo [Corresponding member].

The Simplex-Simplex approach, that has been proposed in 2011, has been further developed. In particular,
the algorithm has been improved yielding an evolved version of the Simplex2 approach, and the formulation
has been extended to treat mixed aleatory/epistemic uncertainty. The resulting SSC/NM (Simplex Stochastic
Collocation/Nelder-Mead) method, called Simplex2, is based on i) a coupled stopping criterion and ii) the use
of an high-degree polynomial interpolation of the optimization space. Numerical results show that this method
is very efficient for mono-objective optimization and minimizes the global number of deterministic evaluations
to determine a robust design. This method is applied to some analytical test cases and a realistic problem of
robust optimization of a multi-component airfoil. In this work, we present an extension of this method for
treating epistemic uncertainty in the context of interval analysis approach. This method consists in a multi-
scale strategy based on simplex space representation in order to minimize global cost of mixed epistemic-
aleatory uncertainty quantification. This reduction is obtained i) by a coupled stopping criterion, ii) by an
adaptive polynomial interpolation that could be used as a response surface in order to accelerate optimization
convergence, iii) by a simultaneous min/max optimization sharing the same interpolating polynomials at each
iteration [.....].

Multiphase flows

Participants: Rémi Abgrall [Corresponding member], Pietro Congedo, Maria-Giovanna Rodio, Harish
Kumar.

We developed the numerical solver based on a DEM formulation modified for including viscous effects and
a more complex equation of state for the vapor region. The method used is the DEM for the resolution
of a reduced five equation model with the hypothesis of pressure and velocity equilibrium , without mass
and heat transfer. This method results in a well-posed hyperbolic systems, allowing an explicit treatment of
non conservative terms, without conservation error. The DEM method directly obtains a well-posed discrete
equation system from the single-phase conservation laws, producing a numerical scheme which accurately
computes fluxes for arbitrary number of phases. We considered two thermodynamic models , i.e. the SG EOS
and the Peng-Robinson (PR) EOS. While SG allows preserving the hyperbolicity of the system also in spinodal
zone, real-gas effects are taken into account by using the more complex PR equation. The higher robustness of
the PR equation when coupled with CFD solvers with respect to more complex and potentially more accurate
multi-parameter equations of state has been recently discussed. In this paper, no mass transfer effect is taken
into account, thus the PR equation can be used only to describe the vapor behavior, while only the SG model
is used for describing the liquid.

Another topic covered by Bacchus is about the numerical approximation of non conservative systems. One
very interetsing example is obtained by the Kapila model, for which shock relations can be found from
physical principles. Most, if not all, the know discretisation are at best stable, but do not converge under
mesh refinement. We have proposed a way to do so by using some modifications of a Roe-like solver.

Parallel remeshing
Participants: Cécile Dobrzynski, Cédric Lachat, Frangois Pellegrini [Corresponding member].
Our studies regarding parallel remeshing use a dedicated software framework called PaMPA (for “Parallel Mesh

Fartitioning and Adaptation™; see Section 5.6 for more details about it). This software, whose development
started three years ago, allow one to describe distributed meshes in an abstract way.


http://raweb.inria.fr/rapportsactivite/RA{$year}/bacchus/uid60.html
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The work carried out this year concerns the definition of suitable algorithms for performing remeshing in
parallel, using a sequential remesher. To do so, areas suitable for remeshing (that is, cells for which a quality
measurement routine indicates that remeshing is necessary) are grouped into boules of a size small enough
to be handled by a sequential remesher, and big enough so that this remesher can do useful work on each of
the boules. The core of the work is therefore to identify and build relevant boules, to send them to as many
processors as possible, to remesh them sequentially, and to merge the remeshed boules into what remains of
the original mesh. Then, areas that have not already been processed (e.g. areas at the interface of two or more
boules) can be considered in turn, until all relevant cells have been considered. The structure and operations
of PaMPA have been presented in [29].

Several algorithms have been experimented in order to build the boules. The one which proved the most
efficient is based on a partitioning of an induced subgraph of the element graph, using the PT-Scotch tool
which is already used for mesh redistribution. PaMPA has been interfaced with MMG3D in order to create a
demonstrator for remeshing in parallel tetraedral meshes. A set of tetrahedral cube-shaped test meshes has
been created, with a metric that coerces remeshing in the interior of the cubes. PaMPA was able to remesh a
12 million tetrahedral mesh into 18 million tetrahedra on 80 processors, yielding a quality equivalent to the
one of the sequential remesher used alone. Scalability experiments on much larger test cases are in progress;
yet, their quality will no longer be comparable to a sequential test case. This version of PaMPA will soon be
released and made available to the community.

Figure 4. Cut of a 3D cube made of tetrahedra showing the effect of parallel remeshing by PaMPA.

6.12. Parallel graph remapping

Participants: Sébastien Fourestier, Frangois Pellegrini [Corresponding member].

Last year, a set of new algorithms for sequential remapping and mapping with fixed vertices has been devised.
These algorithms had been intergrated in the Charm++ parallel environment, in the context of a collaboration
with the Joint Laboratory for Petascale Computing (JLPC) between Inria and UTUC.

These algorithms have been integrated in version 6.0 of Scotch, which has been released in the beginning
of December. This release also comprises new threaded formulations of the critical and most time-consuming
algorithms used in graph partitioning, namely: graph coarsening and our diffusion-based method.

All the remapping algorithms that have been designed last year were meant to be easily parallelizable. The
work of this year has been to derive and implement their parallel formulation. This is now the case, which
completes this five year long work. These algorithms, which offer a quality similar to the one of the sequential
algorithms, will be released in version 6.1 of Scotch.


http://raweb.inria.fr/rapportsactivite/RA{$year}/bacchus/bibliography.html#bacchus-2012-bid6

6.13.

6.14.

6.15.

6.16.
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Sparse matrix reordering for ILU solvers

Participants: Astrid Casadei, Sébastien Fourestier, Francois Pellegrini [Corresponding member].

In the context of ANR PETALh, our task is to find ways of reordering sparse matrices so as to improve the
robustness of incomplete LU factorization techniques. The path we are following is to favor the diagonal
dominance of the matrices corresponding to the subdomains of the Schur complement. Our studies aim at
injecting some information regarding off-diagonal numerical values into nested dissection like reordering
methods, so as to favor the preservation of high off-diagonal values into either the subdomains or the separators
of Schur complement techniques.

This year, we have set-up a software testbed for experimenting such methods. It comprises a modified version
of the Scotch sparse matrix ordering library for computing orderings and of the HIPS iterative sparse linear
system solver for evaluating them. The text cases used are provided by the industrial partners of the PETALh
project.

Our first experiments show that injecting information regarding off-diagonal terms can indeed improve
convergence. However, many parameters have to be evaluated in a thorough experimentation plan. Since
Scotch uses integer terms only, some scaling has to be performed, which imposes to determine how to scale
the coefficients (type of scaling and range), whether to filter small values, etc. This work is in progress.

Subdomain decomposition
Participants: Astrid Casadei, Frangois Pellegrini, Pierre Ramet [Corresponding member].

This work aims at finding subdomain decompositions that balance the sizes of off-diagonal contribution
blocks.

In terms of graph partitioning, we have expressed this problem as a multi-constraint partitioning problem. In
addition to bearing a weight that expresses the workload associated with its degrees of freedom, every graph
vertex bears a second weight that holds the number of unknowns to which it is linked outside of its subdomain.
Hence, in the nested dissection process, every time a separator is computed, this second weight is updated for
each frontier vertex of the separated parts, before they are also recursively separated.

This year, we have set-up a software testbed for experimenting this approach. The Scotch sparse matrix
ordering library has been modified so that graph vertices can bear multiple vertex weights. This required a
slight change in the interfaces, but also modifications of the internal handling of graphs in many modules
(nested dissection, graph coarsening, etc).

Development of a simulation code for rarefied gas flows

Participants: Luc Mieussens [Corresponding member], Florent Pruvost [IMB, engineer].

The simulation code CORBIS (rarefied gases in 2 space dimensions on structured meshes) has been entirely
modified: modular form, use of the git version control system, modification to use unstructured meshes,
MPI/OpenMP hybrid parallelization. Very good performance in terms of scalability and efficiency have been
obtained, up to 700 cores.

Numerical methods for high altitude aerodynamics
Participants: Luc Mieussens [Corresponding member], N. Hérouard [CEA-CESTA, PhD].

In collaboration with CEA-CESTA, we have worked on the following subjects.

e A new method to generate locally refined velocity grids has been proposed. Very high performance
improvement have been obtained (acceleration of the CPU time by a ratio around 30 for 3D
computations). This work has been published in the proceedings of the 28th Symposium on rarefied
Gas Dynamics, and is the subject of a paper submitted for publication.

e The second order Discontinuous Galerkin method has been studied for a one-dimensional problem
of rarefied gases: we have shown that this method is clearly more accurate and faster than our finite
volume method (which was used up to fourth order). This study will be developed in 2013 (numerical
analysis and application to 2D problems).
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6.17. Numerical methods for rarefied gas flows around moving obstacles
Participants: Luc Mieussens [Corresponding member], G. Dechristé [IMB, PhD].

We have presented one of the first numerical simulation of the Crookes radiometer. This phenomenon, due
to the thermal creep flow, has been simulated with a Cartesian grid approach, with a cut-cell techniques that
allow for an accurate treatment of solid boundaries. This work has been published in the proceedings of the
28th Symposium on rarefied Gas Dynamics.

6.18. Fast numerical methods for rarefied gases

Participants: Luc Mieussens [Corresponding member], Stéphane Brull [IMB], L. Forestier-Coste [IMB, Post
Doc].

We have proposed a new method to discretize kinetic equations. It is basedd on a discretization of the velocity
variable which is local in time and space. This induces an important gain in term of memory storage and
CPU time, at least for 1D problems (this work has been rpesented in a paper submitted for publication). Two-
dimensional extensions are under development.

6.19. Asymptotic Preserving schemes for the linear transport
Participant: Luc Mieussens [Corresponding member].

We have shown that the recent method “Unified Gas Kinetic Scheme”, proposed by K. Xu to simulated
multiscale rarefied gas flows, can be extended to other fields, like radiative transfer. This approach, based
on a simple finite volume technique, is very general and can be easily applied to complex geometries with
unstructured meshes. This work has been presented in a paper submitted for publication.
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CAD Team

6. New Results

6.1. Geometry Modeling and Processing

6.1.1.

6.1.2.

6.1.3.

Relaxed lightweight assembly retrieval using vector space model
Participants: Kai-Mo Hu, Bin Wang, Jun-Hai Yong, Jean-Claude Paul.

Assembly searching technologies are important for the improvement of design reusability. However, existing
methods require that assemblies possess high-level information, and thus cannot be applied in lightweight
assemblies. In this paper, we propose a novel relaxed lightweight assembly retrieval approach based on a
vector space model (VSM). By decomposing the assemblies represented in a watertight polygon mesh into
bags of parts, and considering the queries as a vague specification of a set of parts, the resilient ranking
strategy in VSM is successfully applied in the assembly retrieval. Furthermore, we take the scale-sensitive
similarities between parts into the evaluation of matching values, and extend the original VSM to a relaxed
matching framework. This framework allows users to input any fuzzy queries, is capable of measuring the
results quantitatively, and performs well in retrieving assemblies with specified characteristics. To accelerate
the online matching procedure, a typical parts based matching process, as well as a greedy strategy based
matching algorithm is presented and integrated in the framework, which makes our system achieve interactive
performance. We demonstrate the efficiency and effectiveness of our approach through various experiments
on the prototype system. [19]

Calculating Jacobian coefficients of primitive constraints with respect to Euler
parameters
Participants: Hai-Chuan Song, Jun-Hai Yong.

It is a fundamental problem to calculate Jacobian coefficients of constraint equations in assembly constraint
solving because most approaches to solving an assembly constraint system will finally resort to a numerical
iterative method that requires the first-order derivatives of the constraint equations. The most-used method
of deriving the Jacobian coefficients is to use virtual rotation which is originally presented to derive the
equations of motion of constrained mechanical systems. However, when Euler parameters are adopted as the
state variables to represent the transformation matrix, using the virtual rotation will yield erroneous formulae
of Jacobian coefficients. The reason is that Euler parameters are incompatible with virtual rotation. In this
paper, correct formulae of Jacobian coefficients of geometric constraints with respect to Euler parameters are
presented in both Cartesian coordinates and relative generalized coordinates. Experimental results show that
our proposed formulae make Newton-Raphson iterative method converge faster and more stable. [22]

An extended schema and its production rule-based algorithms for assembly data
exchange using IGES
Participants: Kai-Mo Hu, Bin Wang, Jun-Hai Yong.

Assembly data exchange and reuse play an important role in CAD and CAM in shortening the product
development cycle. However, current CAD systems cannot transfer mating conditions via neutral file format,
and their exported IGES files are heterogeneous. In this paper, a schema for the full data exchange of
assemblies is presented based on IGES. We first design algorithms for the pre-and-post processors of parts
based on solid model, in which the topologies are explicitly specified and will be referred by mating conditions,
and then extend the IGES schema by introducing the Associativity Definition Entity and Associativity Instance
Entity defined in IGES standard, so as to represent mating conditions. Finally, a production rule-based
method is proposed to analyze and design the data exchange algorithms for assemblies. Within this schema,
the heterogeneous representations of assemblies exported from different CAD systems can be processed
appropriately, and the mating conditions can be properly exchanged. Experiments on the prototype system
verify the robustness, correctness, and flexibility of our schema. [18]


http://www.inria.fr/equipes/cad
http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid0
http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid1
http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid2

6.1.4.

6.1.5.

6.1.6.

6.1.7.
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Robust shape normalization of 3D articulated volumetric models
Participants: Yu-Shen Liu, Jun-Hai Yong, Jean-Claude Paul.

3D shape normalization is a common task in various computer graphics and pattern recognition applications.
It aims to normalize different objects into a canonical coordinate frame with respect to rigid transformations
containing translation, rotation and scaling in order to guarantee a unique representation. However, the
conventional normalization approaches do not perform well when dealing with 3D articulated objects.

To address this issue, we introduce a new method for normalizing a 3D articulated object in the volumetric
form. We use techniques from robust statistics to guide the classical normalization computation. The key
idea is to estimate the initial normalization by using implicit shape representation, which produces a novel
articulation insensitive weight function to reduce the influence of articulated deformation. We also propose
and prove the articulation insensitivity of implicit shape representation. The final solution is found by means
of iteratively reweighted least squares. Our method is robust to articulated deformation without any explicit
shape decomposition. The experimental results and some applications are presented for demonstrating the
effectiveness of our method. [24]

G! continuous approximate curves on NURBS surfaces
Participant: Jun-Hai Yong.

Curves on surfaces play an important role in computer aided geometric design. In this paper, we present
a parabola approximation method based on the cubic reparameterization of rational Bézier surfaces, which
generates G'! continuous approximate curves lying completely on the surfaces by using iso-parameter curves
of the reparameterized surfaces. The Hausdorff distance between the approximate curve and the exact
curve is controlled under the user-specified tolerance. Examples are given to show the performance of our
algorithm. [28]

The IFC-based path planning for 3D indoor spaces
Participant: Yu-Shen Liu.

Path planning is a fundamental problem, especially for various AEC applications, such as architectural design,
indoor and outdoor navigation, and emergency evacuation. However, the conventional approaches mainly
operate path planning on 2D drawings or building layouts by simply considering geometric information, while
losing abundant semantic information of building components. To address this issue, this paper introduces a
new method to cope with path planning for 3D indoor space through an IFC (Industry Foundation Classes)
file as input. As a major data exchange standard for Building Information Modeling (BIM), the IFC standard
is capable of restoring both geometric information and rich semantic information of building components to
support lifecycle data sharing. The method consists of three main steps: (1) extracting both geometric and
semantic information of building components defined within the IFC file, (2) discretizing and mapping the
extracted information into a planar grid, (3) and finally finding the shortest path based on the mapping for path
planning using Fast Marching Method. The paper aims to process different kinds of building components
and their corresponding properties to obtain rich semantic information that can enhance applications of
path planning. In addition, the IFC-based distributed data sharing and management is implemented for path
planning. The paper also presents some experiments to demonstrate the accuracy, efficiency and adaptability of
the method. Video demonstration is available from http://cgcad.thss.tsinghua.edu.cn/liuyushen/ifcpath/. [20]

Recovering Geometric Detail by Octree Normal Maps
Participants: Bin Wang, Jean-Claude Paul.


http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid3
http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid4
http://cgcad.thss.tsinghua.edu.cn/liuyushen/ifcpath/
http://raweb.inria.fr/rapportsactivite/RA{$year}/cad/bibliography.html#cad-2012-bid5
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This paper presents a new approach for constructing normal maps that capture high-frequency geometric detail
from dense models of arbitrary topology and are applied to the simplified version of the same models generated
by any simplification method to mimic the same level of detail. A variant of loose octree scheme is used to
optimally calculate the mesh normals. A B-spline surface fitting based method is employed to solve the issue
of thin plate. A memory saving Breadth-First Search (BFS) order construction is designed. Furthermore, a
speedup scheme that exploits access coherence is used to accelerate filtering operation. The proposed method
can synthesize good quality images of models with extremely high number of polygons while using much less
memory and render at much higher frame rate. [31]

6.1.8. An improved example-driven symbol recognition approach in engineering drawings
Participants: Hui Zhang, Ya-Mei Wen.

In this paper, an improved example-driven symbol recognition algorithm is proposed for CAD engineering
drawings. First, in order to represent the structure of symbols more clearly and simply, we involve the text
entity as one of the basic elements and redefine the relation representation mechanism, which is the foundation
for the following algorithms. Then, the structure graph and a constrained tree can be established automatically
for the target symbol, using the knowledge acquisition algorithm. In this process, the highest priority element
is considered as the key feature, which will be regarded as the root node of the tree. The sequence of breadth
first traveling will be recorded to be the recognition rule and saved in the symbol library. In the recognition
process, the nodes with the same type as the key features can be located first in the drawing. Unnecessary
matching calculations would be greatly reduced because of the accurate location. The other elements around,
which satisfy the topology structure of the constrained tree, will be found next. The target symbol is recognized
if all of the elements and constraints in the tree are found. Moreover, an extra preprocessing analysis approach
is proposed to address repeat modes in a symbol. Thus, similar symbols can be recognized by one rule. We
evaluate the proposed approach on the GREC databases and the real engineering drawings. The experimental
results validate its effectiveness and efficiency. [17]

6.1.9. 3DMolNavi: A web-based retrieval and navigation tool for flexible molecular shape
comparison
Participants: Yu-Shen Liu, Jean-Claude Paul.

Many molecules of interest are flexible and undergo significant shape deformation as part of their function, but
most existing methods of molecular shape comparison treat them as rigid shapes, which may lead to incorrect
measure of the shape similarity of flexible molecules. Currently, there still is a limited effort in retrieval and
navigation for flexible molecular shape comparison, which would improve data retrieval by helping users
locate the desirable molecule in a convenient way. To address this issue, we develop a web-based retrieval
and navigation tool, named 3DMolNavi, for flexible molecular shape comparison. This tool is based on the
histogram of Inner Distance Shape Signature (IDSS) for fast retrieving molecules that are similar to a query
molecule, and uses dimensionality reduction to navigate the retrieved results in 2D and 3D spaces. We tested
3DMolNavi in the Database of Macromolecular Movements (MolMovDB) and CATH. Compared to other
shape descriptors, it achieves good performance and retrieval results for different classes of flexible molecules.
The advantages of 3DMolNavi, over other existing softwares, are to integrate retrieval for flexible molecular
shape comparison and enhance navigation for user’s interaction. [23]

6.1.10. Manifold-ranking based retrieval using k-regular nearest neighbor graph
Participants: Bin Wang, Kai-Mo Hu, Jean-Claude Paul.

Manifold-ranking is a powerful method in semi-supervised learning, and its performance heavily depends
on the quality of the constructed graph. In this paper, we propose a novel graph structure named k-regular
nearest neighbor (k-RNN) graph as well as its constructing algorithm, and apply the new graph structure in the
framework of manifold-ranking based retrieval. We show that the manifold-ranking algorithm based on our
proposed graph structure performs better than that of the existing graph structures such as k-nearest neighbor
(k-NN) graph and connected graph in image retrieval, 2D data clustering as well as 3D model retrieval. In
addition, the automatic sample reweighting and graph updating algorithms are presented for the relevance
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feedback of our algorithm. Experiments demonstrate that the proposed algorithm outperforms the state-of-
the-art algorithms. [25]

6.2. Computer Graphics

6.2.1. Content-Based Color Transfer
Participants: Fuzhang Wu, Weiming Dong, Yan Kong, Xing Mei, Jean-Claude Paul, Xiaopeng Zhang.

This paper presents a novel content-based method for transferring the colour patterns between images. Unlike
previous methods that rely on image colour statistics, our method puts an emphasis on high-level scene content
analysis. We first automatically extract the foreground subject areas and background scene layout from the
scene. The semantic correspondences of the regions between source and target images are established. In
the second step, the source image is re-coloured in a novel optimization framework, which incorporates
the extracted content information and the spatial distributions of the target colour styles. A new progressive
transfer scheme is proposed to integrate the advantages of both global and local transfer algorithms, as well
as avoid the over-segmentation artefact in the result. Experiments show that with a better understanding of the
scene contents, our method well preserves the spatial layout, the colour distribution and the visual coherence
in the transfer process. As an interesting extension, our method can also be used to re-colour video clips with
spatially-varied colour effects. [26]

6.2.2. Large-scale forest rendering: Real-time, realistic, and progressive
Participants: Xiaopeng Zhang, Weiming Dong.

Real-time rendering of large-scale forest landscape scenes is important in many applications, such as video
games, Internet graphics, and landscape and cityscape scene design and visualization. One challenge in the
field of virtual reality is transferring a large-scale forest environment containing plant models with rich
geometric detail through the network and rendering them in real time. We present a new framework for
rendering large-scale forest scenes realistically and quickly that integrates extracting level of detail (LOD)
tree models, rendering real-time shadows for large-scale forests, and transmitting forest data for network
applications. We construct a series of LOD tree models to compress the overall complexity of the forest in
view-dependent forest navigation. A new leaf phyllotaxy LOD modeling method is presented to match leaf
models with textures, balancing the visual effect and model complexity. To progressively render the scene from
coarse to fine, sequences of LOD models are transferred from simple to complex. The forest can be rendered
after obtaining a simple model of each tree, allowing users to quickly see a sketch of the scene. To improve
client performance, we also adopt a LOD strategy for shadow maps. Smoothing filters are implemented entirely
on the graphics processing unit (GPU) to reduce the shadows’ aliasing artifacts, which creates a soft shadowing
effect. We also present a hardware instancing method to render more levels of LOD models, which overcomes
the limitation of the latest GPU that emits primitives into only a limited number of separate vertex streams.
Experiments show that large-scale forest scenes can be rendered with smooth shadows and in real time. [14]

6.2.3. Fast Multi-Operator Image Resizing and Evaluation
Participants: Weiming Dong, Xiaopeng Zhang, Jean-Claude Paul.

Current multi-operator image resizing methods succeed in generating impressive results by using image
similarity measure to guide the resizing process. An optimal operation path is found in the resizing space.
However, their slow resizing speed caused by inefficient computation strategy of the bidirectional patch
matching becomes a drawback in practical use. In this paper, we present a novel method to address this
problem. By combining seam carving with scaling and cropping, our method can realize content-aware image
resizing very fast. We define cost functions combing image energy and dominant color descriptor for all the
operators to evaluate the damage to both local image content and global visual effect. Therefore our algorithm
can automatically find an optimal sequence of operations to resize the image by using dynamic programming
or greedy algorithm. We also extend our algorithm to indirect image resizing which can protect the aspect ratio
of the dominant object in an image. [16]
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6.2.4. Easy modeling of realistic trees from freehand sketches

6.2.5

Participant: Xiaopeng Zhang.

Creating realistic 3D tree models in a convenient way is a challenge in game design and movie making due
to diversification and occlusion of tree structures. Current sketch-based and image-based approaches for fast
tree modeling have limitations in effect and speed, and they generally include complex parameter adjustment,
which brings difficulties to novices. In this paper, we present a simple method for quickly generating various
3D tree models from freehand sketches without parameter adjustment. On two input images, the user draws
strokes representing the main branches and crown silhouettes of a tree. The system automatically produces
a 3D tree at high speed. First, two 2D skeletons are built from strokes, and a 3D tree structure resembling
the input sketches is built by branch retrieval from the 2D skeletons. Small branches are generated within the
sketched 2D crown silhouettes based on self-similarity and angle restriction. This system is demonstrated on
a variety of examples. It maintains the main features of a tree: the main branch structure and crown shape, and
can be used as a convenient tool for tree simulation and design. [21]

Real-time ink simulation using a grid-particle method
Participants: Shibiao Xu, Xing Mei, Weiming Dong, Xiaopeng Zhang.

This paper presents an effective method to simulate the ink diffusion process in real time that yields realistic
visual effects. Our algorithm updates the dynamic ink volume using a hybrid grid-particle method: the fluid
velocity field is calculated with a low-resolution grid structure, whereas the highly detailed ink effects are
controlled and visualized with the particles. To facilitate user interaction and extend this method, we propose
a particle-guided method that allows artists to design the overall states using the coarse-resolution particles
and to preview the motion quickly. To treat coupling with solids and other fluids, we update the grid-particle
representation with no-penetration boundary conditions and implicit interaction conditions. To treat moving
"ink-emitting" objects, we introduce an extra drag-force model to enhance the particle motion effects; this
force might not be physically accurate, but it proves effective for producing animations. We also propose an
improved ink rendering method that uses particle sprites and motion blurring techniques. The simulation and
the rendering processes are efficiently implemented on graphics hardware at interactive frame rates. Compared
to traditional fluid simulation methods that treat water and ink as two mixable fluids, our method is simple but
effective: it captures various ink effects, such as pinned boundaries and filament patterns, while still running
in real time, it allows easy control of the animation, it includes basic solid-fluid interactions, and it can address
multiple ink sources without complex interface tracking. Our method is attractive for animation production
and art design.

6.2.6. Image zooming using directional cubic convolution interpolation

Participant: Weiming Dong.

Image-zooming is a technique of producing a high-resolution image from its low-resolution counterpart. It is
also called image interpolation because it is usually implemented by interpolation. Keys’ cubic convolution
(CO) interpolation method has become a standard in the image interpolation field, but CC interpolates
indiscriminately the missing pixels in the horizontal or vertical direction and typically incurs blurring,
blocking, ringing or other artefacts. In this study, the authors propose a novel edge-directed CC interpolation
scheme which can adapt to the varying edge structures of images. The authors also give an estimation
method of the strong edge for a missing pixel location, which guides the interpolation for the missing pixel.
The authors’ method can preserve the sharp edges and details of images with notable suppression of the
artefacts that usually occur with CC interpolation. The experiment results demonstrate that the authors’method
outperforms significantly CC interpolation in terms of both subjective and objective measures. [30]
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CAGIRE Team

6. New Results

6.1. Low Mach number flows simulations issue

The time-step dependency and the scaling of the pressure-velocity coupling suitable for unsteady calculations
of low Mach number flows including acoustic features has been identified in the Momentum Interpolation
approach. It has been shown that the proper form of the inertia term in the transporting velocity definition
is related to the time-step independency of the steady state. The suitable scaling of the pressure gradient
dissipation has been used to suggest a modification of AUSM+-up that allows acoustic simulations of low
Mach number flows. The accuracy improvement when the solution is compared to the one of the original
AUSM+-up scheme indicates that the scaling identified in the Momentum Interpolation approach can be
applied with advantage to Godunov-type schemes [3].

6.2. Experimental results

The MAVERIC test facility has been significantly upgraded with the acquisition of a complete GPU-based
system (hardware+software) that speeds up by a factor of 10 the processing of the PIV data. The strong
sensitivity of the flow topology to the presence of an acoustic standing wave in the cross-flow has been clearly
evidenced. The presently available measurements give already the possibility of extracting numerous velocity
profiles for a future fruitful LES assessment. The dedicated 1-jet experiment for DNS assessment will start at
the beginning of 2013 [8].


http://www.inria.fr/equipes/cagire
http://raweb.inria.fr/rapportsactivite/RA{$year}/cagire/bibliography.html#cagire-2012-bid24
http://raweb.inria.fr/rapportsactivite/RA{$year}/cagire/bibliography.html#cagire-2012-bid25

17 Computational models and simulation - New Results - Project-Team CALVI
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6. New Results

6.1. Mathematical analysis of kinetic models

6.1.1.

6.1.2.

Gyrokinetic and Finite Larmor radius approximations
Participants: Mihai Bostan, Céline Caldini, Emmanuel Frénod, Mathieu Lutz.

In a work in progress by E. Frénod and M. Lutz, the deduction of the Geometrical Gyro-Kinetic Approxi-
mation, which was originally obtained by Littlejohn in [75], [76], [77] using a physical approach which was
mathematically formal, is done. The rigorous mathematical theory is built and explained in a form for provid-
ing it, especially, for analysts, applied mathematicians and computer scientists.

In the Note [16], we present the derivation of the finite Larmor radius approximation, when collisions are taken
into account. We concentrate on the Boltzmann relaxation operator whose study reduces to the gyroaverage
computation of velocity convolutions, which are detailed here. We emphasize that the resulting gyroaverage
collision kernel is not local in space anymore and that the standard physical properties (i.e., mass balance,
entropy inequality) hold true only globally in space and velocity. This work is a first step in this direction
and it will allow us to handle more realistic collisional mechanisms, like the Fokker-Planck or Fokker-Planck-
Landau kernels.

The subject matter of the paper [34] concerns the derivation of the finite Larmor radius approximation, when
collisions are taken into account. Several studies are performed, corresponding to different collision kernels.
The main motivation consists in computing the gyroaverage of the Fokker-Planck-Landau operator, which
plays a major role in plasma physics. We show that the new collision operator enjoys the usual physical
properties ; the averaged kernel balances the mass, momentum, kinetic energy and dissipates the entropy.

Singularities of the stationary Vlasov—-Poisson system in a polygon
Participant: Simon Labrunie.

In collaboration with Fahd Karami (Université Cadi Ayyad, Morocco) and Bruno Pingon (Université de
Lorraine and project-team CORIDA), we conducted in [43] a theoretical and numerical study of the so-
called “point effect” in plasma physics. The model (stationary Vlasov—Poisson system with external potential)
corresponds a fully ionised plasma considered on a time scale much smaller than that of ions, but much larger
than that of electrons. It appears as the relevant non-linear generalisation of the electrostatic Poisson equation.
This may be a first step toward a quasi-equilibrium model valid on a larger time scale, where the equilibrium
description of the electrons would be coupled to a kinetic or fluid model for the ions. This approximation is
classical in plasma physics. We proved a general existence result for our model in a bounded domain 2 C RY,
which is not assumed to be smooth. When (2 is a polygonal domain of R?, we described the singular behavior
of the solution near a reentrant corner. In the important case of the Maxwell-Boltzmann distribution, we
established a link between various asymptotics of the problem and the (suitably extended) theory of large
solutions to nonlinear elliptic problems (for a review of this theory, see e.g. [50]). This allowed us to determine
the the dependence of the singularity coefficients on the parameters of the problem, such as the total mass of
the distribution, or the boundary conditions of the potential. Numerical tests confirmed the theory.

6.2. Two-Scale Asymptotic-Preserving schemes

Participants: Nicolas Crouseilles, Emmanuel Frénod, Michaél Gutnic, Sever Hirstoaga.
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In paper [20], we build a Two-Scale Macro-Micro decomposition of the Vlasov equation with a strong
magnetic field. This consists in writing the solution of this equation as a sum of two oscillating functions
with circumscribed oscillations. The first of these functions has a shape which is close to the shape of the
Two-Scale limit of the solution and the second one is a correction built to offset this imposed shape. The aim
of such a decomposition is to be the starting point for the construction of Two-Scale Asymptotic-Preserving
schemes.

During CEMRACS 2011, we have started the project to test on a simplified model the Two-Scale Asymptotic-
Preserving Schemes. The model, a two dimensional in phase space Vlasov-Poisson equation with small
parameter, is used for a long time simulation of a beam in a focusing channel. This work was already done
in [68] in the case where the solution is approximated by the two scale limit. The first goal is to improve this
approximation, by going further, to the first order one; this was done in [41]. The second goal is to replace this
approximation by an exact decomposition, using the macro-micro framework. This last approach will permit
to treat the case of a not necessary small parameter. In order to accomplish the first task we have writen a
Particle-In-Cell code in SeLaL.ib.

6.3. Development of numerical methods

Participants: Morgane Bergot, Anais Crestetto, Nicolas Crouseilles, Pierre Glanc, Michel Mehrenberger,
Hocine Sellama, Eric Sonnendriicker, Christophe Steiner.

The work [19] is devoted to the numerical simulation of the Vlasov equation in the fluid limit using particles.
To that purpose, we first perform a micro-macro decomposition as in [53] where asymptotic preserving
schemes have been derived in the fluid limit. In [53], a uniform grid was used to approximate both the
micro and the macro part of the full distribution function. Here, we modify this approach by using a particle
approximation for the kinetic (micro) part, the fluid (macro) part being always discretized by standard finite
volume schemes. There are many advantages in doing so: (i) the so-obtained scheme presents a much less
level of noise compared to the standard particle method; (i7) the computational cost of the micro-macro
model is reduced in the fluid regime since a small number of particles is needed for the micro part; (ii4)
the scheme is asymptotic preserving in the sense that it is consistent with the kinetic equation in the rarefied
regime and it degenerates into a uniformly (with respect to the Knudsen number) consistent (and deterministic)
approximation of the limiting equation in the fluid regime.

In [39] we present finite volumes schemes for the numerical approximation of the one-dimensional Vlasov-
Poisson equation (FOV CEMRACS 2011 project). Stability analysis is performed for the linear advection
and links with semi-Lagrangian schemes are made. Finally, numerical results enable to compare the different
methods using classical plasma test cases.

In [40], we test an innovative numerical scheme for the simulation of the guiding-center model, of interest in
the domain of plasma physics, namely for fusion devices. We propose a 1D Discontinuous Galerkin (DG)
discretization, whose basis are the Lagrange polynomials interpolating the Gauss points inside each cell,
coupled to a conservative semi-Lagrangian (SL) strategy. Then, we pass to the 2D setting by means of a
second-order Strang splitting strategy. In order to solve the 2D Poisson equation on the DG discretization,
we adapt the spectral strategy used for equally-spaced meshes to our Gauss-point-based basis. The 1D solver
is validated on a standard benchmark for the nonlinear advection; then, the 2D solver is tested against the
swirling deformation ow test case; finally, we pass to the simulation of the guiding-center model, and compare
our numerical results to those given by the Backward Semi-Lagrangian method.

In [44] we have developed the guiding-center model in polar coordinates; numerical issues/difficulties can be
tackled in such a test case which thus may be viewed as a first intermediate step between a classical center
guide simulation in a 2D cartesian mesh and a 4D drift kinetic simulation.

In [25] and [28], we are interested in the numerical solution of the collisionless kinetic or gyrokinetic equations
of Vlasov type needed for example for many problems in plasma physics. Different numerical methods are
classically used, the most used is the Particle In Cell method, but Eulerian and Semi-Lagrangian (SL) methods
that use a grid of phase space are also very interesting for some applications. Rather than using a uniform
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mesh of phase space which is mostly done, the structure of the solution, as a large variation of the gradients
on different parts of phase space or a strong anisotropy of the solution, can sometimes be such that it is
more interesting to use a more complex mesh. This is the case in particular for gyrokinetic simulations for
magnetic fusion applications. We develop here a generalization of the Semi-Lagrangian method on mapped
meshes. Classical Backward Semi-Lagrangian methods (BSL), Conservative Semi-Lagrangian methods based
on one-dimensional splitting or Forward Semi-Lagrangian methods (FSL) have to be revisited in this case of
mapped meshes. We consider here the problematic of conserving exactly some equilibrium of the distribution
function, by using an adapted mapped mesh, which fits on the isolines of the Hamiltonian. This could be
useful in particular for Tokamak simulations where instabilities around some equilibrium are investigated. We
also consider the problem of mass conservation. In the cartesian framework, the FSL method automatically
conserves the mass, as the advective and conservative form are shown to be equivalent. This does not remain
true in the general curvilinear case. Numerical results are given on some gyrokinetic simulations performed
with the GYSELA code and show the benefit of using a mass conservative scheme like the conservative version
of the FSL scheme. Inaccurate description of the equilibrium can yield to spurious effects in gyrokinetic
turbulence simulations. Also, the Vlasov solver and time integration schemes impact the conservation of
physical quantities, especially in long-term simulations. Equilibrium and Vlasov solver have to be tuned in
order to preserve constant states (equilibrium) and to provide good conservation property along time (mass
to begin with). Several illustrative simple test cases are given to show typical spurious effects that one can
observes for poor settings. We explain why Forward Semi-Lagrangian scheme bring us some benefits. Some
toroidal and cylindrical GYSELA runs are shown that use FSL.

In [12] we present the Semi-Lagrangian method which is composed by essentially two ingredients : the
computation of the characteristics along which the distribution function is constant and the interpolation
step. We analyse high order schemes in time based on directional splitting, which are a succession of linear
transport steps. We then study the Semi-Lagrangian methods in this particular case and we make the link
between different formulations. We also obtain a convergence theorem for the Vlasov-Poisson system in this
framework, which remains valid in the case of small displacements. We then develop this type of methods in a
more general framework, by using one dimensionnal conservative splitting. We also consider a discontinuous
Galerkin variant of such schemes. In a last part, we study the gyroaverage operator which appears in plasma
physics by taking care of finite Larmor radius corrections. Finally, we discuss the problematic of zero discrete
divergence which gives a compatibility between field computations and the numerical method of transport.

6.4. Finite Element Methods

6.4.1. Gyrokinetic quasi-neutrality equation

6.4.2

Participants: Nicolas Crouseilles, Eric Sonnendriicker.

In [21], a new discretization scheme of the gyrokinetic quasi-neutrality equation is proposed. We discretised
the gyrokinetic Poisson equation using arbitrary order spline finite elements which enables to accommodate
more complex domains. Moreover in standard polar coordinates we developed a fast solver which is compa-
rable in computational time to the original FFT-second order finite differences, but can become more efficient
for higher order as fewer grid points are needed for the same accuracy.

Dissipative boundary conditions for finite element codes
Participants: Philippe Helluy, Laurent Navoret, Eric Sonnendriicker.

We are developing finite-element codes for the Vlasov-Poisson system that would be able to capture the
filamentation phenomenon. The filamentation is a mechanism that transfers the space fluctuations of the
distribution function to high frequency oscillations in the velocity direction. For stability purpose, most
numerical schemes contain dissipation that may affect the precision of the finest oscillations that could be
resolved. In [60], [61], [62] Eliasson constructs a non reflecting and dissipative condition for the Fourier-
transformed Vlasov-Poisson system. The condition enables the high velocity-frequency oscillations to leave
the computational domain in a clean way.
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We are currently developing a finite-element code based on this dissipative boundary condition. The code is
part of the Selalib library. We also propose an approximation of the Eliasson method, based on the Béranger’s
PML formalism. Contrary to the original boudary conditions that requires a space Fourier transformation, this
method is local and thus could be extended to higher dimensionnal problems and more complex geometries.

6.4.3. High order finite element methods for Maxwell

Participants: Stéphanie Salmon, Eric Sonnendriicker.

In paper [23], we study high order discretization methods for solving the Maxwell equations on hybrid triangle-
quad meshes. We have developed high order finite edge element methods coupled with different high order
time schemes and we compare results and efficiency for several schemes. We introduce in particular a class of
simple high order low dissipation time schemes based on a modified Taylor expansion.

6.5. Waterbag models: analysis and simulations
Participant: Nicolas Besse.

In paper [33], we revisit the linear theory of kinetic flute-like modes such as ionic instabilities by using the
exact geometric reduction of Vlasov equation yielded by waterbag invariants which are reminiscent to the
geometric Liouville invariants. The waterbag representation of the statistical distribution function of particles
can be viewed as a special class of exact weak solution of the Vlasov equation, allowing to reduce this
latter into a set of hydrodynamic equations (with the complexity of a multi-fluid model) while keeping its
kinetic features (Landau damping and resonant wave-particle interaction). For high toroidal-number-mode,
from ballooning transformation and multi-scale WKB-type analysis, we demonstrate that one can construct
eigenmode solutions of the two-dimensional integro-differential gyrowaterbag operator by solving a nested
one-dimensional Fredholm-type integral equation. Qualitatively, the solution of the nested one-dimensional
Fredholm-type equation is equivalent to first solving for the mode structure along the field lines locally
in radius, and then constructing the two-dimensional global mode structure through a radially weighted
superposition of local solutions. The radial weighted function is solution of a Schrédinger equation or a
Riccati equation in the dual space. Solving the linear turning points problem and using connection formulas,
the global dispersion relation arises from the WKB-type phase integral quantization condition which involves
the local eigenfrequency. Finally we perform the spectral analysis of the nested one-dimensional Fredholm-
type operator which constitutes a meromorphic family of compact operators and extend all the results proved
for unstable eigenmodes to stable and damped ones by analytic continuation.

In paper [36], we present two new codes devoted to the study of ion temperature gradient (ITG) driven
plasma turbulence in cylindrical geometry using a drift-kinetic multi-water-bag model for ion dynamics. Both
codes were developed to complement the Runge-Kutta semi-lagrangian multi-water-bag code GMWB3D-SLC
described in [55]. The CYLGYR code is an eigenvalue solver performing linear stability analysis from given
mean radial profiles. It features three resolution schemes and three parallel velocity response models (fluid,
multi-water-bag, continuous Maxwellian). The QUALIMUWABA quasi-linear code is an initial value code
allowing the study of zonal flow influence on drift-waves dynamics. Cross-validation test performed between
the three codes show good agreement on both temporal and spatial characteristics of unstable modes in the
linear growth phase.

In paper [32], we first present the derivation of the anisotropic Lagrangian averaged gyrowaterbag continuum
(LAGWBC) equations. The gyrowaterbag continuum can be viewed as a special class of exact weak solution of
the Vlasov-gyrokinetic equation, allowing to reduce this latter into an infinite dimensional set of hydrodynamic
equations (i.e. an infinite dimensional hyperbolic system of first-order conservation laws in several space
dimensions with non-local fluxes) while keeping its kinetic features (Landau damping and nonlinear resonant
wave-particle interaction). These models are very promising because they reveal to be very useful for analytical
theory (such as the resolution of the eigenvalue problem for analytical description of various instabilities) and
numerical simulations (when the continuum is converted into a small finite set of “fluid” or waterbag, the
problem has the complexity of a multifluid model instead of a kinetic one) of laser-plasma and gyrokinetic
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physics (electrostatic turbulence problem). The gyrowaterbag waterbag continuum is derived from two phase-
space variable reductions of the Vlasov equation through the existence of two underlying invariants. The first
one, coming from physic properties of the dynamics (the fast gyromotion of particles around magnetic field
lines) is adiabatic and called the magnetic moment. The second one, named "waterbag” and coming from
geometric invariance property of the phase-space, is just the direct consequence of the Liouville Theorem
and is reminiscent to the geometric Liouville invariant. In order to obtain the LAGWBC equations from
the gyrowaterbag continuum we use an Eulerian variational principle and Lagrangian averaging techniques.
Regarding to the original gyrowaterbag continuum, the LAGWBC equations show some additional properties
and several advantages from the mathematical and physical viewpoints, which make this model a good
candidate for describing accurately gyrokinetic turbulence in magnetically confined plasma. In the second part
of this paper we prove local in time well-posedness of an approximated version of the anisotropic LAGWBC
equations, that we call the “isotropic” LAGWBC equations, by using quasilinear PDE type methods and
elliptic regularity estimates for several operators.

6.6. Simulations for Vlasov-Maxwell model
Participants: Anais Crestetto, Philippe Helluy.

In [37] (see also [11]), we present an implementation of a Vlasov-Maxwell solver for multicore processors.
The Vlasov equation describes the evolution of charged particles in an electromagnetic field, solution of the
Maxwell equations. We propose to solve the Vlasov equation by a Particle-In-Cell method (PIC), while the
Maxwell system is computed by a Discontinuous Galerkin method. These methods are detailed, as well as
the emission law for the particles and the implementation of the boundary conditions. We use the OpenCL
framework, which allows our code to run on multicore processors or recent Graphic Processing Units (GPU).
The key points of the implementation on this architecture are presented. We then study several numerical
applications to two-dimensional test cases in cartesian geometry. The acceleration between the computation
on a CPU and on a graphic card is very high, especially for the Maxwell part.

We have started a new software project called CLAC (for “Conservation Laws Approximation on many
Cores”). This a 3D Discontinuous Galerkin solver, which runs on cluster of GPU’s, thanks to the OpenCL
environment and the MPI library. CLAC is open source and developed in collaboration with the AxesSim
company, a SME near Strasbourg. For the moment, it is applied to the Maxwell equations. But we plan to
apply it to the MHD equations or mixed kinetic/fluid plasma models.

6.7. Free-streaming ELLM formulae vs. Vlasov simulations
Participants: Sever Hirstoaga, Giovanni Manfredi.

One of the main challenges for future tokamak operation, such as ITER, is constituted by the large heat load
on the divertor plates. The divertor surfaces are constantly bombarded with high-energy particles and may see
their lifetime considerably reduced. The intensity of the particles and energy fluxes is particularly high during
transient events known as edge-localised modes (ELMs). Our purpose here is to propose and investigate a
kinetic model for ELMs.

The free-streaming model [69] is a simple analytical model for ELM transport in the scrape-off layer (SOL) of
a tokamak. It is a force-free Vlasov equation with a source term for the ions distribution function (the Coulomb
forces are ignored). Even though this model reproduces with good accuracy some of the main features of an
ELM signal, it has two main drawbacks: (i) the self-consistent electric potential is not accounted for and (ii)
only solutions for the ion distribution are considered.

In this contribution [24] we propose a set of modified free-streaming equations in order to overcome the above
drawbacks. More precisely, some hypotheses on the Maxwellian initial condition lead to a model that includes
the self-consistent electric potential. Assuming quasinetrality and using energy conservation we could derive
analytical formulae for the electron quantities. This augmented free-streaming model was benchmarked to the
Vlasov-Poisson simulations reported in [78]. The match is encouragingly good, thus justifying the applicability
of the free-streaming approach.
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Finally, from a computational point of view, transport in the SOL was studied by means of three different
approaches — fluid, Vlasov and particle-in-cell (PIC). In spite of kinetic effects due to fast electrons which are
not captured in the fluid code, the overall agreement between the codes was found to be quite satisfactory [22].

6.8. Full wave modeling of lower hybrid current drive in tokamaks
Participants: Pierre Bertrand, Takashi Hattori, Simon Labrunie, Jean Rodolphe Roche.

This work is performed in collaboration with Yves Peysson (DRFC, CEA Cadarrache). Since September 2012
this work is included in the ANR CHROME.

The aim of this project is to develop a finite element numerical method for the full-wave simulation
of electromagnetic wave propagation in plasma. Full-wave calculations of the LH wave propagation is a
challenging issue because of the short wave length with respect to the machine size. In the continuation of
the works led in cylindrical geometry, a full toroidal description for an arbitrary poloidal cross-section of the
plasma has been developed.

Since its wavelength A at the LH frequency is very small as compared to the machine size R, a conventional
full wave description represents a considerable numerical effort. Therefore, the problem is addressed by an ap-
propriate mathematical finite element technique, which incorporates naturally parallel processing capabilities.
It is based on a mixed augmented variational (weak) formulation taking account of the divergence constraint
and essential boundary conditions, which provides an original and efficient scheme to describe in a global
manner both propagation and absorption of electromagnetic waves in plasmas.

With such a description, usual limitations of the conventional ray tracing related to the approximation
A << ¢p << R, where ¢p is the size of the beam transverse to the rf power flow direction, may be overcome.
Since conditions are corresponding to A << ¢ ~ R, the code under development may be considered as a
WKB full wave, dielectric properties being local.

This formulation provides a natural implementation for parallel processing, a particularly important aspect
when simulations for plasmas of large size must be considered.

The domain considered is as near as possible of the cavity filled by a tokomak plasma. Toroidal coordinates are
introduced. In our approach we consider Fourier decomposition in the angular coordinate to obtain stationary
Maxwell equations in a cross-section of the tokamak cavity.

A finite element method is proposed for the simulation of time-harmonic electromagnetic waves in a plasma,
which is an anisotropic medium. The approach chosen here is sometimes referred to as full-wave modeling
in the literature: the original Maxwell’s equations are used to obtain a second order equation for the time-
harmonic electric field. These are written in a weak form using a augmented variational formulation (AVF),
which takes into account the divergence. The variational formulation is then discretized using modified Taylor-
Hood (nodal) elements.

During 2012 we have developed a domain decomposition method and a new behavior of the plasma density
was considered in the code "FullWaveFEM". A analyze of the model considered, existence and unicity of
solution, equivalence of the formulation for the domain decomposition formulation was completed in the
frame of Takashi Hattori Phd thesis.

6.9. Nearby fields to plasma physics

6.9.1. Neutrino transport in supernova
Participant: Emmanuel Frénod.


http://raweb.inria.fr/rapportsactivite/RA{$year}/calvi/bibliography.html#calvi-2012-bid57

23 Computational models and simulation - New Results - Project-Team CALVI

In [31] we give an introduction to the Boltzmann equation for neutrino transport used in core collapse super-
nova models as well as a detailed mathematical description of the Isotropic Diusion Source Approximation
(IDSA). Furthermore, we present a numerical treatment of a reduced Boltzmann model problem based on
time splitting and finite volumes and revise the discretization of the IDSA for this problem. Discretization er-
ror studies carried out on the reduced Boltzmann model problem and on the IDSA show that the errors are of
order one in both cases. By a numerical example, a detailed comparison of the reduced model and the IDSA is
carried out and interpreted. For this example the IDSA modeling error with respect to the reduced Boltzmann
model is numerically determined and localized.

In [30] we present Chapman—Enskog and Hilbert expansions applied to the O(v/c) Boltzmann equation for
the radiative transfer of neutrinos in core collapse supernovae. Based on the Legendre expansion of the
scattering kernel for the collision integral truncated after the second term, we derive the diffusion limit for
the Boltzmann equation by truncation of Chapman—Enskog or Hilbert expansions with reaction and collision
scaling. We also give asymptotically sharp results obtained by the use of an additional time scaling. The
diffusion limit determines the diffusion source in the Isotropic Diffusion Source Approximation (IDSA) of
Boltzmann’s equation for which the free streaming limit and the reaction limit serve as limiters. Here, we
derive the reaction limit as well as the free streaming limit by truncation of Chapman—Enskog or Hilbert
expansions using reaction and collision scaling as well as time scaling, respectively. Finally, we motivate why
limiters are a good choice for the definition of the source term in the IDSA.

6.9.2. Inverse problem governed by Maxwell equations
Participant: Jean Rodolphe Roche.

This work is performed in collaboration with José Herskovits Norman of UFRJ, Rio de Janeiro, Antonio
André Novotny from the LNCC, Petropolis, both from Brazil and Alfredo Canelas from the University of the
Republic, Montevideo, Uruguay.

The industrial technique of electromagnetic casting allows for contactless heating, shaping and controlling of
chemical aggressive, hot melts. The main advantage over the conventional crucible shape forming is that the
liquid metal does not come into contact with the crucible wall, so there is no danger of contamination. This is
very important in the preparation of very pure specimens in metallurgical experiments, as even small traces of
impurities, such as carbon and sulphur, can affect the physical properties of the sample. Industrial applications
are, for example, electromagnetic shaping of aluminum ingots using soft-contact confinement of the liquid
metal, electromagnetic shaping of components of aeronautical engines made of superalloy materials (Ni,Ti,
...), control of the structure solidification.

The electromagnetic casting is based on the repulsive forces that an electromagnetic field produces on the
surface of a mass of liquid metal. In the presence of an induced electromagnetic field, the liquid metal changes
its shape until an equilibrium relation between the electromagnetic pressure and the surface tension is satisfied.
The direct problem in electromagnetic casting consists in determining the equilibrium shape of the liquid
metal. In general, this problem can be solved either directly studying the equilibrium equation defined on the
surface of the liquid metal, or minimizing an appropriate energy functional. The main advantage of this last
method is that the resulting shapes are mechanically stable.

The inverse problem consists in determining the electric currents and the induced exterior field for which the
liquid metal takes on a given desired shape. This is a very important problem that one needs to solve in order
to define a process of electromagnetic liquid metal forming.

In a previous work we studied the inverse electromagnetic casting problem considering the case where the
inductors are made of single solid-core wires with a negligible area of the cross-section. In a second paper we
considered the more realistic case where each inductor is a set of bundled insulated strands. In both cases the
number of inductors was fixed in advance, see [18]. In this year we aim to overcome this constraint, and look
for configurations of inductors considering different topologies with the purpose of obtaining better results.
In order to manage this new situation we introduce a new formulation for the inverse problem using a shape
functional based on the Kohn-Vogelius criterion. A topology optimization procedure is defined by means of
topological derivatives, a new method that simplifies computation issues was considered, see [35] and [29].
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5. New Results

5.1. Simulations in plasma Physics

5.1.1. Fourier-spectral element approximation of a two fluid model of edge plasma
Participants: Richard Pasquetti, Sebastian Minjeaud.

We especially work on a two fluid physical model developed in close connection with Ph. Ghendrih (IRFM).
It is based on the electrostatic assumption, i.e. the magnetic field is given (the magnetic field induced by the
plasma itself is negligible), and on the hypothesis of electroneutrality (the density of ions and electrons are
proportional). On the basis of the conservation equations of density, electron and ion velocities, electron and
ion temperatures and electrical charges, a set of 10 non-linear coupled partial differential equations (PDE) can
be set up. A high order Fourier-SEM (Spectral Element Method) code is currently developed. This Fourier-
SEM code is now operational for the full set of PDEs in a 3D toroidal geometry. The torus section is discretized
with quadrangular elements, within which the polynomial approximation degree is an input to the code. In time
one uses an RK3 (third order Runge-Kutta) IMEX (Implicit-Explicit), so that the Lorentz terms are handled
implicitly. The capability of this code to handle a strongly anisropic diffusion in a 3D toroidal geometry has
already been tested. The Braginskii closure has been implemented. The Bohm boundary conditions at the
plates are also considered. A parallel version of this code is currently developed. It remains to improve the
robustness of our algorithms, i.e. to implement an efficient stabilization strategy. This could be based on the
so-called spectral vanishing viscosity or entropy viscosity techniques. Up to our knowledge, this will be the
first code that fully implements a two fluid ion-electron approximation (i.e. without using the drift velocity
approximation), and the Braginskii closure of the governing equations.

5.1.2. Hydrodynamic model with strong Lorentz force
Participants: Audrey Bonnement, Hervé Guillard, Boniface Nkonga, Richard Pasquetti.

The thesis of A. Bonnement [1] was devoted to the development of a code based on the FluidBox/plaTo
software of B. Nkonga and co-workers. It is based on a Finite volume / Finite element approach. This
code is now operational in an axisymmetric geometry for a simplified PDE system in which the Lorentz
force is approximated by a constant forcing field. Thus, the FluidBox/PlaTo code essentially solves the
3D axisymmetric Euler, Navier-Stokes or Braginskii PDEs to compute the ion density, momentum and
energy. In the Braginskii system, the thermal diffusion and the kinematic viscosity are both non-linear and
strongly anisotropic. A. Bonnement, who was co-directed by H. Guillard and R. Pasquetti, defended her
thesis “Modélisation numérique bi-fluide du plasma de bord des tokamaks: application a ITER” in July 2012.
A. Bonnement has provided a detailed description of the works carried out with the FluidBox/PlaTo code
in her thesis manuscript. She has specially addressed one of the main difficulties related to simulations of
tokamak plasmas, which is that the dynamic of the flows occurs in the vicinity of an equilibrium where
the plasma pressure balances the Lorentz force. There are two ways to deal with this difficulty. The most
common one in tokamak studies is to work with a set of governing equations such that this equilibrium is
already contained in the formulation. This can be done by using formulations where the variables are indeed
fluctuating departures from the equilibrium or by using special approximations as done in reduced MHD.
The other way is purely numerical and consists to design a numerical method such that the equilibrium is
an exact solution of the discrete equations. This has been the subject of the thesis of Audrey Bonnement in
the framework of a finite volume method on non-structured meshes and where special Riemann solvers have
been designed incorporating plasma equilibrium in the definition of the numerical fluxes. Combined with
mesh refinement, this approach has been applied to some preliminary numerical experiments studying the
effect of density perturbations (as a crude model of pellet injections) on the dynamics of the flow. At present,
this approach is under evaluation to qualify its interest with respect to reduced MHD or formulations using a
potential representation of the velocity field.
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5.1.3. Finite volume methods in curvilinear system of coordinates
Participants: Hervé Guillard, Boniface Nkonga, Afeintou Sangam, Marco Bilanceri.

Finite volume methods are specialized techniques to approximate systems of conservation laws. The applica-
tion of these methods to curvilinear systems of coordinate is however problematic because the space variation
of the metric coefficients introduces artificial source terms. However it can be shown that whatever the curvi-
linear system used, a strong conservation form of the equations exists at the level of vector variables (but not
at the level of the scalar components of the vectors in the curvilinear system due to the aforementioned space
dependence of the metric coefficients). Based on this result, we have developed an original technique that uses
an approximation of the vector form of the equation followed by local projection on the curvilinear system
(here parallel to the poloidal magnetic field).

Figure 1. Density (left side) and parallel velocity (right side) color plots of the edge region of a tokamak with
limiter (left plot) and tokamak with X point and divertor(right plot). Due to Bohm’s boundary conditions, the
parallel flux of out-flowing ions is supersonic on the limiter and divertor plates

This method has been applied to the approximation of a reduced MHD model using a decomposition of the
velocity field into a parallel component and a perpendicular one given by the electric drift. The method is
general and can be applied to any type of geometry. Figure 2 shows for instance the steady state density
and parallel velocity fields in the edge region of a limiter tokamak (left) and of a divertor tokamak (right).
Bohm’s boundary conditions have been applied to the limiter and divertor plates producing a supersonic
outflow velocity field.

5.1.4. Mesh singularities and triangular elements
Participants: Boniface Nkonga, Marie Martin, José Costa.

Cl-finite elements as used for instance in the Jorek code are associated to isoparametric cubic-Bezier
representation over quadrangles in the poloidal plane and sine-cosine Fourier expansion in the toroidal
direction. Mesh singularities are associated to the structure imposed by the cubic-Bezier representation over
quadrangles. In the context of the ANR-ANEMOS and in collaborations with IRFM and the Galaad team (Inria
Sophia Antipolis), a geometrical toolbox is under development to manage these singularities and improve the
alignment with equilibrium flux surfaces. As an alternative, we are also developing a more flexible C1-element
over triangles using either Reduced-quintic (Bell) or quadratic Powell-Sabin polynomials. Optimal order of
accuracy is achieved with simple boundary conditions. Many cycles of the “current hole” instability has
been accurately reproduced. Additional improvement, with isoparametric formulation, will hopefully achieve
this optimality for curved boundaries and improve mesh alignment to flux surfaces. We have investigated
the possibility to use cubic splines representation in the toroidal direction. Indeed, for pellet injection the



5.1.5.

5.1.6.

5.1.7.

5.1.8.

26 Computational models and simulation - New Results - Team CASTOR

local resolution needed in the toroidal direction requires a large number of Fourier modes. This resolution
need is very local, adapted splines representation can be more efficient. This solution is under analysis and
structuration. First application is expected at end of 2013 with a possible update of Jorek in 2014.

Mesh adaptation Methods

Participants: Hubert Alcin [Projet Tropics], Alain Dervieux, Frédéric Alauzet [Projet Gamma, Inria-
Rocquencourt].

This activity results from a cooperation between Gamma, Tropics, Castor, and Lemma company. See details
in Tropics and Gamma activity reports. Its concerns Castor’s subject through the current applications of mesh
adaptation to flows with interfaces and to Large Eddy Simulation. It is also planned to use mesh adaptation for
simplified plasma models in the context of ANEMOS ANR project.

Stabilization for finite / spectral element
Participants: Boniface Nkonga, Marie Martin, Richard Pasquetti, Sebastian Minjeaud.

Formulation of Reduced MHD eliminates fast acoustic waves but material, slow acoustic and Alfven waves are
included in this model. On the other hand, finite element approximation, when applied to hyperbolic systems
(with finite speed waves) needs additional control of the effect of unresolved scales. We have developed and
validated a Taylor Galerkin Stabilizations of order 2 and 3 (TG2-TG3) for reduced MHD. This global approach
has been implemented in a simplified form, validated and updated in the latest versions of the Jorek code. Even
if significant improvements have been observed with this stabilization where only material and Alfven waves
subscales are stabilized, more robustness is expected by taking into account slow acoustic waves. Stabilization
techniques well adapted to high order approximations, like the spectral vanishing viscosity method or the
entropy viscosity technique, remain to be implemented in the Fourier-SEM code.

Validity of the Reduced MHD and extensions

Participants: Hervé Guillard, Boniface Nkonga, Afeintou Sangam.

The available reduced MHD model in Jorek uses a set of assumption that can be reasonable close to the
equilibrium and during the linear grow of instabilities. In order to obtain accurate and robust simulations of
the nonlinear instabilities saturations, careful analysis and derivation of the reduced MHD has been performed,
more mathematical derivations are under progress under the asymptotic analysis framework. It turns out that
some of the neglected terms can be of relative importance for the saturation process when MHD instabilities
move the plasma far from equilibrium.

High performance parallel computing
Participants: Hervé Guillard, Boniface Nkonga, Sebastian Minjeaud.

Applications under concern in this project needs to manage large meshes (107 to 10° nodes) and solve
many huge sparse nonlinear systems. This makes the use of domain partitioning techniques unavoidable. In
addition, since different numerical methodologies are under studies and evaluations in this project, we need
to develop a quite general setting allowing the use of different data structures (element-oriented for FE vs
edge-oriented for FV) and the possibility to consider different domain overlapping to efficiently communicate
between processors. For this we develop the PAMPA (Parallel Mesh Partitioning and Adaptation) software in
collaboration with the Bacchus team (Inria, Bordeaux). PaMPA is based on the PT-Scotch graph partitioning
tool and allows on the fly mesh redistribution. Up to now, PAMPA has been tested on 10000 processors with a
mesh of 20M tetrahedrons. Integration of PaMPA as an external library to the codes developed in this project
is under progress and early results are promising. Similarly, the Fourier-SEM code is currently parallelized.

5.2. Optimisation and control for magnetic fusion plasmas

5.2.1.

Evolutive equilibrium and transport coupling and optimization of scenarii

Participants: Jacques Blum, Cédric Boulbe, Afeintou Sangam, Gael Selig, Blaise Faugeras, Holger
Heumann.
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Research of optimal trajectories for the monitoring of Tokamak discharges

The direct equilibrium code CEDRES++ in its static version (resp.dynamic) computes for externally applied
PF currents (resp. voltages) and given plasma current density profile the (resp. evolution of the) poloidal flux
and the plasma free boundary. The research of optimal trajectories is the corresponding inverse problem : find
externally applied currents (resp. voltages), such that the plasma reaches a certain desired state. This desired
state is mainly (resp. the evolution of) a prescribed plasma boundary. We formulate these inverse problems
as so-called optimal control problems, where the PF currents (voltages) are the so-called control variables
and the poloidal flux the so-called state variable. Optimal control problems are optimization problems with
PDE (partial differential equations) constraints. In our case, the Grad-Shafranov equation is the constraint and
the functional to be minimized is a cost-function that measures the mismatch between the computed plasma
boundary and the desired plasma boundary. The Sequential Quadratic Programming (SQP) method is known
to be a very efficient algorithm for solving non-linear constrained optimization problems. We implemented
in CEDRES++ the SQP method for the two cases of finding either currents or voltages that corresponds to
a desired boundary or a desired evolution of the boundary. These implementations are built on the orignal
Newton methods for the direct non-linear problems. For optimization problems it is of great importance that
the Newton methods are ‘real’ Newton methods in the sense that the Newton matrices are real derivatives. In
the original implementation of CEDRES++ these matrices were the discretization of analytic derivatives of the
non-linear operators, hence not derivatives of the discrete problem. We had to rewrite large parts of the code to
eliminate this problem. Further, we added an interface to the linear solver library UMFPACK. For the current
mesh resolution level, the performance of this linear solver for the stationary problems, both in the direct and
in the inverse versions, is superior to iterative linear solvers. In the case of the inverse non-stationary problem,
the problem of finding voltages that correspond to a desired evolution, the memory requirements forbid the use
of UMFPACK. There, we used Conjugate Gradient-type iterations. In the future, we will have to investigate
if other types of iterative solvers are suitable and allow a certain parallelism that will speed up the simulation
time.

A new method of coupling equilibrium and resistive diffusion equations

In the framework of Gael Selig’s PhD thesis, the resistive diffusion equation has been incorporated in the
evolutive equilibrium system of CEDRES++. This equation has as unknown variable the derivative of the
poloidal flux with respect to the averaged minor radius of the magnetic surface. This choice was made instead
of the poloidal flux itself because this is the quantity directly involved in the averaged Grad-Shafranov equation
used to compute the FF’ term and thus this allows us not to perform a supplementary numerical differentiation
which might introduce some numerical instability. An algorithm based on a successive prediction and
correction method is proposed in order to ensure the consistency between the evolution of the 2D poloidal
flux in the equilibrium equation and the evolution of the poloidal flux in the 1D resistive diffusion equation.
The algorithm guarantees that at the end of each time step the total plasma current Ip and the mean radius
of the plasma have the same values in both systems (see fig.2). The convergence of this new code (called
CEDRES-DIF) has been numerically validated and the method has been successfully compared by G. Selig to
the CEDRES-CRONOS coupled code which uses another coupling algorithm.

Introduction of halo currents in the equilibrium resolution

When VDE (Vertical Displacement events) instabilities occur in a Tokamak, currents flow from the plasma to
the machine vessel structures, and then return to the plasma. These currents are called halo currents . In turn,
these currents induce forces on the wall when crossing with Tokamak poloidal and toroidal magnetic fields.
Moreover, when VDE instabilities take place, the plasma hits the wall with all its energy. Therefore, it is worth
understanding the contribution of halo currents to total plasma current and other related plasma parameters,
particularly the distribution, magnitude, and temporal evolution of halo currents for large scale machine such
as ITER. Even if halo currents are actually 3D phenomena, it is important to take into account their effects in
2D free boundary equilibrium codes. In halo region, the pressure can be considered as negligeable so that the
current follows the magnetic field lines. The magnetic field satisfies the force free equation jzB = 0,V.B =0
which can be rewritten
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in an axisymmetric configuration. The function fx (V) is supposed to be known. This simple model has been
implemented in CEDRES++ and first tests have been done. This first simplified model has to be improved to
get more realistic simulations and to be validated. The choice of the function fy;, the value of the total halo
current, the geometry and the size of the halo region need to be enhanced with respect to experimental data.

5.2.2. Equilibrium reconstruction and current density profile identification
Participants: Jacques Blum, Cédric Boulbe, Blaise Faugeras.

EQUINOX is a real-time equilibrium reconstruction code. It solves the equation satisfied by the poloidal flux
in a computation domain, which can be the vacuum vessel for example, using a P1 finite element method and
solves the inverse problem of the identification of the current density profile by minimizing a least square cost-
function. It uses as minimal input the knowledge of the flux and its normal derivative on the boundary of the
computation domain. It can also use supplementary constraints to solve the inverse problem: interferometric,
polarimetric and MSE measurements. Part of the work reported here has been done in the frame of a RTM-JET
contract.

5.2.2.1. Direct use of the magnetic measurements

Equinox was not originally designed to take as magnetic inputs directly the magnetic measurements, as it
should be the case in the ITM, but some outputs from the real-time codes Apolo at ToreSupra and Xloc at JET.
These codes provide Equinox with the values of the flux and its normal derivative on a closed contour defining
the boundary of the computation domain (this contour can be the limiter for example). As a consequence the
main difficulty arising in the objective of integrating the code Equinox in the ITM structure was to interpolate
between the magnetic measurements (flux loops and poloidal B-probes) with a machine independent method.
This has already been achieved by using toroidal harmonic functions, as a basis for the decomposition of
the poloidal flux in the vacuum region, in complement to the contribution of the PF coils. This method can
provide an alternative tool, comparable to APOLO (for Tore Supra) and FELIX (for JET), to compute the
plasma boundary in real time from the magnetic measurements. Some twin experiments for WEST (Tore
Supra upgrade) have been successfully conducted. In a first step the equivalents of magnetic measurements
were generated using the FBE code CEDRES++. In a second step these measurements were used by the
toroidal harmonics algorithm to reconstruct the plasma boundary. The results are very promising and the work
on this subject is ongoing for JET.

5.2.2.2. Boundary conditions for EQUINOX

In the present version of EQUINOX the boundary condition is a flux condition (Dirichlet boundary condition)
and the tangential component of the poloidal field is incorporated in the cost-function to be minimized. This
is a constant criticism which is made on EQUINOX. The idea was to inverse these two boundary conditions
in order to determine if this choice is determinant in the results. We tried to use the tangential poloidal field
(Neumann boundary condition for the flux) as boundary condition for the boundary value problem, and to put
the flux (or its tangential derivative linked to the normal component of the poloidal field) in the cost function.
However no convincing results could be obtained because the numerical resolution of the boundary value
problem associated with Neumann boundary conditions proved to be unstable. This might be explained by the
fact that a compatibility condition has to be satisfied between the Neumann conditions and the current density
in the plasma which evolves during the mixed fixed-point and optimization iterations.

5.2.2.3. Induced currents in EQUINOX

In a disruption when the total plasma current disappears, there are very important induced currents, for example
in the toroidal pumped limiter. These currents are in the domain of resolution of EQUINOX. Therefore it is
necessary to take them into account in the resolution of the equilibrium reconstruction problem. This has been
tested on a Tore Supra disruption case. The mesh generation has been modified in order to incorporate the real
structure of the limiter. The structure of the equations being solved in the code also had to be modified in order
to take into account the measured induced currents.
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5.3. Turbulence models
5.3.1. Hybrid RANS/LES models

Participants: Hubert Alcin [Tropics], Alain Dervieux, Bruno Koobus [University of Montpellier 2], Carine
Moussaed [University of Montpellier 2], Maria-Vittoria Salvetti [University of Pisa], Stephen Wornom
[Lemma].

The purpose of our works in hybrid RANS/LES is to develop new approaches for industrial applications
of LES-based analyses. In the foreseen applications (aeronautics, hydraulics), the Reynolds number can be
as high as several tenth millions, a far too large number for pure LES models. However, certain regions
in the flow can be much better predicted with LES than with usual statistical RANS (Reynolds averaged
Navier-Stokes) models. These are mainly vortical separated regions as assumed in one of the most popular
hybrid model, the hybrid Detached Eddy Simulation model. Here, “hybrid” means that a blending is applied
between LES and RANS. The french-italian team has designed a novel type of hybrid model. This year, a
novel dynamic formulation has been introduced in our models and tested. the new model has been adapted to
very high Reynolds number. Carine Moussaed has presented her results in ECCOMAS (Vienna). In our set
of benchmark test cases which are also ECINADS test cases, the flow past a circular cylinder at Reynolds
number from 3900 to 1 Million could be passed with improved predictions of main properties like mean drag,
root mean square of lift fluctuation, and base pressure.

5.3.2. Acoustics

Participants: ILya Abalakin [IMM-Moscou], Alain Dervieux [Tropics], Alexandre Carabias [Tropics],
Tatyana Kozubskaya [IMM-Moscow], Bruno Koobus [University of Montpellier 2].

A method for the simulation of aeroacoustics on the basis of hybrid RANS/LES models has been designed
and developed by a cooperation between the Computational Aeroacoustics Laboratory (CAL) of Intitute
for Mathematical Modeling at Moscow and Inria. Further applications has been developed by the Russian
team from the two common numerical scheme, the Mixed-Element-Volume at sixth-order, and the quadratic
reconstruction scheme. This year the cooperation is concentrated on the study by Alexandre Carabias of a new
quadratic reconstruction scheme, which extends the one developed by Hilde Ouvrard and Ilya Abalakin. This
year, this scheme is also introduced in the Gamma-Sciport mesh adaptation loop.

5.4. Environmental flows

Participants: Hervé Guillard, Boniface Nkonga, Marco Bilanceri, Maria-Vittoria Salvetti [University of Pisa,
Italy], Imad Elmahi [University of Oudja, Morocco].

Mobile bed and sediment transport

The numerical approximation of a model coupling the shallow-water equations with a sediment transport
equation for the morphodynamics have been studied. In shallow-water problems, time advancing can be carried
out by explicit schemes. However, if the interaction with the mobile bed is weak, the characteristic time scales
of the flow and of the sediment transport can be very different introducing time stiffness in the global problem.
For this case, it is of great interest to use implicit schemes. The time integration stategy that we have devised
is based on a defect-correction approach and on a time linearization, in which the flux Jacobians are computed
through automatic differentiation. The aim of the present work is to investigate the behaviour of this time
scheme in different situations related to environmental flows. This work has been published in [14] and is now
applied to the study of the Nador Lagoon in Morocco.
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6. New Results

6.1. Convergence of adaptive finite element algorithms
Participants: Roland Becker, Shipeng Mao, David Trujillo.

The theoretical analysis of mesh-adaptive methods is a very active field of research. We have generalized our
previous results concerning optimality of adaptive methods to nonconforming finite elements [53]. Our results
include the error due to iterative solution of the system matrices by means of a simple stopping criterion related
to the error estimator. The main difficulty was the treatment of the nonconformity which leads to a perturbation
of the orthogonality relation at the heart of the proofs for conforming finite elements. We have been able to
extend this result to the Stokes equations, considering different lowest-order nonconforming finite elements
on triangular and quadrilateral meshes [16].

In [19] we have shown that the smallness assumption required in all former proofs of optimality of adaptive
finite element methods can be overcome, at least in some situations.

Finally, we have shown optimality of a new goal-oriented method in [21].

Our theoretical studies, which are motivated by the aim to develop better adaptive algorithms, have been
accompanied by software implementation with the Concha library, see Section 5.1 . It hopefully opens the
door to further theoretical and experimental studies.

6.2. Finite element methods for interface problems
Participants: Nelly Barrau, Roland Becker, Robert Luce.

The original formulation of NXFEM [63] is based on the doubling of elements. In some situations, as the case
of a moving interface, it is computationally more convenient to have a method with local enrichment, as for
the standard XFEM. In [47] we have developed such an approach based on NXFEM. We have developed an
hierarchical formulation for a fictitious domain formulation in [7].

One of the technical difficulties is the simultaneous robustness of the method with respect to the size of the
intersection of a mesh cell with the interface and with respect to the discontinuous diffusion parameters. In
[ ] (note CRAS 2012) we proposed a modified formulation of the NXFEM which allows us to obtain this
robustness to solve the Darcy equation.

In connection with the thesis of Nelly Barrau, supervised by Robert Luce and Eric Dubach (LMAP) we have:
e implemented lots of geometrical tools in 2D and 3D necessary to use the NXFEM methods,
e extended the method to Py, and ()}, finite elements ([42],
e generalized the residual estimator and developed an adaptative process with hanging node (8 ),

e adapted the method to the transport equation.

6.3. A posteriori error estimators based on H (div)-reconstructed fluxes

Participants: Roland Becker, Daniela Capatina, Robert Luce.

Mesh adaptivity is nowadays an essential tool in numerical simulations; in order to achieve it, reliable
and efficient, easily computable a posteriori error estimators are needed. Such estimators obtained by
reconstructing locally conservative fluxes in the Raviart-Thomas finite element space have been largely
employed in the past years.
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Figure 8. Result of an adaptative process with hanging node

We have so far considered the convection-diffusion equation and proposed a unified framework for several
finite element approximations (conforming, nonconforming and discontinuous Galerkin). The main advantage
of our approach is to use, contrarily to the existing references, only the primal mesh for the flux reconstruction,
which presents certain facilities from a computational point of view.

For this purpose, the construction of the H(div)-vector involved in the error estimator is inspired by the
hypercircle method cf. [56] and is achieved on patches, which may overlap. A patch depends on the type of
the employed finite elements and is defined as the support of a basis function.

Our first results were presented in [12]. We are working on the extension to higher-order approximations, to
quadrilateral meshes and to other model problems.

6.4. Discretization of Euler’s equations
Participants: Roland Becker, Kossivi Gopki, Eric Schall, David Trujillo.

Over the past years, significant advances have been made in developing discontinuous Galerkin finite element
methods (DGFEM) for applications in fluid flow and heat transfer. Certain features of the method have made it
attractive as an alternative to other popular methods such as finite volume and more convenient finite element
methods in thermal fluid engineering analyses. The DGFEM has been used successfully to solve hyperbolic
systems of conservation laws. It makes use of the same local function space as the continuous method, but
with relaxed continuity at inter-element boundaries. Since it uses discontinuous piecewise polynomial bases,
the discretization is locally conservative and in the considered lowest-order case, the method preserves the
maximum principle for scalar equations.

One of the challenges in Computational Fluid Dynamic (CFD) is to obtain as accurate as possible the solution
of the problem under consideration at very low cost in terms of computational time. So our principal work is
to find some relevant and robust strategies and technics of meshes adaptation in order to concentrate just the
calculation where there are physical phenomena to capture. From Industrial point of view, the aim is to get the
stationary solution as quick as possible with as much accuracy as possible. The main limitation of these results
in CFD concern the underlying models: for example, nearly nothing seems to be known for (even linear) first-
order systems or for realistic nonlinear equations. We therefore have developed different modern techniques,
especially adaptive methods, to tackle this kind of problems in compressible CFD. The strategy is to iteratively
improve the quality of the approximate solutions based on computed information (a posteriori error analysis).
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In this way, a sequence of locally refined meshes is constructed, which allows for better efficiency as compared
to more classical approaches in the presence of different kind of singularities. The main goal is to improve the
aerodynamical design process for complex configurations by significantly reducing the time from geometry to
solution at engineering-required accuracy using high-order adaptive methods.

One of our strategies of refinement is based on the creation of hanging nodes commonly called non-conforming
refinement. The figures 9 show superposition of two kinds of meshes. One is a non-conforming refined mesh
(black color) and the other one is the initial grid (red color) on which the refinement has been performed. It
shows the technic of cutting the cells where singularities occur in the scramjet inlet.
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Figure 9. Superposition of non-conforming adapted black color) grid and initial grid (red color) — (a) quadrangles
and (b) triangles.

The mesh adaptation is designed using some criteria as a posteriori error estimates. We have designed criteria
based on the calculation of the jump of physical quantities like density, pressure, entropy, temperature and
mach number at the inter-element. This criteria seems to be a very good indicator for the mesh adaptation.
Figure 10 is the comparison of isoline of the density in scramjet internal flow at mach 3 of the initial mesh,
the third and the sixth mesh after refinement.The indicator used is the density jump. It shows the impact and
the accuracy of the solution obtained after the sixth iteration of the refinement.

The figure 11 shows the streamlines of the density in the scramjet inlet after the seventh iteration. This shows
how the adaptation depicts almost clearly and accurately the shock waves and the expansion waves and their
interactions in the domain.

Figure 12 represent the density isolines of a flow past cylinder test case using the non-conforming mesh
adaptation with quadrangular an triangular girds.

We have also settled another indication which is hierarchical. It measures the difference of g;, with the physical
quantity gy, /o obtained by computation on a globally refined mesh A /2. This allows us the make comparison
with the previous indicator. The case test considered for this comparison is an external flows past a cylinder
airfoil at fixed free stream conditions : M., = 3. The result is quite surprising the way one type of indicator
can capture phenomenon that are not capture by the another one. In fact the hierarchical indicator seems to
capture recirculation downstream to the obstacle which was not capture by the jump indicator (see figure 13)

We compare the computational time between a non-conforming mesh refinement and a globally mesh refined
with nearly the same amount of cells. The meshes contain quadrangles or triangles. We can observe trough
the following tables that the adapted meshes wether triangular or quadrangular meshes allow to save 20 to 90
times the computational time than the normal globally refined mesh. (see tables 1 and 2)

In table 1, the gain in time is 35 times in quadrangular grid case and 90 times triangular ones and in table
2, the gain in time: 18 times in quadrangular grid case and 58 times triangular ones. So one can say that the
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Figure 10. Cutlines along the symmetry axis of various meshes for the scramjet test case

Figure 11. Density streamlines on grid obtained after the seveneth iteration of adaptive refinement procedure with
density jump as indicator
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Figure 12. Locally adapted mesh on quadrilaterals (a) and triangles (b)
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Figure 13. Streamlines coloured by the density on meshes generated with hierarchical indicator (a) and with jump
indicator (b)
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Scramjet test case at mach=3

Flow past cylinder test case at mach=3

Figure 14. Comparison of computational times

Nodes | Cells | Segments | Compt. Time(s) Nodes | Cells | Segments | Compt. Time(s)
Scram_Quad_4 17043 | 15485 34308 25.0236 Cyl_Quad_5 11203 | 10174 23105 472187
Scram_Quad_Uniform | 17183 | 16640 | 33824 865.0177 Cyl_Quad_Uniform | 10496 | 10240 | 20736 814.6168
Scram_Tri_4 9951 | 17005 29138 223141 Cyl_Tri_6 6480 | 10867 19264 79.7836
Scram_Tri_Uniform | 13295 | 25504 | 38800 2000.4269 Cyl_Tri_Uniform | 6032 | 11776 17808 4258.6618
Table 1 Table 2

adaptive mesh with the strategies and technics we have settled are efficient and robust in capturing physical
phenomenon at a very reasonable low cost.

In concluding, the procedure of refinement permit to save computational time and have good accuracy of
the approximated solution computed. Our focus is to continue the improve our methods and strategies in
order to meet the requirement of accuracy, robustness and efficiency. Many other works are in hand such as
slope limiters for high-order Discontinous Galerkin, low mach number computation with some remarkable

approaches.
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6. New Results

6.1. Qualitative methods for inverse scattering problems

6.1.1.

Sampling methods with time dependent data
Participant: Houssem Haddar.

Together with A. Lechleiter and S. Marmorat we proposed and analyzed a time domain linear sampling method
as an algorithm to solve the inverse scattering problem of reconstructing an obstacle with Robin or Neumann
boundary condition from time-dependent near-field measurements of scattered waves. Our algorithm is based
on our earlier work to solve a similar inverse scattering problem for obstacles with Dirichlet boundary
conditions. In addition to the analysis of a different scattering problem, we provided a substantial improvement
of the method on both theoretical and numerical levels. More specifically, we analyzed the method for incident
waves generated by pulses with bounded spectrum. Moreover, adapting the function space setting to this type
of data allowed us to provide a simpler analysis. On the numerical side, we presented a fast implementation of
the inversion algorithm that relies on a FFT-based evaluation of the near-field operator [34].

6.1.2. Inverse problems for periodic penetrable media

6.1.3.

Participant: Dinh Liem Nguyen.

Imaging periodic penetrable scattering objects is of interest for non-destructive testing of photonic devices.
The problem is motivated by the decreasing size of periodic structures in photonic devices, together with
an increasing demand in fast non-destructive testing. In this project, we considered the problem of imaging
a periodic penetrable structure from measurements of scattered electromagnetic waves. As a continuation
of earlier work jointly with A. Lechleiter [24], [25], [23], we considered an electromagnetic problem
for transverse magnetic waves (previous work treats transverse electric fields), and also the full Maxwell
equations. In both cases, we treat the direct problem by a volumetric integral equation approach and construct
a Factorization method [4], [44], [43], [48].

Transmission Eigenvalues and their application to the identification problem
Participant: Houssem Haddar.

The so-called interior transmission problem plays an important role in the study of inverse scattering problems
from (anisotropic) inhomogeneities. Solutions to this problem associated with singular sources can be used
for instance to establish uniqueness for the imaging of anisotropic inclusions from muti-static data at a fixed
frequency. It is also well known that the injectivity of the far field operator used in sampling methods is
related to the uniqueness of solutions to this problem. The frequencies for which this uniqueness fails are
called transmission eigenvalues. We are currently developing approaches where these frequencies can be
used in identifying (qualitative informations on) the medium properties. Our research on this topic is mainly
done in the framework of the associate team ISIP http://www-direction.inria.fr/international/PHP/Networks/
LiEA .php with the University of Delaware. A review article on the state of art concerning the transmission
eigenvalue problem has been written in collaboration with F. Cakoni [32]. We are also in the process of editing
a spacial issue of the journal Inverse Problems dedicated to the use of these transmission eigenvalues in inverse
problems. Our recent contributions are the following:

e In collaboration with M. Fares and F. Collino from CERFACS and A. Cossonniére from ENSIEETA
we finalized our work on the use of a surface integral equation approach to numerically compute
transmission eigenvalues for inclusions with piecewise constant index. The main difficulty behind
this procedure is the compactness of the obtained integral operator in usual Sobolev spaces associated
with the forward scattering problem. We solved this difficulty by introducing a preconditioning
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operator associated with a “coercive” transmission problem. On the theoretical side, together with A;
Cossonniere we also finalyzed the analysis of the Fredholm properties of the interior transmission
problem for the cases where the index contrast changes sign outside the boundary by using the
surface integral equation approach [16].

e With G. Giorgi, we developed a method that give estimates on the material properties using the first
transmission eigenvalue. This method is based on reformulating the interior transmission eigenvalue
problem into an eigenvalue problem for the material coefficients. We validated our methodology
for homogeneous and inhomogeneous inclusions and backgrounds. We also treated the case of
a background with absorption and the case of scatterers with multiple connected components of
different refractive indexes [21].

e With F. Cakoni and D. Colton we initiated the study of transmission eigenvalues for absorbing
media. In particular, we showed that, in the case of absorbing media, transmission eigenvalues form
a discrete set, exist for sufficiently small absorption and for spherically stratified media exist without
this assumption. For constant index of refraction, we also obtained regions in the complex plane
where the transmission eigenvalues cannot exist and obtain a priori estimates for real transmission
eigenvalues [14].

e With F. Cakoni and A. Cossonniere we considered the interior transmission problem corresponding
to the inverse scattering by an inhomogeneous (possibly anisotropic) media in which an impenetrable
obstacle with Dirichlet boundary conditions is embedded. Our main focus is to understand the
associated eigenvalue problem, more specifically to prove that the transmission eigenvalues form
a discrete set and show that they exist. The presence of Dirichlet obstacle brings new difficulties to
already complicated situation dealing with a non-selfadjoint eigenvalue problem. In this work we
employed a variety of variational techniques under various assumptions on the index of refraction as
well as the size of the Dirichlet obstacle [15].

6.1.4. The factorization method for inverse scattering problems

6.1.4.1. The factorization method for cracks with impedance boundary conditions
Participants: Yosra Boukari, Houssem Haddar.

We use the Factorization method to retrieve the shape of cracks with impedance boundary conditions from
farfields associated with incident plane waves at a fixed fre- quency. This work is an extension of the study
initiated by Kirsch and Ritter [Inverse Problems, 16, pp. 89-105, 2000] where the case of sound soft cracks
is considered. We address here the scalar problem and provide theoretical validation of the method when the
impedance boundary conditions hold on both sides of the crack. We then deduce an inversion algorithm and
present some validating numerical results in the case of simply and multiply connected cracks [38].

6.1.4.2. The factorization method for EIT with uncertain background
Participants: Giovanni Migliorati, Houssem Haddar.

We extended the Factorization Method for Electrical Impedance Tomography to the case of background
featuring uncertainty. This work is based on our earlier algorithm for known but inhomogeneous backgrounds.
We developed three methodologies to apply the Factorization Method to the more difficult case of piece-
wise constant but uncertain background. The first one is based on a recovery of the background through
an optimization scheme and is well adapted to relatively low dimensional random variables describing the
background. The second one is based on a weighted combination of the indicator functions provided by the
Factorization Method for different realiza- tions of the random variables describing the uncertain background.
We show through numerical experiments that this procedure is well suited to the case where many real-
izations of the measurement operators are available. The third strategy is a variant of the previous one when
measurements for the inclusion-free background are available. In that case, a single pair of measurements is
sufficient to achieve comparable accuracy to the deterministic case [42].

6.1.4.3. The factorization method for GIBC
Participants: Mathieu Chamaillard, Nicolas Chaulet, Houssem Haddar.
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We are concerned with the identification of some obstacle and some Generalized Impedance Boundary
Conditions (GIBC) on the boundary of such obstacle from far field measurements generated by the scattering
of harmonic incident waves. The GIBCs are approximate models for thin coatings, corrugated surfaces, rough
surfaces or imperfectly conducting media.

We justified the use of the Factorization method to solve the inverse obstacle problem in the presence of
GIBCs. This method gives a uniqueness proof as well as a fast algorithm to reconstruct the obstacle from
the knowledge of the far field produced by incident plane waves for all the directions of incidence at a given
frequency. We also provided some numerical reconstructions of obstacles for several impedance operators.

6.2. Iterative Methods for Non-linear Inverse Problems

6.2.1.

Inverse medium problem for axisymmetric eddy current models
Participants: Houssem Haddar, Zixian Jiang, Kamel Riahi.

We continued our developments of shape optimization methods for inclusion detection in an axisymmetric
eddy current model. This problem is motivated by non-destructive testing methodologies for steam generators.
We are finalizing our joint work with A. Lechleiter on numerical methods for the solution of the direct problem
in weighted Sobolev spaces using approriate Dirichlet-to-Neumann mappings to bound the computational
domain. We are also finalizing jointly with M. El Guedri the work on inverse solver using a regularized
steepest descent method for the problem of identifying a magnetite deposits using axial eddy current probe.

We are currently investigating two research directions:

e The development of asymptotic models to identify thin highly conducting deposits. We derived three
possible asymptotic models that can be exploited in the inverse problem. The numerical validation
is under study.

e The extension of this work to 3D configurations with axisymmetric configuration at infinity, which
has been started with the PostDoc of K. Riahi.

6.2.2. A min-max formulation for inverse scattering problems

6.2.3.

Participants: Grégoire Allaire, Houssem Haddar, Dimitri Nicolas.

After having developed an inverse solver combining the use of Level-Set method and topological garadient
method for multistatic inverse scattering problem and numerically showed how convergence can be achieved
with intial guess provided by the Linear Sampling Method, we explored the use of an objective function that
would lead to quicker and more stable reconstructions. This has been achieved through maximizing the least-
square difference with respect to the Herglotz kernel of used incident wave while minimizing with respect to
the geometrical parameters. Premliminary numerical experimentations showed that this procedure is viable
and lead to quicker inversion algorithms [5].

The conformal mapping method and inverse scattering at low frequencies
Participant: Houssem Haddar.

Together with R. Kress we have employed a conformal mapping technique for the inverse problem to
reconstruct a perfectly conducting inclusion in a homogeneous background medium from Cauchy data for
electrostatic imaging, that is, for solving an inverse boundary value problem for the Laplace equation. In a
recent work [41] we proposed an extension of this approach to inverse obstacle scattering for time-harmonic
waves, that is, to the solution of an inverse boundary value problem for the Helmholtz equation. The main
idea is to use the conformal mapping algorithm in an iterative procedure to obtain Cauchy data for a Laplace
problem from the given Cauchy data for the Helmholtz problem. We presented the foundations of the method
together with a convergence result and exhibit the feasibility of the method via numerical examples.

6.2.4. A steepest descent method for inverse electromagnetic scattering problems

Participants: Houssem Haddar, Nicolas Chaulet.
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In a continuation of our earlier work jointly with L. Bourgeois [13], we studied the application of non
linear optimization techniques to solve the inverse scattering problems for the 3D Maxwell’s equations with
generalized impedance boundary conditions. We characterized the shape derivative in the case where the
GIBC is defined by a second order surface operator. We then applied a boundary variation method based on a
regularized steepest descent to solve the 3-D inverse problem with partial farfield data. The obtained numerical
results demonstrated the possibility of identifying the shape of coated objects as well as the parameters of the
coating in the 3D Maxwell case.

6.3. Shape and topology optimization

6.3.1. Geometric constraints in shape and topology optimization
Participant: Grégoire Allaire.

With Francois Jouve (LJLL) and Georgios Michailidis (Renault and CMAP), we propose a method to handle
geometric constraints in shape and topology optimization. In the framework of the level-set method we rely on
a notion of local thickness which is computed using the signed-distance function to the boundary of the shape.
We implement this method in two and three space dimensions for a model of linear elasticity. We consider
various formulations of the constrained optimization problem and compute a shape derivative to advect the
shape. We discuss different ways to handle the constraints. The resulting optimized shape is strongly dependent
on the initial guess and on the way the constraints are being treated.

6.3.2. A hybrid optimization method

Participant: Grégoire Allaire.

With Charles Dapogny (Renault and LJLL) and Pascal Frey (LJLL) we propose a method for structural
optimization that relies on two alternative descriptions of shapes : on the one hand, they are exactly meshed
so that mechanical evaluations by finite elements are accurate ; on the other hand, we resort to a level-set
characterization to describe their deformation along the shape gradient. The key ingredient is a meshing
algorithm for building a mesh, suitable for numerical computations, out of a piecewise linear level-set function
on an unstructured mesh. Therefore, our approach is at the same time a geometric optimization method (since
shapes are exactly meshed) and a topology optimization method (since the topology of successive shapes can
change thanks to the power of the level-set method).

6.3.3. DeHomogenization
Participant: Olivier Pantz.

In most shape optimization problems, the optimal solution does not belong to the set of genuine shapes but is a
composite structure. The homogenization method consists in relaxing the original problem thereby extending
the set of admissible structures to composite shapes. From the numerical viewpoint, an important asset of
the homogenization method with respect to traditional geometrical optimization is that the computed optimal
shape is quite independent from the initial guess (even if only a partial relaxation is performed). Nevertheless,
the optimal shape being a composite, a post-treatment is needed in order to produce an almost optimal non-
composite (i.e. workable) shape. The classical approach consists in penalizing the intermediate densities of
material, but the obtained result deeply depends on the underlying mesh used and the details level is not
controllable. We proposed in [51] a new post-treatment method for the compliance minimization problem
of an elastic structure. The main idea is to approximate the optimal composite shape with a locally periodic
composite and to build a sequence of genuine shapes converging toward this composite structure. This method
allows us to balance the level of details of the final shape and its optimality. Nevertheless, it was restricted to
particular optimal shapes, depending on the topological structure of the lattice describing the arrangement of
the holes of the composite. We lifted this restriction in order to extend our method to any optimal composite
structure for the compliance minimization problem in [50]. Since, the method has been improved and a new
article presenting the last results is in preparation. Moreover, we intend to extend this approach to other kinds
of cost functions. A first attempt, based on a gradient method, has been made. Unfortunately, it was leading
to local minima. Thus a new strategy has to be worked out. It will be mainly based on the same ideas than the
one developed for the compliance minimization problem, but some difficulties are still to be overcome.
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Level-Set Method

Participant: Olivier Pantz.

We have begin to work, with Gabriel Delagado, on a new level-set optimization method, based on a gradient
method. The key idea consists in computing directly the derivative of the discretized cost functions. The main
advantage is that it is usually more simple to implement than the standard approach (consisting in using a
discretized version of the gradient of the cost function). Moreover, the results obtained are as good or even
better than the one obtained in previous works. Nevertheless, this method has its drawbacks, since the cost
function is only derivable almost everywhere (the zero level-set has to be transverse to the triangulation of the
mesh). It follows that convergence toward the minimum by the gradient method is not granted. To overcome
this problem, we intend to use a mix-formulation for the state function. Unfortunately, such a formulation, in
the case of linear elasticity is quite difficult to obtain. We thus intend to begin with the simplest scalar case,
for which a lot more hybrid formulations are available.

Robust Optimization
Participant: Olivier Pantz.

One of the main problem in shape optimization problems is due to the fact that the gradient is never
computed exactly. When the current solution is far from a local optimum, this is not a problem: even a rough
approximation of the gradient enable us to exhibit a descent direction. On the contrary, when close to a local
optimal, a very precise computation of the gradient is needed. We intend, with G. Delgado, to use a-posteriori
error estimates evaluate the errors made on the computation of the gradient and to ensure that at each step, a
genuine descent direction is used in the gradient method.

Level-set method applied to structural optimization with contact
Participants: Houssem Haddar, Olivier Pantz.

The current study covers the design and implementation of a method for topological shape optimization
in order to optimize multi-connected structures taking into account the contact that may arise between the
different components. This project is motivated by the optimization of leaf springs, issue proposed by the
company CORTEL and is conducted in the framework of the Master internship of M. Mahjoub. We proposed
a method that relies on the use of a Level Set Method coupled with a penalty method to handle contact with
different components. The level set function is used for instance to construct the penalization functional.
Preliminary results showed that the method efficiently handle optimal design with a targeted non linear
deformation behavior prescribed by the manufacturer.

Optimization of a sodium fast reactor core
Participants: Grégoire Allaire, Olivier Pantz.

In collaboration with D. Schmidt, G. Allaire and E. Dombre, we apply the geometrical shape optimization
method for the design of a SFR (Sodium Fast reactor) core in order to minimize a thermal counter-reaction
known as the sodium void effect. In this kind of reactor, by increasing the temperature, the core may become
liable to a strong increase of reactivity p, a key-parameter governing the chain-reaction at quasi-static states.
We first use the 1 group energy diffusion model and give the generalization to the 2 groups energy equation.
We then give some numerical results in the case of the 1 group energy equation. Note that the application
of our method leads to some designs whose interfaces can be parametrized by very smooth curves which
can stand very far from realistic designs. We don’t explain here the method that it would be possible to use
for recovering an operational design but there exists several penalization methods that could be employed to
this end. This work was partially sponsored by EDF. Our results will be published in the proceedings of the
CEMRACS’11, during which part of the results have been obtained.

6.4. Asymptotic Analysis

6.4.1. Asymptotic analysis of the interior transmission eigenvalues related to coated obstacles

Participants: Nicolas Chaulet, Houssem Haddar.
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This work is a collaboration with Fioralba Cakoni from the University of Delaware (USA). The interior
transmission eigenvalues play an important role in the area of inverse scattering problems. These eigenvalues
can actually be determined by multi-static far field data. Thus, they could be used for non destructive testing.
We focused on the case where the obstacle is a perfectly conducting body coated by some thin dielectric
material. We derived and justified the asymptotic expansion of the first interior transmission eigenvalue with
respect to the thickness of the coating for the T'M electromagnetic polarization. This expansion provided
interesting qualitative information about the behavior of these eigenvalues and also gave an explicit formula
to compute the thickness of the coating.

6.4.2. Effective boundary conditions for thin periodic coatings
Participants: Mathieu Chamaillard, Houssem Haddar.

This topic is the object of a collaboration with Patrick Joly and is a continuation of our earlier work on interface
conditions done in the framework of the PhD thesis of Berangere Delourme [18], [17]. Th goal here is to derive
effective conditions that model scattering from thin periodic coatings where the thickness and the periodicity
are of the same length but very small compared to the wavelength. The originality of our work, compared to
abundant literature is to consider the case of arbitrary geometry (2-D or 3-D) and to consider higher order
approximate models. We formally derived third order effective conditions after exhibiting the full asymptotic
expansion of the solution in terms of the periodicity length.

6.4.3. Homogenization of thermal radiative transfer models in heterogeneous domains
Participant: Grégoire Allaire.

With my former PhD student, Zakaria Habibi, we studied the homogenization of heat transfer in periodic
porous media where the fluid part is made of long thin parallel cylinders, the diameter of which is of the same
order than the period. The heat is transported by conduction in the solid part of the domain and by conduction,
convection and radiative transfer in the fluid part (the cylinders). A non-local boundary condition models the
radiative heat transfer on the cylinder walls. To obtain the homogenized problem we first use a formal two-
scale asymptotic expansion method. The resulting effective model is a convection-diffusion equation posed
in a homogeneous domain with homogenized coefficients evaluated by solving so-called cell problems where
radiative transfer is taken into account. In a second step we rigorously justify the homogenization process
by using the notion of two-scale convergence. One feature of this work is that it combines homogenization
with a 3D to 2D asymptotic analysis since the radiative transfer in the limit cell problem is purely two-
dimensional. Eventually, we provide some 3D numerical results in order to show the convergence and the
computational advantages of our homogenization method. We also focused on the contribution of the so-
called second order corrector. If the source term is a periodically oscillating function (which is the case in our
application to nuclear reactor physics), a strong gradient of the temperature takes place in each periodicity cell,
corresponding to a large heat flux between the sources and the perforations. This effect cannot be taken into
account by the homogenized model, neither by the first order corrector. We show that this local gradient effect
can be reproduced if the second order corrector is added to the reconstructed solution. Z. Habibi received
the 2012 Paul Caseau PhD prize in the field "modélisation et simulation numérique", prize created by the
Académie des technologies and EDF.

6.4.4. Homogenization of complex flows in porous media
Participant: Grégoire Allaire.

With Robert Brizzi (CMAP), Jean-Francois Dufréche (Marcoule and Montpellier), Andro Mikelic (Lyon 1)
and Andrey Piatnitski (Narvik) we studied the homogenization (or upscaling) of a system of partial differential
equations describing the non-ideal transport of a N-component electrolyte in a dilute Newtonian solvent
through a rigid porous medium. Non-ideal effects are taken into account by the mean spherical approximation
(MSA) model. We first study the existence of equilibrium solutions in the absence of external forces. When the
motion is governed by a small static electric field and a small hydrodynamic force, we generalize O’Brien’s
argument to deduce a linearized model. We then proceed to the homogenization of these linearized equations
and prove that the effective tensor satisfies Onsager properties, namely is symmetric positive definite. We
eventually make numerical comparisons with the ideal case.
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With my PhD student Harsha Hutridurga we study the convection and diffusion of a solute in a porous medium
in the presence of a linear chemical reaction of adsorption/desorption on the pore surfaces. The mathematical
model is a system of two coupled convection-diffusion equations, one in the bulk of the saturated fluid flowing
in the porous medium, the other on the pore surface, at the interface with the solid part of the porous medium.
The coupling takes place through a linear reaction term expressing the exchange of mass between the bulk
concentration and the surface concentration. By a method of two-scale asymptotic expansion with drift we
obtain the homogenized problem in a moving frame. We rigorously justify our upscaling approach by using
the notion of two-scale convergence with drift. Some 2-d numerical tests are performed in order to study the
effect of variations of the adsorption rate constant and surface molecular diffusion on the effective dispersion
tensor.

With Irina Pankratova (Narvik) and Andrey Piatnitski (Narvik) we consider the homogenization of a non-
stationary convection-diffusion equation posed in a bounded domain with periodically oscillating coefficients
and homogeneous Dirichlet boundary conditions. Assuming that the convection term is large, we give the
asymptotic profile of the solution and determine its rate of decay. In particular, it allows us to characterize
the “hot spot”, i.e., the precise asymptotic location of the solution maximum which lies close to the domain
boundary and is also the point of concentration. Due to the competition between convection and diffusion, the
position of the “hot spot” is not always intuitive as exemplified in some numerical tests.

6.4.5. Multiscale finite elements
Participant: Grégoire Allaire.

With my PhD student Franck Ouaki we introduced a new multiscale finite element method to solve convection-
diffusion problems where both velocity and diffusion coefficient exhibit strong variations at a much smaller
scale than the domain of resolution. In that case, classical discretization methods, used at the scale of the
heterogeneities, turn out to be too costly or useless. Our method aims at solving this kind of problems on
coarser grids with respect to the size of the heterogeneities by means of particular basis functions. These basis
functions are solutions to cell problems and are designed to reproduce the variations of the solution on an
underlying fine grid. Since all cell problems are independent from each other, these problems can be solved in
parallel, which makes the method very efficient when used on parallel architectures. The convergence proof
of our method is still in progress. But, on the basis of results of periodic homogenization, an a priori error
estimate, that represents a first step in the proof, has already been proved. A 2-d numerical implementation in
FreeFem-++ has also been performed.

6.4.6. A new shell modeling modeling

Participant: Olivier Pantz.

Using a formal asymptotic expansion, we have proved with K. Trabelsi, that non-isotropic thin-structure could
behave (when the thickness is small) like a shell combining both membrane and bending effects. It is the first
time to our knowledge that such a model is derived. An article on this is currently under review.

6.4.7. A new Liouville type Rigidity Theorem

Participant: Olivier Pantz.

We have recently developed a new Liouville type Rigidity Theorem. Considering a cylindrical shaped solid,
we prove that if the local area of the cross sections is preserved together with the length of the fibers, then the
deformation is a combination of a planar deformation and a rigid motion. The results currently obtained are
limited to regular deformations and we are currently working with B. Merlet to extend them. Nevertheless, we
mainly focus on the case where the conditions imposed to the local area of the cross sections and the length
of the fibers are only "almost" fulfilled. This will enable us to derive rigorously new non linear shell models
combining both membrane and flexural effects that we have obtained using a formal approach. An article on
this subject is currently in preparation.

6.4.8. Lattices

Participant: Olivier Pantz.
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With A. Raoult and N. Meunier (Université Paris Descartes), we have compute the asymptotic limit of a square
lattice with three-points interactions. Considering such interaction is important in the case of square lattices,
because such lattices, if only endowed with two-points closest neighbor interactions, show no resistance to
compression, what is quit restrictive. We prove in particular that under some symmetry assumptions on the
type of elementary interactions, no micro-relaxation do occur and that the limit can be obtained by a mere
quasiconvexication. Without those assumptions, the computation of the limit requires the resolution of a
homogenization problem on an infinite number of cells, what is usually out of reach. Our work has been
published in M3AS [26].

6.5. Diffusion MRI
Participants: Jing-Rebecca Li, Houssem Haddar, Julien Coatléven, Dang Van Nguyen, Hang Tuan Nguyen.

Diffusion Magnetic Resonance Imaging (DMRI) is a promising tool to obtain useful information on micro-
scopic structure and has been extensively applied to biological tissues. In particular, we would like to focus on
two applications:

e inferring from DMRI measurements changes in the cellular volume fraction occurring upon various
physiological or pathological conditions.

» N
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Figure 1. Computational domain for simulating diffusion in cerebral gray matter.

This application is one of the first to show the promise of DMRI because it can detect acute cerebral
ischemia (cell swelling) on the basis of lower than normal apparent diffusion coefficient a few
minutes after stroke.

e estimating the average cell size in the case of tumor imaging
This application is useful as a diagnostic tool as well as a tool for the evaluation of tumor treatments.
For both of the above applications we approach the problem via the following steps:

e Construct reduced models of the multiple-compartment Bloch-Torrey partial differential equation
(PDE) using homogenization methods.

e Invert the resulting reduced models for the biological parameters of interest: the cellular volume
fraction in the first case, and the average distance between neighboring cells in the second case.

We obtained the following results.

e We generated fairly complicated meshes that can be used to simulate diffusion in cerebral gray
matter. In the Finite Elements code, this required using the mesh generation software Salome,
developed at the CEA Saclay. We are working on the problem of increasing the cellular volume
fraction to a physically realistic level, which is difficult for the mesh generator because of the very
small distances between the neurons.
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Figure 2. Computational domain for simulating tumor cells.

e We developed a homogenized model for the apparent diffusion coefficient (the slope of the log of
the DMRI signal) of heterogenous cellular domains. An article on this topic has been submitted.

e  We developed a reduce model of the complete DMRI signal (not just the slope as in the above) using
more sophisticated homogenization methods. An article on this topic is under preparation.
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3. New Results

3.1. Validité des éléments finis usuels
Participants: Houman Borouchaki, Paul-Louis George [correspondant].

éléments finis-éléments finis généralisés-P1-P2-Q1-Q2-Bézier

On continue 1’étude sur les conditions assurant la validité géométrique des éléments finis usuels de degré
1 et 2. La formulation éléments finis ne conduisant pas toujours a une conclusion simple, on formule les
éléments finis sous leur forme de Bézier. Ceci conduit a exhiber des conditions suffisantes (parfois nécessaires
et suffisantes) de validité des éléments, c’est-a-dire des conditions garantissant la positiivité de leur jacobien.
Pour les éléments de degré 2, on donne I’interprétion géométrique de ces conditions. Les éléments étudiés
sont le triangle a 3 noeuds, le triangle a 6 nceuds, le quadrilatére a 4 nceuds et les quadrilatere a 8 et 9 nceuds,
le tétraedre a 4 nceuds et le tétraedre a 10 nceuds puis les pentaedres a 6, 15 et 18 nceuds et les hexaedres a 8,
27 et 20 nceuds.

On regarde ensuite les éléments finis généralisés déduits d’une formulation en Bézier rationnels puis basés sur
des fonctions B-splines et Nurbs.

3.2. Maillages tétraédriques de grande taille

Participants: Houman Borouchaki, Paul-Louis George [correspondant], Loic Maréchal.

Triangulation-tétraedre p1-Hilbert- Maillage de grande taille

Le comportement en complexité des algorithmes de triangulation sur les "gros” maillage nous amene a utiliser
les algorithmes de renumérotation de type Hilbert qui minimisent les défauts de cache. Cette technique est
également utilisée comme aide a 1’optimisation des "gros" maillages avec des gains en temps important.
L’algorithme de renumérotation est multi-cceurs.

Des triangulations de plusieurs dizaines de millions de sommets sont construites en utilisant un "simple"
ordinateur. La vitesse d’insertion frole le million de tétra¢dres a la seconde.

Par coquetterie (et pour améliorer la robustesse dans 1’absolu), on regarde ce que donne nos méthodes quand
on construit des maillages de plus de un milliard de tétragédres en séquentiel (une machine de un Tera de
mémoire est utilisée). On vérifie que la taille des cavités peut €tre arbitrairement grande ce qui nécessite une
programmation plus délicate permettant de traiter ces cas peu courants dans les situations habituelles.

3.3. Surface meshing with metric gradation control

Participants: Patrick Laug [correspondant], Houman Borouchaki.

Scientific computing requires the automatic generation of high quality meshes, in particular isotropic or
anisotropic meshes of surfaces defined by a CAD modeler. For this purpose, two major approaches are called
direct and indirect. Direct methods (octree, advancing-front or paving) work directly in the tridimensional
space, while indirect methods consist in meshing each parametric domain and mapping the resulting mesh onto
the composite surface. Using the latter approach, we propose a general scheme for generating “geometric”
(or geometry-preserving) meshes by means of metrics. In addition, we introduce a new methodology for
controlling the metric gradation in order to improve the shape quality. Application examples have shown the
capabilities of this approach.

3.4. Metric field interpolation

Participants: Patrick Laug [correspondant], Houman Borouchaki.
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To solve a physical problem formulated in terms of partial differential equations, the finite element method is
generally used, based on a spatial discretization, or mesh, of the domain studied. Local adaptations of meshes to
the behavior of the physical phenomena can improve the accuracy to the computed solutions, and in particular
it is possible to capture high variations of the solution in specific areas while maintaining a reasonable number
of degrees of freedom. In an initial phase, a mesh of the domain is built by using any particular method, then a
first calculation of the solution of the problem is made. After choosing an appropriate criterion (Hessian and/or
gradient of the solution, error estimate in general), areas that must be adapted by refinement or coarsening are
detected in the initial mesh, and a new mesh is generated which is better adapted to the problem. This process
is iterated until obtaining a mesh which satisfies the specified criterion (for which the finite element error is
bounded by a specified threshold).

In practice, via an a posteriori analysis of the finite element error, a discrete map of sizes or metrics is set to
the mesh vertices. This discrete size or metric field is made continuous by interpolating on the mesh, and the
new mesh is generated according to this new field. In general, for a given point of the domain, a mesh element
containing this point is found, and the interpolation of the size or metric field at this point is made from the
sizes or metrics associated with the vertices of the containing element. For a scalar size field, the interpolation
is straightforward by considering any interpolation scheme (for instance linear or geometric). On the other
hand, the same scheme cannot be applied in the case of metrics representing a tensor field. However, several
approaches have been proposed based on the link between a size and the corresponding metric and, in most
cases, the interpolation scheme for sizes is applied to a power or the logarithm of the metrics. In particular, as
a size h is represented by the isotropic metric M = h—12 J, where J is the identity matrix, a possible link consists
in approximating the size by M~2, then applying the size interpolation scheme to this new metric and finally
recovering the interpolated metric. These schemes are still an approximation and require the calculation of the
eigenvalues of M which is generally costly.

In this work, a new method for interpolating discrete metric fields is proposed. It is based on the “natural
decomposition” of metrics using the LU factorization. With this decomposition, for each metric, the natural
sizes along particular (or natural) directions can be retrieved, thus the size interpolation scheme can be applied
to both natural directions and sizes, and the interpolation on the metrics is obtained. The proposed method is
faster than those mentioned above and provides a continuous metric field with low variations. Some numerical
examples illustrate our methodology.

3.5. Large deformation simulation using adaptive remeshing
Participants: Patrick Laug [correspondant], Houman Borouchaki.

The object of non-linear solid and structural mechanics is the modeling and the computation of structures with
strong non-linearities, both geometrical and physical. The aim is to simulate the behavior of a mechanical part
submitted to various mechanical stresses, in order to improve its mechanical strength, or even to optimize
its manufacturing process with respect to damage occurrence. Among various theoretical, numerical and
geometric tools involved in such a simulation, the interest in adaptive remeshing is really high nowadays.
It is generally based on local refinement (governed by error estimation) and vertex smoothing strategies. Let
us mention that the main difficulty lies in the fact that, in large strains, the domain geometry is variable and
cannot be defined in an explicit way.

New contributions to the strategy using adaptive meshing and a posteriori error estimation in large elasto-
plasticity have been developed. We are interested in the problem of remeshing a mechanical structure
composed of several parts (which are in contact) subjected to large plastic deformations. A general scheme,
constituted by several steps necessary to an almost optimal representation of the evolving domain, is proposed.
These steps are divided into two main categories: the definition of the boundary of the deformed parts
and the whole remeshing of the parts. The remeshing is governed by a mesh size map representing the
conformity with the underlying geometry of the deformed parts, the improvement of the accuracy of the
desired mechanical fields, and the convergence of the mechanical process as well. This size map results from
an a posteriori estimation of the “interpolation error” independently from the considered mechanical fields.
The final deformation after the whole simulation is assumed to be obtained iteratively by “small” deformations
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(which is the case in the framework of an explicit integration scheme to solve the problem). After such a
small deformation, rigid parts are moved and deformable parts are slightly distorted (assuming that each
mesh element is still valid). The remeshing is applied to deformable parts after each deformation increment.
The proposed technique is used to simulate the impact of a projectile on a confined explosive. We show in
particular that the ignition of the explosive appears in two different areas.

3.6. Maillage d’un milieu géologique et d’ouvrages de stockage
Participants: Patrick Laug [correspondant], Houman Borouchaki.

Cette étude a été menée dans le cadre du partenariat stratégique ANDRA/Inria. L’objectif est la construc-
tion d’un maillage statique 3D prenant en compte la géométrie des couches d’un milieu géologique et celle
d’ouvrages de stockage afin de réaliser un calcul d’hydraulique et de transfert de solutés. En particulier,
ce maillage sera exploité pour mener des calculs préparatoires aux calculs de slireté. Il permettra de mieux
représenter a 1’échelle du milieu géologique les différentes voies de transfert (ouvrages et géologie multi-
couches) des radionucléides, en considérant les évolutions géodynamiques, et de contribuer a identifier les
simplifications éventuelles qui seront définies pour établir le modele conceptuel de calcul de performances et
de siireté.

Les données d’entrée représentent la description géométrique du milieu géologique incluant les ouvrages de
stockage. Le schéma de construction comprend quatre étapes :

1. Prétraitement des données d’entrée. Les sommets multiples du maillage volumique sont fusionnés afin de
pouvoir extraire une topologie conforme. Gréce a cette topologie, les surfaces interfaces entre deux couches
consécutives sont identifiées. Ces surfaces représentent des contraintes surfaciques que le mailleur volumique
doit respecter. En outre, les lignes intersections entre ces surfaces contraintes, appelées lignes d’affleurement,
sont identifiées. De mé&me, ces lignes représentent des contraintes linéiques pour le mailleur volumique. Afin
de définir la ligne polygonale associée a chaque riviere, les arétes de 1’enveloppe supérieure du maillage
volumique de référence (surface topographique) dont les deux extrémités ont le méme code de riviere sont
identifiées.

2. Définition de la géométrie du domaine 2D de référence. On définit le plan de référence comme étant le plan
d’équation z = 0, et le domaine 2D de référence comme la trace du polygone de 1’extension horizontale dans ce
plan. Toutes les contraintes linéiques (lignes d’affleurement, rivieres et contours des ouvrages) sont projetées
verticalement sur le plan de référence et leurs traces dans le domaine de référence sont retenues. En outre,
des nouvelles lignes contraintes paralleles aux contours des ouvrages sont insérées afin de mieux contrdler la
génération du maillage du domaine de référence. L’ensemble de toutes les lignes du domaine de référence est
rendu conforme par ajout des points aux intersections éventuelles de ces lignes, et aussi par fusion des points
et des lignes coincidents.

3. Construction du maillage quad-dominant du domaine 2D de référence. Le maillage du domaine de référence
est généré en utilisant un schéma adaptatif de construction de maillages quad-dominants. Dans un premier
temps, un maillage quad-dominant initial du domaine est construit en spécifiant une taille fixe sur les lignes
d’affleurement et les rivieres et une taille dépendant de la grandeur des ouvrages sur ces derniers. Afin de
contrdler la gradation du maillage (rapport maximal entre les longueurs d’arétes issues d’un méme sommet),
deux maillages quad-dominants adaptés sont générés. Ici, I’adaptation consiste a modifier la carte de taille
courante pour respecter le seuil de gradation spécifié.

4. Construction du maillage hex-dominant 3D du milieu. Le maillage volumique du milieu géologique
est généré par extrusion verticale du maillage quad-dominant du domaine de référence. Deux types de
configuration sont considérés : extrusion d’un quadrilatere (dit de base) du maillage du domaine de référence
et extrusion d’un triangle (dit de base) du maillage du domaine de référence. Dans le premier cas, selon
la configuration des surfaces (surfaces interfaces entre deux couches ou faces supérieures ou inférieures
d’ouvrages) rencontrées, des hexaedres et des prismes sont générés. Plus précisément, dans ce cas, I’extrusion
résulte en un ensemble de quadrilateres ordonnés verticalement avec quatre arétes appartenant a la méme
surface ou deux arétes opposées appartenant chacune a une surface. Les quadrilateres consécutifs sont
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connectés et, en fonction du nombre de sommets communs entre deux quadrilateres consécutifs, des hexagdres
ou des prismes sont générés. Par ailleurs, une configuration de quadrilatére est validée si d’une part chaque
élément résultant est géométriquement valide (hexaedre, prisme ou pyramide) et si, d’autre part, il contient
son barycentre et ses faces sont quasi-planes. Dans le cas contraire, le quadrilatere de base est subdivisé en
deux triangles et généralement selon la diagonale donnant une configuration de deux triangles de Delaunay.

3.7. Advanced meshing and remeshing procedure for mechanical and

numerical simulations

Participants: Abel Cherouat [correspondant], Houman Borouchaki, Paul-Louis George, Patrick Laug, Zhu
Aichun, Jie Zhang, Faouzi Slimani, Guillaume Dufaye.

Most metal forming parts involve complex geometry and flow characteristics as large (visco)-plasticity flow,
heat exchange, ductile damage, evolving contact with friction. An intrinsic difficulty in metal forming process
is the constantly changing configuration of the deforming part (finite transformation, thermo-plastic flow).
In metal forming, the mesh size should be adapted to the curvature of complex tools in order to optimize
the contact boundaries and the damaged zones. These problems can be resolved if an adaptive remeshing
scheme is incorporated automatically in the finite element analysis. It is necessary to adapt the mesh in order
to improve the geometry of the deformed part and the damage localization. To mesh the 3D computational
domain, we apply a new optimization approach which uses a combined Delaunay-frontal method to define
field points and to construct the connection between these points or with a given prescribed size map (error
estimate). The first objective of this project is to develop a 3D advanced remeshing procedure (error estimation,
field transfer, optimisation meshing) for metal forming. The second objective is to integrate in a computational
environment the mechanical model, 3D reconstruction from images, reliability-optimisation and the remeshing
procedure using the ABAQUS/Explicit solver and the adaptive mesher. Application is dedicated to some
examples (side pressing, blanking and orthogonal cutting, 3D guillotining, thermo-hydroforming and forging)
for metal forming and breast and porous metal foam material reconstitution.

3.8. Effect of fibre geometrical morphology on the mechanical properties of

PolyPropylene Hemp fibre composite material
Participants: Abel Cherouat [correspondant], Florent Ilczyszyn.

These last years, hemp fibres have been used as reinforcement for compound based on polymer in different
industrial manufacturing for their interesting mechanical and ecological properties. Hemp fibres present a
non-homogeneous cross section and complex geometry that can have a high effect on their mechanical
properties. The mechanical properties of hemp fibres are rather difficult to determine and request a specific
characterization method. In this project, micro-tensile tests coupled with numerical imaging treatments,
meshing reconstitution and finite elements computations are investigated. The numerical imaging allows to
define finely the hemp cross section along the fibre and aims to reconstruct a 3D hemp fibre CAD using
adaptive mesh.

3.9. Mise au point de méthodes de remaillage adaptatif 3D dans le cadre de

simulations numériques de mise en forme de structure minces
Participants: Houman Borouchaki, Abel Cherouat, Laurence Moreau [correspondant].

Au cours des simulations numériques de mise en forme en 3D, les grandes déformations mises en jeu font
que le maillage subit de fortes distorsions. Il est alors nécessaire de remailler continuellement la piece afin
de pouvoir capturer les détails géométriques des surface en contact, adapter la taille du maillage a la solution
physique et surtout pouvoir effectuer la simulation jusqu’a la fin du procédé de mise en forme. Lorsque la piece
est comprise entre des outils rigides (cas de I’emboutissage), aux problemes de remaillage s’ajoutent aussi des
difficultés sur la gestion du contact entre les piece. Une méthode couplant une stratégie de remaillage adaptatif
et une technique de projection a été développée. La méthode de remaillage adaptatif, basée sur des techniques
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de raffinement et déraffinement est contrdlée par des cartes de taille géométrique et physique. La projection
des nouveaux nceuds sur I’outil permet de conserver le contact entre la piece et 1’outil. Afin de pouvoir réaliser
des simulations numériques de composites tissés, une procédure spécifique a été ajoutée au remailleur afin
de pouvoir raffiner les éléments finis bi-composants (association d’éléments finis de barre et de membrane
orientés matérialisant le comportement de fibres chaine et trame). Le formage incrémental est un procédé de
mise en forme de tdle récent sans poingon ni matrice, basé sur la déformation progressive du flan a 1’aide d’un
simple outil de forme hémisphérique commandé par une machine a commande numérique. L’inconvénient
de ce nouveau procédé étant le temps de calcul, nous avons proposé une méthode de remaillage adaptatif
permettant de raffiner le maillage uniquement au voisinage de 1’outil rigide, 1a ou les déformations ont lieux
et permettant de déraffiner le maillage apres le passage de I’outil rigide.

Mise au point de méthodes de remaillage adaptatif 3D dans le cadre de
simulations numériques de mise en forme de structure minces

Participants: Houman Borouchaki, Abel Cherouat, Laurence Moreau [correspondant].

L’objectif est de reconstruire un maillage de la surface 3D d’un buste féminin a partir d’images 2D issues
des prises de vue simultanées de plusieurs appareils photos numériques (photos prises sous des angles
différents). Une cabine de mesure, équipée de 24 appareils photos numériques, 6 vidéoprojecteurs, pilotée
par un ordinateur extérieur a la cabine a été développée et permet d’acquérir de maniere simultanée 24
photos numériques du buste sous des angles différents. Un algorithme original basé sur I'utilisation d’un
motif projeté sur le buste a été développé et programmé pour la corrélation entre les images 2D. Une méthode
de triangulation 3D associée a une technique d’optimisation a été développée et permet de déterminer les
positions 3D des points a partir des pixels de vues différentes.

Applications du maillage et développements de méthodes avancées pour
la cryptographie

Participants: Dominique Barchiesi [correspondant], Thomas Grosges, Michael Frangois.

L’utilisation des nombres (pseudo)-aléatoires a pris une dimension importante ces dernieres décennies. De
nombreuses applications dans le domaine des télécommunications, de la cryptographie, des simulations
numériques ou encore des jeux de hasard, ont contribué au développement et a 1’'usage de ces nombres.
Les méthodes utilisées pour la génération de tels nombres (pseudo)-aléatoires proviennent de deux types de
processus : physique et algorithmique. Ce projet de recherche a donc pour objectif principal le développement
de nouveaux procédés de génération de clés de chiffrement, dits “exotiques”, basés sur des processus
physiques, multi-échelles, multi-domaines assurant un niveau élevé de sécurité. Deux classes de générateurs
basés sur des principes de mesures physiques et des processus mathématiques ont été développé.

La premiere classe de générateurs exploite la réponse d’un systeme physique servant de source pour la
génération des séquences aléatoires. Cette classe utilise aussi bien des résultats de simulation que des résultats
de mesures interférométriques pour produire des séquences de nombres aléatoires. L’ application du maillage
adaptatif sert au contrdle de I’erreur sur la solution des champs physiques (simulés ou mesurés). A partir de ces
cartes physiques, un maillage avec estimateur d’erreur sur 1’entropie du systeme est appliqué. Celui-ci permet
de redistribuer les positions spatiales des noeuds. L’étude (locale) de la réduction d’entropie des clés tout au
long de la chaine de création et 1’étude (globale) de 1’entropie de 1’espace des clés générées sont réalisées a
partir de tests statistiques.

La seconde classe de générateurs porte sur le développement de méthodes avancées et est basée sur
I’exploitation de fonctions chaotiques en utilisant les sorties de ces fonctions comme indice de permutation
sur un vecteur initial. Ce projet s’intéresse également aux systemes de chiffrement pour la protection des
données et deux algorithmes de chiffrement d’images utilisant des fonctions chaotiques sont développés et
analysés. Ces Algorithmes utilisent un processus de permutation-substitution sur les bits de I’'image originale.
Une analyse statistique approfondie confirme la pertinence des cryptosystemes développés.
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Développement de méthodes avancées et maillages appliqués aa I’étude

de la nanomorphologie des nanotubes/fils en suspension liquide

Participants: Dominique Barchiesi, Houman Borouchaki, Abel Cherouat, Anis Chaari, Thomas Grosges
[correspondant], Laurence Moreau.

Ce projet de recherche (NANOMORPH) a pour objet principal le de’veloppement et la mise au point d’une
instrumentation optique pour de’terminer la distribution en tailles et le coefficient de forme de nanofils
(NF) ou de nanotubes (NT) en suspension dans un e’coulement. Au cours de ce projet, deux types de
techniques optiques comple ‘mentaires sont de’veloppe’es. La premie’re, base’e sur la diffusion statique
de la lumie're, ne’cessite d’e’tudier au pre‘alable la physico-chimie de la dispersion, la stabilisation et
I’orientation des nanofils dans les milieux d’e’tude. La seconde me thode, base’e sur une me thode opto-
photothermique pulse’e, ne’cessite en sus, la modelisation de I’interaction laser/nanofils, ainsi que 1’e’tude
des phe’nome nes multiphysiques induits par ce pro-cessus. L’implication de I’e’quipe-projet GAMMA3
concerne principalement la simulation mul- tiphysique de I’interaction laser-nanofils et 1’e “volution temporelle
des bulles et leurs formations. L’une des principales difficultes de ces proble ‘matiques est que la ge“ome trie
du domaine est variable (a” la fois au sens ge’ome trique et topologique). Ces simulations ne peuvent donc
e"tre re’alise’es que dans un sche 'ma adaptatif de calcul ne’cessitant le remaillage tridimensionnel mobile,
de’formable avec topologie variable du domaine (formation et e volution des bulles au cours du temps et de
I’espace).

Applications du maillage a des problémes multi-physiques,
développement de méthodes de résolutions avancées et modélisation

électromagnetisme-thermique-mécanique a 1’échelle mesoscopique

Participants: Dominique Barchiesi [correspondant], Thomas Grosges, Abel Cherouat, Thomas Grosges,
Houman Borouchaki, Laurence Giraud-Moreau, Sameh Kessentini, Anis Chaari, Fadhil Mezghani.

Le contrdle et I’adaptation du maillage lors de la résolution de problémes couplés ou/et non linéaires reste
un probleme ouvert et fortement dépendant du type de couplage physique entre les EDP a résoudre. Notre
objectif est de développer des modeles stables afin de calculer les dilatations induites par 1’absorption
d’énergie électromagnétique, par des structures matérielles inférieures au micron. Les structures étudiées sont
en particulier des nanoparticules métalliques en condition de résonance plasmon. Dans ce cas, un maximum
d’énergie absorbée est attendu, accompagné d’un maximum d’élévation de température et de dilatation. Il faut
en particulier développer des modeles permettant de simuler le comportement multiphysique de particules
de formes quelconques, pour une gamme de fréquences du laser d’éclairage assez étendue afin d’obtenir une
étude spectroscopique de la température et de la dilatation.L’objectif intermédiaire est de pouvoir quantifier
la dilatation en fonction de la puissance laser incidente. Le calcul doit donc étre dimensionné et permettre
finalement des applications dans les domaines des capteurs et de 1’ingénierie biomédicale. En effet, ces
nanoparticules métalliques sont utilisées a la fois pour le traitement des cancers superficiels par nécrose de
tumeur sous éclairage adéquat, dans la fenétres de transparence cellulaire. Déposées sur un substrat de verre,
ces nanoparticules permettent de construire des capteurs utilisant la résonance plasmon pour étre plus sensibles
(voir projet européen Nanoantenna et 1’activité génération de nombres aléatoires. Cependant, dans les deux
cas, il est nécessaire, en environnement complexe de déterminer la température locale, voire la dilatation de
ces nanoparticules, pouvant conduire a une désaccord du capteur, la résonance plasmon étant tres sensible aux
parametres géométriques et matériels des nanostructures. Dans ce sens, I’étude permet d’aller plus loin que la
<< simple >> interaction électromagnétique avec la matiere du projet européen Nanoantenna.

Le travail de I’année 2012 a constitué en une pré-étude des spécificités de ce type de probleme multiphysique
pour des structures de forme simple et la mise en place de fonctions test de référence, pour les développements
de maillage adaptatifs pour les modeles multiphysiques éléments finis. Nous espérons pouvoir proposer un
projet ANR couplant les points de vue microscopiques et macroscopiques dans les deux années qui viennent.
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Mesh adaptation for very high-order numerical scheme
Participants: Frederic Alauzet [correspondant], Adrien Loseille, Estelle Mbinky.

In the past, we have demonstrate that multi-scale anisotropic mesh adaptation is a powerful tool to accurately
simulate compressible flow problem and to obtain faster convergence to continuous solutions. But, this was
limited to second order numerical scheme. Nowadays, numerous teams are working on the development of
very high-order numerical scheme (e.g. of third or greater order): Discontinous Galerkin, Residual Distribution
scheme, Spectral method, ...

This work extend interpolation error estimates to higher order numerical solution representation. We have
examined the case of third-order accuracy. The first step is to reduce the tri-linear form given by the third
order error term into a quadratic form based on the third order derivative. From this local error model, the
optimal mesh is exhibited thanks to the continuous mesh framework.

Visualisation et modification des maillages courbes d’ordre élevé
Participants: Julien Castelneau, Adrien Loseille [correspondant], Loic Maréchal.

Dans le cadre du projet ILab, des nouveaux algorithmes de visualisation et de modifications interactives des
maillages courbes et hybrides ont été développés. En effet, une des principales difficultés dans la génération de
maillages courbes reste la visualisation. Il est également nécessaire de disposer d’algorithmes de corrections
interactifs car les maillages de surfaces initiaux (de degré 2) sont pour la plupart faux.

A changing-topology ALE numerical scheme
Participants: Frédéric Alauzet [correspondant], Nicolas Baral.

The main difficulty arising in numerical simulations with moving geometries is to handle the displacement
of the domain boundaries, i.e., the moving bodies. Only vertices displacement is not sufficient to achieve
complex movement such as shear. We proved that the use of edge swapping allows us to achieve such complex
displacement. We therefore developed an ALE formulation of this topological mesh modification to preserve
the solver accuracy and convergence order. The goal is to extend to 3D the previous work done in 2D.

Mesh adaptation for Navier-Stokes Equations
Participants: Frédéric Alauzet, Victorien Menier, Adrien Loseille [correspondant].

Adaptive simulations for Navier-Stokes equations require to propose accurate error estimates and design robust
mesh adaptation algorithms (for boundary layers).

For error estimates, we design new estimates suited to accurately capture the speed profile in the boundary
layers. For mesh adaptation, we design a new method to generate structured boundary layer meshes which
are mandatory to accurately compute compressible flows a high Reynolds number (several millions). It couple
the specification of the optimal boundary layer from the geometry boundary and moving mesh techniques to
extrude the boundary layer in an already existing mesh. The main advantage of this approach is its robustness,
i.e., at each step of the algorithm we have always a valid mesh.

Maillages hexaédriques et calcul parallele
Participant: Loic Maréchal [correspondant].

Développement d’un remailleur de surfaces par la méthode octree. Celui-ci permet de passer d’une surface
triangulée a problemes (intersections de triangles, non-conformités, trous, etc.) & un maillage valide au sens
des éléments finis.

Nouvelle version de la librairie d’aide au calcul sur GPU, GMLIB2, permettant de porter des codes travaillant
sur des maillages de maniere bien plus simple et efficace que la précédente. Des accélérations de I’ordre de
30, par rapport 2 un CPU en séquentiel, ont été obtenus avec le solveur Wolf et le mailleur Hexotic sur une
carte Quadro 6000.

De nombreux développements sur le mailleur hexaédrique Hexotic ont été réalisés suite aux demandes de
nombreux acheteurs industriels potentiels.
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5. New Results

5.1. PIROCK: a swiss-knife partitioned implicit-explicit orthogonal
Runge-Kutta Chebyshev integrator for stiff diffusion-advection-reaction
problems with or without noise

In [37], a partitioned implicit-explicit orthogonal Runge-Kutta method (PIROCK) is proposed for the time
integration of diffusion-advection-reaction problems with possibly severely stiff reaction terms and stiff
stochastic terms. The diffusion terms are solved by the explicit second order orthogonal Chebyshev method
(ROCK2), while the stiff reaction terms (solved implicitly) and the advection and noise terms (solved
explicitly) are integrated in the algorithm as finishing procedures. It is shown that the various coupling
(between diffusion, reaction, advection and noise) can be stabilized in the PIROCK method. The method,
implemented in a single black-box code that is fully adaptive, provides error estimators for the various terms
present in the problem, and requires from the user solely the right-hand side of the differential equation.
Numerical experiments and comparisons with existing Chebyshev methods, IMEX methods and partitioned
methods show the efficiency and flexibility of our new algorithm.

5.2. Mean-square A-stable diagonally drift-implicit integrators of weak second
order for stiff Ito6 stochastic differential equations

In [38], we introduce two drift-diagonally-implicit and derivative-free integrators for stiff systems of Itd
stochastic differential equations with general non-commutative noise which have weak order 2 and deter-
ministic order 2, 3, respectively. The methods are shown to be mean-square A-stable for the usual complex
scalar linear test problem with multiplicative noise and improve significantly the stability properties of the
drift-diagonally-implicit methods previously introduced [K. Debrabant and A. R68 ler, Appl. Num. Math., 59,
2009].

5.3. Weak second order explicit stabilized methods for stiff stochastic
differential equations

In [39], we introduce a new family of explicit integrators for stiff Itd stochastic differential equations (SDEs)
of weak order two. These numerical methods belong to the class of one-step stabilized methods with extended
stability domains and do not suffer from the stepsize reduction faced by standard explicit methods. The family
is based on the standard second order orthogonal Runge-Kutta Chebyshev methods (ROCK?2) for deterministic
problems. The convergence, and the mean-square and asymptotic stability properties of the methods are
analyzed. Numerical experiments, including applications to nonlinear SDEs and parabolic stochastic partial
differential equations are presented and confirm the theoretical results.

5.4. High weak order methods for stochastic differential equations based on
modified equations

Inspired by recent advances in the theory of modified differential equations, we propose in [11], a new
methodology for constructing numerical integrators with high weak order for the time integration of stochastic
differential equations. This approach is illustrated with the constructions of new methods of weak order two, in
particular, semi-implicit integrators well suited for stiff (mean-square stable) stochastic problems, and implicit
integrators that exactly conserve all quadratic first integrals of a stochastic dynamical system. Numerical
examples confirm the theoretical results and show the versatility of our methodology.
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5.5. Analysis of the finite element heterogeneous multiscale method for
nonmonotone elliptic homogenization problems

In [13], an analysis of the finite element heterogeneous multiscale method for a class of quasilinear elliptic
homogenization problems of nonmonotone type is proposed. We obtain optimal convergence results for
dimension d < 3. Our results, which also take into account the microscale discretization, are valid for both
simplicial and quadrilateral finite elements. Optimal a-priori error estimates are obtained for the H' and L?
norms, error bounds similar as for linear elliptic problems are derived for the resonance error. Uniqueness
of a numerical solution is proved. Moreover, the Newton method used to compute the solution is shown to
converge. Numerical experiments confirm the theoretical convergence rates and illustrate the behavior of the
numerical method for various nonlinear problems.

5.6. Coupling heterogeneous multiscale FEM with Runge-Kutta methods for
parabolic homogenization problems: a fully discrete space-time analysis

Numerical methods for parabolic homogenization problems combining finite element methods (FEMs) in
space with Runge-Kutta methods in time are proposed in [14]. The space discretization is based on the coupling
of macro and micro finite element methods following the framework of the Heterogeneous Multiscale Method
(HMM). We present a fully-discrete analysis in both space and time. Our analysis relies on new (optimal) error
bounds in the norms L2(H?'), C°(L?), and C°(H?') for the fully discrete analysis in space. These bounds can
then be used to derive fully discrete space-time error estimates for a variety of Runge-Kutta methods, including
implicit methods (e.g., Radau methods) and explicit stabilized method (e.g., Chebyshev methods). Numerical
experiments confirm our theoretical convergence rates and illustrate the performance of the methods.

5.7. A priori error estimates for finite element methods with numerical
quadrature for nonmonotone nonlinear elliptic problems

The effect of numerical quadrature in finite element methods for solving quasilinear elliptic problems of
nonmonotone type is studied in [12]. Under similar assumption on the quadrature formula as for linear
problems, optimal error estimates in the L? and the H' norms are proved. The numerical solution obtained
from the finite element method with quadrature formula is shown to be unique for a sufficiently fine mesh. The
analysis is valid for both simplicial and rectangular finite elements of arbitrary order. Numerical experiments
corroborate the theoretical convergence rates.

5.8. An Isogeometric Analysis Approach for the study of the gyrokinetic
quasi-neutrality equation

In [25], a new discretization scheme of the gyrokinetic quasi-neutrality equation is proposed. It is based
on Isogeometric Analysis; the IGA which relies on NURBS functions, seems to accommodate arbitrary
coordinates and the use of complicated computation domains. Moreover, arbitrary high order degree of basis
functions can be used. Here, this approach is successfully tested on elliptic problems like the quasi-neutrality
equation.

5.9. Guiding-center simulations on curvilinear meshes using semi-Lagrangian
conservative methods

The purpose of this work [32] is to design simulation tools for magnetised plasmas in the ITER project
framework. The specic issue we consider is the simulation of turbulent transport in the core of a Tokamak
plasma, for which a 5D gyrokinetic model is generally used, where the fast gyromotion of the particles in the
strong magnetic field is averaged in order to remove the associated fast time-scale and to reduce the dimension
of 6D phase space involved in the full Vlasov model. Very accurate schemes and efficient parallel algorithms
are required to cope with these still very costly simulations. The presence of a strong magnetic field constrains
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the time scales of the particle motion along and accross the magnetic field line, the latter being at least an
order of magnitude slower. This also has an impact on the spatial variations of the observables. Therefore,
the efficiency of the algorithm can be improved considerably by aligning the mesh with the magnetic field
lines. For this reason, we study the behavior of semi-Lagrangian solvers in curvilinear coordinates. Before
tackling the full gyrokinetic model in a future work, we consider here the reduced 2D Guiding-Center model.
We introduce our numerical algorithm and provide some numerical results showing its good properties.

Quasi-periodic solutions of the 2D Euler equation

In [45], we consider the two-dimensional Euler equation with periodic boundary conditions. We construct
time quasi-periodic solutions of this equation made of localized travelling profiles with compact support
propagating over a stationary state depending on only one variable. The direction of propagation is orthogonal
to this variable, and the support is concentrated on flat strips of the stationary state. The frequencies of the
solution are given by the locally constant velocities associated with the stationary state.

Kinetic/fluid micro-macro numerical schemes for Vlasov-Poisson-BGK
equation using particles

This work [24] is devoted to the numerical simulation of the Vlasov equation in the fluid limit using particles.
To that purpose, we first perform a micro-macro decomposition as in [Benoune, Lemou, Mieussens, JCP 08]
where asymptotic preserving schemes have been derived in the fluid limit. In [Benoune, Lemou, Mieussens,
JCP 08] , a uniform grid was used to approximate both the micro and the macro part of the full distribution
function. Here, we modify this approach by using a particle approximation for the kinetic (micro) part, the
fluid (macro) part being always discretized by standard finite volume schemes. There are many advantages
in doing so: (i) the so-obtained scheme presents a much less level of noise compared to the standard particle
method; (i7) the computational cost of the micro-macro model is reduced in the fluid regime since a small
number of particles is needed for the micro part; (ii7) the scheme is asymptotic preserving in the sense that it
is consistent with the kinetic equation in the rarefied regime and it degenerates into a uniformly (with respect
to the Knudsen number) consistent (and deterministic) approximation of the limiting equation in the fluid
regime.

Two-Scale Macro-Micro decomposition of the Vlasov equation with a
strong magnetic field

In this paper [26], we build a Two-Scale Macro-Micro decomposition of the Vlasov equation with a strong
magnetic field. This consists in writing the solution of this equation as a sum of two oscillating functions with
circonscribed oscillations. The first of these functions has a shape which is close to the shape of the Two-Scale
limit of the solution and the second one is a correction built to offset this imposed shape. The aim of such a
decomposition is to be the starting point for the construction of Two-Scale Asymptotic-Preserving Schemes.

A dynamic multi-scale model for transient radiative transfer calculations

In [55], a dynamic multi-scale model which couples the transient radiative transfer equation (RTE) and the
diffusion equation (DE) is proposed and validated. It is based on a domain decomposition method where the
system is divided into a mesoscopic subdomain, where the RTE is solved, and a macroscopic subdomain where
the DE is solved. A buffer zone is introduced between the mesoscopic and the macroscopic subdomains, as
proposed by [Degond, Jin, STAM J. Num. Anal. 05], where a coupled system of two equations, one at the
mesoscopic and the other at the macroscopic scale, is solved. The DE and the RTE are coupled through
the equations inside the buffer zone, instead of being coupled through a geometric interface like in standard
domain decomposition methods. One main advantage is that no boundary or interface conditions are needed
for the DE. The model is compared to Monte Carlo, finite volume and P1 solutions in one dimensional
stationary and transient test cases, and presents promising results in terms of trade-off between accuracy and
computational requirements.
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5.14. Accuracy of unperturbed motion of particles in a gyrokinetic
semi-Lagrangian code

Inaccurate description of the equilibrium can yield to spurious effects in gyrokinetic turbulence simulations.
Also, the Vlasov solver and time integration schemes impact the conservation of physical quantities, especially
in long-term simulations. Equilibrium and Vlasov solver have to be tuned in order to preserve constant states
(equilibrium) and to provide good conservation property along time (mass to begin with). Several illustrative
simple test cases are given in [36] to show typical spurious effects that one can observes for poor settings.
We explain why Forward Semi-Lagrangian scheme bring us some benefits. Some toroidal and cylindrical
GYSELA runs are shown that use FSL.

5.15. High order Runge-Kutta-Nystrom splitting methods for the
Vlasov-Poisson equation

In this work [46], we derive the order conditions for fourth order time splitting schemes in the case of the
1D Vlasov-Poisson system. Computations to obtain such conditions are motivated by the specific Poisson
structure of the Vlasov-Poisson system : this structure is similar to Runge-Kutta-Nystrom systems. The
obtained conditions are proved to be the same as RKN conditions derived for ODE up to the fourth order.
Numerical results are performed and show the benefit of using high order splitting schemes in that context.

5.16. A Discontinuous Galerkin semi-Lagrangian solver for the guiding-center
problem

In this paper [49], we test an innovative numerical scheme for the simulation of the guiding-center model, of
interest in the domain of plasma physics, namely for fusion devices. We propose a 1D Discontinuous Galerkin
(DG) discretization, whose basis are the Lagrange polynomials interpolating the Gauss points inside each
cell, coupled to a conservative semi-Lagrangian (SL) strategy. Then, we pass to the 2D setting by means of
a second-order Strangsplitting strategy. In order to solve the 2D Poisson equation on the DG discretization,
we adapt the spectral strategy used for equally-spaced meshes to our Gauss-point-based basis. The 1D solver
is validated on a standard benchmark for the nonlinear advection; then, the 2D solver is tested against the
swirling deformation ow test case; nally, we pass to the simulation of the guiding-center model, and compare
our numerical results to those given by the Backward Semi-Lagrangian method.

5.17. Asymptotic preserving schemes for highly oscillatory kinetic equation

This work [48] is devoted to the numerical simulation of a Vlasov-Poisson model describing a charged particle
beam under the action of a rapidly oscillating external electric field. We construct an Asymptotic Preserving
numerical scheme for this kinetic equation in the highly oscillatory limit. This scheme enables to simulate
the problem without using any time step refinement technique. Moreover, since our numerical method is not
based on the derivation of the simulation of asymptotic models, it works in the regime where the solution does
not oscillate rapidly, and in the highly oscillatory regime as well. Our method is based on a "double-scale"
reformulation of the initial equation, with the introduction of an additional periodic variable.

5.18. Asymptotic preserving schemes for the Wigner-Poisson-BGK equations
in the diffusion limit

This work [47] focusses on the numerical simulation of the Wigner-Poisson-BGK equation in the diffusion
asymptotics. Our strategy is based on a “micro-macro” decomposition, which leads to a system of equations
that couple the macroscopic evolution (diffusion) to a microscopic kinetic contribution for the fluctuations. A
semi-implicit discretization provides a numerical scheme which is stable with respect to the small parameter
€ (mean free path) and which possesses the following properties: (i) it enjoys the asymptotic preserving
property in the diffusive limit; (ii) it recovers a standard discretization of the Wigner-Poisson equation in
the collisionless regime. Numerical experiments confirm the good behaviour of the numerical scheme in both
regimes. The case of a spatially dependent () is also investigated.
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Orbital stability of spherical galactic models

In [31], we consider the three dimensional gravitational Vlasov Poisson system which is a canonical model
in astrophysics to describe the dynamics of galactic clusters. A well known conjecture (Binney, Tremaine
in Galactic Dynamics, Princeton University Press, Princeton, 1987) is the stability of spherical models
which are nonincreasing radially symmetric steady states solutions. This conjecture was proved at the linear
level by several authors in the continuation of the breakthrough work by Antonov (Sov. Astron. 4:859-867,
1961). In the previous work (Lemou et al. in A new variational approach to the stability of gravitational
systems, submitted, 2011), we derived the stability of anisotropic models under spherically symmetric
perturbations using fundamental monotonicity properties of the Hamiltonian under suitable generalized
symmetric rearrangements first observed in the physics literature (Lynden-Bell in Mon. Not. R. Astron. Soc.
144:189-217, 1969; Gardner in Phys. Fluids 6:839-840, 1963; Wiechen et al. in Mon. Not. R. Astron. Soc.
223:623-646, 1988; Aly in Mon. Not. R. Astron. Soc. 241:15, 1989). In this work, we show how this approach
combined with a new generalized Antonov type coercivity property implies the orbital stability of spherical
models under general perturbations.

Stable ground states and self-similar blow-up solutions for the
gravitational Vlasov-Manev system

In this work [54], we study the orbital stability of steady states and the existence of blow-up self-similar
solutions to the so-called Vlasov-Manev (VM) system. This system is a kinetic model which has a similar
Vlasov structure as the classical Vlasov-Poisson system, but is coupled to a potential in —1/r — 1/r? (Manev
potential) instead of the usual gravitational potential in -1/r, and in particular the potential field does not satisfy
a Poisson equation but a fractional- Laplacian equation. We first prove the orbital stability of the ground
states type solutions which are constructed as minimizers of the Hamiltonian, following the classical strategy:
compactness of the minimizing sequences and the rigidity of the flow. However, in driving this analysis, there
are two mathematical obstacles: the first one is related to the possible blow-up of solutions to the VM system,
which we overcome by imposing a sub-critical condition on the constraints of the variational problem. The
second difficulty (and the most important) is related to the nature of the Euleri-Lagrange equations (fractional-
Laplacian equations) to which classical results for the Poisson equation do not extend. We overcome this
difficulty by proving the uniqueness of the minimizer under equimeasurabilty constraints, using only the
regularity of the potential and not the fractional- Laplacian Euler-Lagrange equations itself. In the second part
of this work, we prove the existence of exact self-similar blow-up solutions to the Vlasov-Manev equation,
with initial data arbitrarily close to ground states. This construction is based on a suitable variational problem
with equimeasurability constraint.

Micro-macro schemes for Kinetic equations including boundary layers

In this paper [53], we introduce a new micro-macro decomposition of collisional kinetic equations in the
specific case of the diffusion limit, which naturally incorporates the incoming boundary conditions. The idea
is to write the distribution function f in all its domain as the sum of an equilibrium adapted to the boundary
(which is not the usual equilibrium associated with f) and a remaining kinetic part. This equilibrium is defined
such that its incoming velocity moments coincide with the incoming velocity moments of the distribution
function. A consequence of this strategy is that no artificial boundary condition is needed in the micromacro
models and the exact boundary condition on f is naturally transposed to the macro part of the model. This
method provides an “Asymptotic preserving" numerical scheme which generates a very good approximation
of the space boundary values at the diffusive limit, without any mesh refinement in the boundary layers.
Our numerical results are in very good agreement with the exact so-called Chandrasekhar value, which is
explicitely known in some simple cases.

Stroboscopic averaging for the nonlinear Schrodinger equation
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In this paper [35], we are concerned with an averaging procedure, -namely Stroboscopic averaging-, for
highly-oscillatory evolution equations posed in a (possibly infinite dimensional) Banach space, typically
partial differential equations (PDEs) in a high-frequency regime where only one frequency is present. We
construct a high order averaged system whose solution remains exponentially close to the exact one over
long time intervals, possesses the same geometric properties (structure, invariants, . . . ) as compared to
the original system, and is non-oscillatory. We then apply our results to the nonlinear Schrédinger equation
on the d-dimensional torus T¢, or in R® with a harmonic oscillator, for which we obtain a hierarchy of
Hamiltonian averaged models. Our results are illustrated numerically on several examples borrowed from
the recent literature.

An asymptotic preserving scheme based on a new formulation for NLS in
the semiclassical limit

In [41], we consider the semiclassical limit for the nonlinear Schrodinger equation. We introduce a
phase/amplitude representation given by a system similar to the hydrodynamical formulation, whose nov-
elty consists in including some asymptotically vanishing viscosity. We prove that the system is always locally
well-posed in a class of Sobolev spaces, and globally well-posed for a fixed positive Planck constant in the
one-dimensional case. We propose a second order numerical scheme which is asymptotic preserving. Before
singularities appear in the limiting Euler equation, we recover the quadratic physical observables as well as
the wave function with mesh size and time step independent of the Planck constant. This approach is also well
suited to the linear Schrodinger equation.

Analysis of a large number of Markov chains competing for transitions

In [17], we consider the behaviour of a stochastic system composed of several identically distributed, but
non independent, discrete-time absorbing Markov chains competing at each instant for a transition. The
competition consists in determining at each instant, using a given probability distribution, the only Markov
chain allowed to make a transition. We analyse the first time at which one of the Markov chains reaches its
absorbing state. When the number of Markov chains goes to infinity, we analyse the asymptotic behaviour of
the system for an arbitrary probability mass function governing the competition. We give conditions that ensure
the existence of the asymptotic distribution and we show how these results apply to cluster-based distributed
storage when the competition is handled using a geometric distribution.

High frequency behavior of the Maxwell-Bloch mdel with relaxations:
convergence to the Schrodinger-rate system

We study in [20] the Maxwell-Bloch model, which describes the propagation of a laser through a material
and the associated interaction between laser and matter (polarization of the atoms through light propagation,
photon emission and absorption, etc.). The laser field is described through Maxwell’s equations, a classical
equation, while matter is represented at a quantum level and satisfies a quantum Liouville equation known
as the Bloch model. Coupling between laser and matter is described through a quadratic source term in both
equations. The model also takes into account partial relaxation effects, namely the trend of matter to return
to its natural thermodynamic equilibrium. The whole system involves 6+N (N + 1)/2 unknowns, the six-
dimensional electromagnetic field plus the N (N + 1)/2 unknowns describing the state of matter, where N
is the number of atomic energy levels of the considered material. We consider at once a high-frequency and
weak coupling situation, in the general case of anisotropic electromagnetic fields that are subject to diffraction.
Degenerate energy levels are allowed. The whole system is stiff and involves strong nonlinearities. We show
the convergence to a nonstiff, nonlinear, coupled Schrédinger-Boltzmann model, involving 3+/N unknowns.
The electromagnetic field is eventually described through its envelope, one unknown vector in C3. It satisfies
a Schrodinger equation that takes into account propagation and diffraction of light inside the material. Matter
on the other hand is described through a N-dimensional vector describing the occupation numbers of each
atomic level. It satisfies a Boltzmann equation that describes the jumps of the electrons between the various
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atomic energy levels, as induced by the interaction with light. The rate of exchange between the atomic levels
is proportional to the intensity of the laser field. The whole system is the physically natural nonlinear model.
In order to provide an important and explicit example, we completely analyze the specific (two dimensional)
Transverse Magnetic case, for which formulae turn out to be simpler. Technically speaking, our analysis does
not enter the usual mathematical framework of geometric optics: it is more singular, and requires an ad hoc
Ansatz.

Radiation condition at infinity for the high-frequency Helmholtz
equation: optimality of a non-refocusing criterion

In [43], we consider the high frequency Helmholtz equation with a variable refraction index n?(x) (z € R9),
supplemented with a given high frequency source term supported near the origin x = 0. A small absorption
parameter o > 0 is added, which prescribes a radiation condition at infinity for the considered Helmholtz
equation. The semi-classical parameter is € > 0. We let ¢ and o go to zero simultaneously. We study the
question whether the prescribed radiation condition at infinity is satisfied uniformly along the asymptotic
process € — 0. This question has been previously studied by the first author, who has proved that the radiation
condition is indeed satisfied uniformly in €, provided the refraction index satisfies a specific non-refocusing
condition. The non-refocusing condition requires, in essence, that the rays of geometric optics naturally
associated with the high-frequency Helmholtz operator, and that are sent from the origin = = 0 at time ¢ = 0,
should not refocus at some later time ¢ > 0 near the origin again. In the present text we show the optimality
of the above mentioned non-refocusing condition. We exhibit a refraction index which does refocus the rays
of geometric optics sent from the origin near the origin again, and we show that the limiting solution does not
satisfy the natural radiation condition at infinity in that case.

Coexistence phenomena and global bifurcation structure in a
chemostat-like model with species-dependent diffusion rates

We study in [44] the competition of two species for a single resource in a chemostat. In the simplest space-
homogeneous situation, it is known that only one species survives, namely the best competitor. In order to
exhibit coexistence phenomena, where the two competitors are able to survive, we consider a space dependent
situation: we assume that the two species and the resource follow a diffusion process in space, on top of the
competition process. Besides, and in order to consider the most general case, we assume each population is
associated with a distinct diffusion constant. This is a key difficulty in our analysis: the specific (and classical)
case where all diffusion constants are equal, leads to a particular conservation law, which in turn allows to
eliminate the resource in the equations, a fact that considerably simplifies the analysis and the qualitative
phenomena. Using the global bifurcation theory, we prove that the underlying 2-species, stationary, diffusive,
chemostat-like model, does possess coexistence solutions, where both species survive. On top of that, we
identify the domain, in the space of the identified bifurcation parameters, for which the system does have
coexistence solutions.

Markov Chains Competing for Transitions: Application to Large-Scale
Distributed Systems

In [16], we consider the behaviour of a stochastic system composed of several identically distributed, but
non independent, discrete-time absorbing Markov chains competing at each instant for a transition. The
competition consists in determining at each instant, using a given probability distribution, the only Markov
chain allowed to make a transition. We analyse the first time at which one of the Markov chains reaches its
absorbing state. When the number of Markov chains goes to infinity, we analyse the asymptotic behaviour of
the system for an arbitrary probability mass function governing the competition. We give conditions that ensure
the existence of the asymptotic distribution and we show how these results apply to cluster-based distributed
storage when the competition is handled using a geometric distribution.
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Optimized high-order splitting methods for some classes of parabolic
equations

In this paper [21], we are concernedwith the numerical solution obtained by splitting methods of certain
parabolic partial differential equations. Splitting schemes of order higher than two with real coefficients
necessarily involve negative coefficients. It has been demonstrated that this second-order barrier can be
overcome by using splitting methods with complex-valued coefficients (with positive real parts). In this way,
methods of orders 3 to 14 by using the Suzuki-Yoshida triple (and quadruple) jump composition procedure
have been explicitly built. Here we reconsider this technique and show that it is inherently bounded to order
14 and clearly sub-optimal with respect to error constants. As an alternative, we solve directly the algebraic
equations arising from the order conditions and construct methods of orders 6 and 8 that are the most accurate
ones available at present time, even when low accuracies are desired. We also show that, in the general case,
14 is not an order barrier for splitting methods with complex coefficients with positive real part by building
explicitly a method of order 16 as a composition of methods of order 8.

A formal series approach to averaging: exponentially small error
estimates

The techniques, based on formal series and combinatorics, used nowadays to analyze numerical integrators
may be applied to perform high-order averaging in oscillatory periodic or quasi-periodic dynamical systems.
When this approach is employed, the averaged system may be written in terms of (i) scalar coefficients that are
universal, i.e. independent of the system under consideration and (ii) basis functions that may be written in an
explicit, systematic way in terms of the derivatives of the Fourier coefficients of the vector field being averaged.
The coefficients may be recursively computed in a simple fashion. We show in [22] that this approach may be
used to obtain exponentially small error estimates, as those first derived by Neishtadt. All the constants that
feature in the estimates have a simple explicit expression.

Higher-order averaging, formal series and numerical integration II: the
quasi-periodic case

The paper [23] considers non-autonomous oscillatory systems of ordinary differential equations with d>1 non-
resonant constant frequencies. Formal series like those used nowadays to analyze the properties of numerical
integrators are employed to construct higher-order averaged systems and the required changes of variables.
With the new approach, the averaged system and the change of variables consist of vector-valued functions that
may be written down immediately and scalar coefficients that are universal in the sense that they do not depend
on the specific system being averaged and may therefore be computed once and for all. The new method may
be applied to obtain a variety of averaged systems. In particular we study the quasi-stroboscopic averaged
system characterized by the property that the true oscillatory solution and the averaged solution coincide at
the initial time. We show that quasi- stroboscopic averaging is a geometric procedure because it is independent
of the particular choice of co-ordinates used to write the given system. As a consequence, quasi-stroboscopic
averaging of a canonical Hamiltonian (resp. of a divergence-free) system results in a canonical (resp. in a
divergence-free) averaged system. We also study the averaging of a family of near-integrable systems where
our approach may be used to construct explicitly d formal first integrals for both the given system and its
quasi-stroboscopic averaged version. As an application we construct three first integrals of a system that arises
as a nonlinear perturbation of five coupled harmonic oscillators with one slow frequency and four resonant
fast frequencies.

Existence of densities for the 3D Navier-Stokes equations driven by

Gaussian noise

We prove in [50] three results on the existence of densities for the laws of finite dimensional functionals of the
solutions of the stochastic Navier-Stokes equations in dimension 3. In particular, under very mild assumptions
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on the noise, we prove that finite dimensional projections of the solutions have densities with respect to the
Lebesgue measure which have some smoothness when measured in a Besov space. This is proved thanks to a
new argument inspired by an idea introduced in Fournier and Printems (2010).

5.33. Diffusion limit for a stochastic kinetic problem

We study in [30] the limit of a kinetic evolution equation involving a small parameter and perturbed by a
smooth random term which also involves the small parameter. Generalizing the classical method of perturbed
test functions, we show the convergence to the solution of a stochastic diffusion equation.

5.34. Global Existence and Regularity for the 3D Stochastic Primitive
Equations of the Ocean and Atmosphere with Multiplicative White Noise

The Primitive Equations are a basic model in the study of large scale Oceanic and Atmospheric dynamics.
These systems form the analytical core of the most advanced General Circulation Models. For this reason and
due to their challenging nonlinear and anisotropic structure the Primitive Equations have recently received
considerable attention from the mathematical community. In view of the complex multi-scale nature of the
earth’s climate system, many uncertainties appear that should be accounted for in the basic dynamical models
of atmospheric and oceanic processes. In the climate community stochastic methods have come into extensive
use in this connection. For this reason there has appeared a need to further develop the foundations of nonlinear
stochastic partial differential equations in connection with the Primitive Equations and more generally. In this
work [29] we study a stochastic version of the Primitive Equations. We establish the global existence of strong,
pathwise solutions for these equations in dimension 3 for the case of a nonlinear multiplicative noise. The proof
makes use of anisotropic estimates, L”_tL9_x estimates on the pressure and stopping time arguments.

5.35. Weak backward error analysis for SDEs

We consider in [28] numerical approximations of stochastic differential equations by the Euler method. In the
case where the SDE is elliptic or hypoelliptic, we show a weak backward error analysis result in the sense that
the generator associated with the numerical solution coincides with the solution of a modified Kolmogorov
equation up to high order terms with respect to the stepsize. This implies that every invariant measure of the
numerical scheme is close to a modified invariant measure obtained by asymptotic expansion. Moreover, we
prove that, up to negligible terms, the dynamic associated with the Euler scheme is exponentially mixing.

5.36. Convergence of stochastic gene networks to hybrid piecewise
deterministic processes

In [27], we study the asymptotic behavior of multiscale stochastic gene networks using weak limits of Markov
jump processes. Depending on the time and concentration scales of the system we distinguish four types of
limits: continuous piecewise deterministic processes (PDP) with switching, PDP with jumps in the continuous
variables, averaged PDP, and PDP with singular switching. We justify rigorously the convergence for the four
types of limits. The convergence results can be used to simplify the stochastic dynamics of gene network
models arising in molecular biology.

5.37. Exponential mixing of the 3D stochastic Navier-Stokes equations driven
by mildly degenerate noises
In [15], we prove the strong Feller property and exponential mixing for 3D stochastic Navier-Stokes equation

driven by mildly degenerate noises (i.e. all but finitely many Fourier modes are forced) via Kolmogorov
equation approach.
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5.38. Existence and stability of solitons for fully discrete approximations of the
nonlinear Schrodinger equation

In [40] we study the long time behavior of a discrete approximation in time and space of the cubic nonlinear
Schrodinger equation on the real line. More precisely, we consider a symplectic time splitting integrator
applied to a discrete nonlinear Schrodinger equation with additional Dirichlet boundary conditions on a large
interval. We give conditions ensuring the existence of a numerical soliton which is close in energy norm to
the continuous soliton. Such result is valid under a CFL condition between the time and space stepsizes.
Furthermore we prove that if the initial datum is symmetric and close to the continuous soliton, then the
associated numerical solution remains close to the orbit of the continuous soliton for very long times.

5.39. Fast Weak-Kam Integrators

We consider in [42] a numerical scheme for Hamilton-Jacobi equations based on a direct discretization of the
Lax-Oleinik semi-group. We prove that this method is convergent with respect to the time and space stepsizes
provided the solution is Lipschitz, and give an error estimate. Moreover, we prove that the numerical scheme is
a geometric integrator satisfying a discrete weak-KAM theorem which allows to control its long time behavior.
Taking advantage of a fast algorithm for computing min-plus convolutions based on the decomposition of the
function into concave and convex parts, we show that the numerical scheme can be implemented in a very
efficient way.

5.40. Sparse spectral approximations for computing polynomial functionals

In [51], we give a new fast method for evaluating spectral approximations of nonlinear polynomial functionals.
We prove that the new algorithm is convergent if the functions considered are smooth enough, under a general
assumption on the spectral eigenfunctions that turns out to be satisfied in many cases, including the Fourier
and Hermite basis.
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6. New Results

6.1. Multi-fluid flows
e  Microfluidics : Participants: Charles-Henri Bruneau, Johana Pinilla (PhD), Sandra Tancogne (MCF
Reims).

To handle oil recovery by chemical processes it is useful to better understand the behaviour of
multifluids flows in a saturated soil. The porous medium is mimiced by a network of micro channels.
The simulation of immiscible multi-fluids flows is then performed by means of the level-sets and
the penalization methods to track the interfaces between the fluids and to get rid of the geometry
difficulties. In addition the Cox law is added in the model to better move the interfaces during the
simulations.

Concerning visco-elastic fluids in micro-channel, one has often to compute solutions of system for
which the viscosity in the stokes part is much smaller than that involved in the extra-stress. In his
thesis, V. Huber has constructed a second order scheme solving Stokes equations for a bifluid flow
with surface tension on a cartesian grid using a mixte finite volume-finite element approach.

6.2. Cancer modelling

We have improved our generic mathematical models describing tumor growth. These models were then
specialized for several types of cancer (thyroidal lung nodules, brain tumors). The algorithm used to recover
the parameters of these models from medical images has also been greatly improved and is now adapted to
run on HPC architectures.

e Secondary tumors in the lung:

The mathematical models describing the growth of secondary in the lungs have now settled and are
well understood. The main focus of the year was to keep on using these models on patient data.
New clinical case were selected by clinicians from the Institut Bergonié, there are currently under
study. The model is currently able to reproduce the growth observed on 5 clinical cases. In 2011,
various improvements to the calibration algorithms were made. The initial seeding of the algorithms
was a weak point of the procedure. This has been much improved using a genetic algorithm. A
complete rewrite of the routines was done to improve their versatility and efficiency. Previously, the
numerical simulations and calibration were performed in 2D (clinicians selected the most relevant
slice showing the evolution of the tumor). Work is now ongoing to switch to full 3D computations
and calibration.

e  Metastasis to the liver of a GIST
Gastro-Intestinal Stromal Tumors often create metastasis to the liver. We have modeled the response
to the treatment of such lesion starting from CT-scans.

e  Modeling glioblastomas:
In 2011, a hierarchy of models describing the growth of brain tumors was developed (and described
in a submitted paper) in collaboration with University of Alabama at Birmingham. As we wished
to obtain models that could be calibrated from patient data and yet be reasonably accurate, we
believe that these models are suitable trade-offs between the simplicity of the SwansonOs model
(the only one used on patient data of brain tumors so far) and the accuracy of more complex models
(that cannot really produce quantitative results). In particular, two models were built. The first one
allows to study the efficacy of anti-angiogenic therapies. It seems to predict that the efficacy of these
treatments is limited, this could be confirmed by a world-wide ongoing clinical study. The second
model has been validated and we are trying to recover its parameters for a patient in 3D (which is a
rather unique initiative to our knowledge).

e  Modelling of electrochemotherapy :
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Two articles related to the electrical cell modelling have been done ( [64], [61]) . The first one deals
with the influence of the ionic fluxes on the transmembrane voltage potential and on the cell volume.
The main insight of the results consists in linking the transmembrane potential with the cell volume:
it has been observed experimentally that cells with a low voltage potential do divide, whereas cells
with high voltage potential do not, and the obtained relationship between voltage potential and cell
volume can provide an explanation. The second article deals with a new model of cell electroporation
essentially based on the experimental results of the I.G.R. In this paper we describe precisely the
model, which takes into account the main experimental results in the electroporation process, and
we present a variationnal formulation inherent to the model that leads to new efficient schemes in
order to numerically solve the involved P.D.E.

The article describing a new electrical model of classical has been accepted in Journal of Math
Biology [27]. This new phenomenological model involves much less parameters than the usual
models, but it still provides the qualitatively good description of the electroporation. The main
feature of this model lies in the fact that it provides an intrinsic behavior of the cell membrane,
which seems in accordance with the preliminary experimental results of the IGR partner. We also
adapted the finite difference method developed by L. Weynans and M. Cisternino for elliptic interface
problems to the electropermeabilization model developed recently by C. Poignard with O. Kavian.
The new method has been validated by convergence tests and comparison with other models. We
have proven that in one dimension the numerical solution converges to the solution of the exact
problem.

e  Cell Migration modelling:
The collaboration with IECB (University of Bordeaux) has continued with the postdocatoral position
of Julie Joie. We have obtain a continuous model of cell density evolving on micropatterned
polymers. The research report RR 7998 will be published in Math. Biosci. and Eng. A discrete
model describing the single cells motility is being written.

We also have started a collaboration with the University of Osaka (Japan), thanks to a PHC Sakura
project, on the invadopodia. C. Poignard has been invited at Osaka in februray by Prof. Suzuki and
T.Colin and C.Poignard have been at Osaka in september. A model describing the destruction of
the extracellular matrix by the MMP enzyme, and then the cell migration has been obtained. R.
Mahumet, a PhD student of Prof. Suzuki is developing a code to simulate the model.

6.3. Newtonian fluid flows simulations and their analysis

e Simulations of water distribution systems :Water losses may constitute a large amount of the
distributed total water volume throughout water distribution systems. Here, a new model method is
proposed that intends to minimize the total water volume distributed through leakage reduction. Our
group has worked on the derivation of advection-reaction-diffusion type equations with an explicit
relationship between the local pressure and the leakage rate. An original splitting technique to solve
this type of hydraulic problem was then achieved. This technique allows pressure-dependent leakage
to be taken into account, whereas in most models leakage is assumed to be uniform along a pipe.
Finally, a constrained optimization problem was formulated for leakage reduction in WDS. The
control variable had the mean of a local head loss and is considered in the Boundary Conditions to
avoid dealing with discontinuities in the governing equations. The objective function to minimize
was a regularization of the total water volume distributed. Specific operational constraints were
added to ensure enough pressure at consumption points. The direct solution for this minimization
problem was sought with a Gradient type method. The leakage reduction was proven to be significant
in a case study. The percentage of leakage reduced from 24% to 10% in the linear relationship
between pressure and leakage flow rate. With other leakage exponents, the same rate of reduction
was achieved . The method was applied on a real network in the South-West of France. Controlling
the pressure at two different strategic points permits a significant amount of the total distributed water
to be saved (5%). This work was performed in collaboration with Cemagref Bordeaux . Future work
will consist of applying a sensibility analysis of control location points to optimize the method.
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Incompressible flows : modeling and simulation of moving and deformable bodies. The incompress-
ible Navier-Stokes equations are discretized in space onto a fixed cartesian mesh. The deformable
bodies are taken into using a first order penalization method and/or second order immersed bound-
ary method. The interface between the solid and the fluid is tracked using a level-set description so
that it is possible to simulate several bodies freely evolving in the fluid. A turbulence model based
on Samgorinsky model has been added to the numerical code. The numerical code written in the C
langage is massively parallel. The large linear systems (over than 100 millions of dofs) are solved
using the Petsc Library. As an illustration of the methods, fish-like locomotion is analyzed in terms
of propulsion efficiency. Underwater maneuvering and school swimming are also explored. We were
able to simulate the three-dimensional flow about a swimmer for realistic physical configurations.
Another application is the turbulent 3D flow around complex wind turbine (see http://www.math.
u-bordeaux 1.fr/~mbergman and http://www.math.u-bordeaux1.fr/MAB/mc2/analysis.html for sim-
ulation movies). Wake flows generated by boat propellers are also modeled and simulated.

We recently take in account a simplified elasticity model of the swimmer (elastic caudal tail of
a fish). Some elastic parameters allows to increase the swimming efficiency around 20%-30%.
Recent developments on multiphase flows have been performed. We are able to simulate water/air
interactions with interface regularization. The interface with a boat is also taken into account. See
http://www.math.u-bordeaux1.fr/~mbergman for simulations.

Turbulence flow on an hemisphere : Participants: Charles-Henri Bruneau, Patrick Fischer (MCF
Bordeaux 1), Yong Liang Xiong (PostDoc)

ANR Cyclobulle lead by Hamid Kellay Soap hemi-bubble film experiments have shown some links
between the formation of vortices when the hemi-bubble is heated at the equator and the formation
of tornados in the earth atmosphere. Two-dimensional simulations using a stereographic map are
used to compare to these experimental results and confirm the results when Coriolis force and heat
source terms are added.

Compressible flows: Immersed boundary methods. We are concerned with immersed boundary
methods, i.e., integration schemes where the grid does not fit the geometry, and among this class
of methods, more specifically with cartesian grid methods, where the forcing accounting for the
presence of boundaries is performed at the discrete level. We have developed a simple globally
second order scheme inspired by ghost cell approaches to solve compressible flows, inviscid as well
as viscous. In the fluid domain, away from the boundary, we use a classical finite-volume method
based on an approximate Riemann solver for the convective fluxes and a centered scheme for the
diffusive term. At the cells located on the boundary, we solve an ad hoc Riemann problem taking
into account the relevant boundary condition for the convective fluxes by an appropriate definition
of the contact discontinuity speed. This method can easily be implemented in existing codes and is
suitable for massive parallelization. It has been validated in two dimensions for Euler and Navier-
Stokes equations, and in three dimensions for Euler equations. The order of convergence is two in
L? norm for all variables, and between one and two in L> depending on the variables. The 3D code
has been parallelized with MPI. The case of a moving solid has been tested (flapping wing) and gives
results for the drag and the lift in agreement with the references in the literature.

The Oldroyd B constitutive model is used to study the role of the viscoelasticity of dilute polymer
solutions in two-dimensional flows past a bluff body using numerical simulations. This investigation
is motivated by the numerous experimental results obtained in quasi two dimensional systems such
as soap film channels. The numerical modeling is novel for this case and therefore a comprehensive
comparison is carried out to validate the present penalization method and artificial boundary
conditions. In particular we focus on flow past a circular object for various values of the Reynolds
number, Weissenberg number, and polymer viscosity ratio. Drag enhancement and drag reduction
regimes are discussed in detail along with their flow features such as the pattern of vortex shedding,
the variation of lift as well as changes in pressure, elongational rates, and polymer stress profiles.
A comprehensive study of the flow behavior and energy balance are carefully carried out for high
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Reynolds numbers. Flow instabilities in both numerical and experimental results are discussed for
high Weissenberg numbers .

Elliptic problems: We have developed a new cartesian method to solve elliptic problems with
immersed interfaces. These problems appear in numerous applications, among them: heat transfer,
electrostatics, fluid dynamics, but also tumour growth modelling, or modelling of electric potential
in biological cells This method is second order accurate in the whole domain, notably near the
interface. The originality of the method lies on the use of additionnal unknows located on interface
points, on which are expressed flux equalities. Special care is dedicated to the discretization near the
interface, in order to recover a stable second order accuracy. Actually, a naive discretization could
lead to a first order scheme, notably if enough accuracy in the discretization of flux transmission
condtions is not provided. Interfaces are represented with a distance level-set function discretized on
the grid points. The method has been validated on several test-cases with complex interfaces in 2D.
A parallel version has been developed using the PETSC library.

Simulations of fluid-solid interactions : The interaction of an elastic structure and an fluid occurs
in many phenomena in physics. To avoid the difficulty of coupling lagrangian elasticity with an
eulerian fluid we consider a whole eulerian formulation. The elasticity of the structure is computed
with retrograde caracteristics which satisfy a vectorial transport equation. We derive the associated
fluid-structure models for incompressible and compressible media. The equations are discretized on
a cartesian mesh with finite differences and finite volumes schemes. The applications concern the
bio-locomotions and the study of air-elastic interaction.

Vortex methods : The aim of this work is to couple vortex methods with the penalization methods
in order to take advantage from both of them. This immersed boundary approach maintains the
efficiency of vortex methods for high Reynolds numbers focusing the computational task on the
rotational zones and avoids their lack on the no-slip boundary conditions replacing the vortex sheet
method by the penalization of obstacles. This method that is very appropriate for bluff-body flows is
validated for the flow around a circular cylinder on a wide range of Reynolds numbers. Its validation
is now extended to moving obstacles (axial turbine blades) and three-dimensional bluff-bodies (flow
around a sphere). See [77]. Moreover, using the global properties of the penalization method, this
technique permits to include porous media simultaneously in the flow computation. We aim to adapt
the porous media flows to our new method and to apply it in order to implement passive control
techniques using porous layers around bluff-bodies.

Domain decomposition : Domain decomposition methods are a way to parallelize the computation
of numerical solutions to PDE. To be efficient, domain decompositions methods should converge
independently on the number of subdomains. The classical convergence result for the additive
Schwarz preconditioner with coarse grid is based on a stable decomposition. The result holds for
discrete versions of the Schwarz preconditioner, and states that the preconditioned operator has a
uniformly bounded condition number that depends only on the number of colors of the domain
decomposition, and the ratio between the average diameter of the subdomains and the overlap width.
Constants are usually non explicit and are only asserted to depend on the "shape regularity" of the
domain decomposition.

two years ago, we showed the result holds the additive Schwarz preconditioner can also be defined
at the continuous level and provided completely explicits estimates. Last year, we established that
a similar result also holds for non shape regular domain decompositions where the diameter of
the smallest subdomain is significantly smaller than the diameter of the largest subdomain. The
constants are also given explicitely and are independent of the ratio between the diameter of the
largest sudomain and the diameter of the smallest subdomain.

This year, we have studied explored new coarse spaces algorithms for domain decomposition
methods. Coarse spaces are necessary to get a scalable algorithm whose convergence speed does not
deteriorate when the number of subdomains increases. For domains decomposition methods with
discontinuous iterates, we showed that continuous coarse spaces can never be an optimal choice. As
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an alternative, we introduced both the use of discontinuous coarse spaces(DCS) and a new coarse
space algorithm using these discontinuous coarse spaces.

6.4. Flow control and shape optimization

e Flow control : Participants: Charles-Henri Bruneau, Iraj Mortazavi, Emmanuel Creusé (Lille),
Patrick Gilliéron (Paris).

An efficient active control of the two- and three-dimensions flow around the 25 degrees rear window
Ahmed body has been performed. A careful theoretical and numerical study of the trajectories of the
vortices allows to adapt the control in order to improve its efficiency and get a better drag reduction.

6.5. Calculation of Ice Chunk Trajectory

e Participants: Héloise Beaugendre, Ramesh Yapalparvi.

In this work, calculation of trajectories of ice chunk are carried out at varying values of ratio of
density of ice piece to that of the ambient fluid. Proper Orthogonal Decomposition with Interpolation
(PODI) method is then applied on snapshots of trajectories simulated by computational fluid
dynamics. Snapshots of trajectories are obtained based on cartesian grids, penalization, and level
sets. The extracted POD modes from snapshots are then used to reconstruct solutions and capabilities
of POD with interpolation are demonstrated on ice trajectory calculations for flow around iced airfoil
and cylinder for density ratio’s that are not part of the snapshot set.



68 Computational models and simulation - New Results - Project-Team MICMAC

MICMAC Project-Team

5. New Results

5.1. Electronic structure calculations

Participants: Eric Cances, Ismaila Dabo, Virginie Ehrlacher, David Gontier, Salma Lahbabi, Claude Le Bris,
Gabriel Stoltz.

In electronic structure calculation as in most of our scientific endeavours, we pursue a twofold goal: placing
the models on a sound mathematical grounding, and improving the numerical approaches.

E. Cances, V. Ehrlacher, S. Lahbabi and G. Stoltz have addressed issues related to the modeling and simulation
of defects in periodic crystals.

Computing the energies of local defects in crystals is a major issue in quantum chemistry, materials science
and nano-electronics. In collaboration with M. Lewin (CNRS, Cergy), E. Cances and A. Deleurence have
proposed in 2008 a new model for describing the electronic structure of a crystal in the presence of a local
defect. This model is based on formal analogies between the Fermi sea of a perturbed crystal and the Dirac sea
in Quantum Electrodynamics (QED) in the presence of an external electrostatic field. The justification of this
model is obtained using a thermodynamic limit of Kohn-Sham type models. In [24], E. Cances and G. Stoltz
have studied the time evolution of defects within this model, in the context of linear response, which allowed
them to give a rigorous meaning to the Adler-Wiser formula for the frequency-dependent dielectric permittivity
of crystals. In collaboration with M. Lewin, E. Cances and S. Lahbabi have introduced in [54] a functional
setting for mean-field electronic structure models of Hartree-Fock or Kohn-Sham types for disordered quantum
systems, and used these tools to study the reduced Hartree-Fock model for a disordered crystal where the nuclei
are classical particles whose positions and charges are random.

On the numerical side, E. Cances has worked with Y. Maday and R. Chakir (University Paris 6) on the
numerical analysis of the electronic structure models. In [22], they have obtained optimal a priori error
bounds for the the planewave approximation of the Thomas-Fermi-von Weizsécker and the Kohn-Sham LDA
models. Together with Y. Maday, E. Cances and V. Ehrlacher have analyzed the computation of eigenvalues in
spectral gaps of locally perturbed periodic Schrodinger operators [23]. In [53], they have introduced a general
theoretical framework to analyze non-consistent approximations of the discrete eigenmodes of a self-adjoint
operator, focusing in particular on the discrete eigenvalues laying in spectral gaps. Applying this analysis to
the supercell method for perturbed periodic Schrodinger operators, they derive optimal convergence rates for
the planewave discretization method, taking numerical integration errors into account. These results, along
with earlier work on greedy algorithms for nonlinear convex problems and the study of local defects in the
Thomas-Fermi-von Weiszacker theory, are collected in [7].

In the work [38], Claude Le Bris, in collaboration with Pierre Rouchon (Ecole des Mines de Paris), has
introduced a new efficient numerical approach, based on a model reduction technique, to simulate high
dimensional Lindblad type equations at play in the modelling of open quantum systems. The specific case
under consideration is that of oscillation revivals of a set of atoms interacting resonantly with a slightly damped
coherent quantized field of photons. The approach may be employed for other similar equations. Current work
is directed towards other numerical challenges for this type of problems.

5.2. Computational Statistical Physics

Participants: Matthew Dobson, Claude Le Bris, Frédéric Legoll, Tony Lelievre, Francis Nier, Grigorios
Pavliotis, Mathias Rousset, Gabriel Stoltz.
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The extremely broad field of molecular dynamics is a domain where the MICMAC project-team, originally
more involved in the quantum chemistry side, has invested a lot of efforts in the recent years. Molecular
dynamics may also be termed computational statistical physics since the main aim is to numerically estimate
average properties of materials as given by the laws of statistical physics. The project-team studies both
deterministic and probabilistic techniques used in the field. One of the main difficulty is related to the
metastable features of the generated trajectories: the system remains trapped over very long times in metastable
states, which means that very long trajectories need to be generated in order to obtain macroscopically relevant
quantities. This is related to the fact that the timescale at the microscopic level is much smaller than the
timescale at the macroscopic level. In [66], we propose a summary of the mathematical approaches to quantify
metastability, and which appear to be useful to analyze the numerical methods used in molecular dynamics.

Free Energy calculations

For large molecular systems, the information of the whole configuration space may be summarized in a
few coordinates of interest, called reaction coordinates. An important problem in chemistry or biology is
to compute the effective energy felt by those reaction coordinates, called free energy.

In the article [42], Tony Lelievre, Mathias Rousset and Gabriel Stoltz study the application of constrained
Langevin dynamics to the computation of free energy differences, by thermodynamic integration techniques
and fluctuation relation (a la Jarzynski).

One interest of free energy computation techniques is that they appear to be useful in other fields, like in
computational statistics where multimodal measures are also frequently encountered, so that standard Markov
Chain Monte Carlo appraoches also suffer from metastability.

For example, in [25], Nicolas Chopin (CREST, ENSAE), T. Leli¢vre and G. Stoltz explore the application of
the Adaptive Biasing Force method to Bayesian inference. This sampling method belongs to the general class
of adaptive importance sampling strategies which use the free energy along a chosen reaction coordinate as
a bias. Such algorithms are very helpful to enhance the sampling properties of Markov Chain Monte Carlo
algorithms, when the dynamic is metastable.

In [58], G. Fort (Telecom Paris), B. Jourdain (CERMICS), E. Kuhn (INRA), T. Leli¢vre and G. Stoltz have
considered the Wang-Landau algorithm. The authorshave proved that the Wang-Landau algorithm converges
with an associated central limit theorem, and have provided an analysis of the efficiency of the algorithm in a
metastable situation.

Convergence to equilibrium

An important question for the analysis of sampling techniques is the rate of convergence to equilibrium for
stochastic trajectories.

In [65], F. Nier, T. Lelievre and G. Pavliotis study the interest of using non-reversible stochastic dynamics to
enhance the rate of convergence to equilibrium, compared to reversible dynamics. A well posed optimization
problem is obtained and solved in the case of a linear drift for the overdamped Langevin dynamics.

Metropolis Hastings algorithms

A classical sampling tool used in molecular dynamics and in computational statistics is the Metropolis-
Hastings algorithm. There has been a lot of work (see G. Roberts et al.) to study how the variance of the
proposal should scale with the dimension of the problem, in order to optimize the sampling procedure. Most
of these works assume that (i) the target probability is the product of n one dimensional laws and that (ii) the
Markov chain starts at equilibrium.

In the two works [60], [59], T. Lelievre and his co-authors have generalized these results when the initial
distribution is not the target probability. The diffusive limit in the latte case is solution to a stochastic
differential equation nonlinear in the sense of McKean. They have discussed practical counterparts in order
to optimize the variance of the proposal distribution to accelerate convergence to equilibrium. The analysis
confirms the interest of the constant acceptance rate strategy (with acceptance rate between 1/4 and 1/3) first
suggested in the works of G. Roberts et al., at least for the Random Walk Metropolis algorithm.
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Thermodynamic limit

The quasicontinuum method is an approach to couple an atomistic model with a coarse-grained approximation
in order to compute the states of a crystalline lattice at a reduced computational cost compared to a full
atomistic simulation.

In that framework, the team has addressed questions related to the finite temperature modeling of atomistic
systems and derivation of coarse-grained descriptions, such as canonical averages of observables depending
only on a few variables. In the one-dimensional setting, an efficient strategy that bypasses the simulation of the
whole system had been proposed in 2010. We refer to [47] for a recent review. In collaboration with X. Blanc
(Université Pierre et Marie Curie), F. Legoll has extended this strategy to the so-called membrane setting
in [16].

When the temperature is small, a perturbation approach can be used to compute the canonical averages of these
observables depending only on a few variables, at first order with respect to temperature. In collaboration with
E. Tadmor, W. K. Kim, L. Dupuy and R. Miller, F. Legoll has analyzed such an approach in [46]. The numerical
tests reported there show the efficiency of the approach, as long as the temperature is indeed small.

Sampling trajectories

There exist a lot of methods to sample efficiently Boltzmann-Gibbs distributions. The situation is much more
intricated as far as the sampling of trajectories (and especially metastable trajectories) is concerned.

Following a numerical observation in a previous work on the sampling of reactive trajectories by a multilevel
splitting algorithm, F. Cérou (Inria Rennes), A. Guyader (Inria Rennes), T. Lelievre and F. Malrieu (Université
de Rennes) study theoretically in [56] the distribution of the lengths of these trajectories, using large deviation
techniques.

In [37], C. Le Bris and T. Lelievre together with M. Luskin and D. Perez from Los Alamos National Laboratoy
provide a mathematical analysis of the parallel replica algorithm, which has been proposed by A. Voter in 1997
to simulate very efficiently metastable trajectories. This work opens a lot of perspectives, by using a generic
tool (the quasi stationary distribution) to make a link between a continuous state space dynamics (Langevin
dynamics) and a discrete state space dynamics (kinetic Monte Carlo models).

In a work in progress, T. Lelievre and F. Nier have studied the quasi-stationnary distribution in relation for
an overdamped Langevin process in a bounded domain. In the small temperature limit and by making the
connection with boundary Witten Laplacians, they are able to compute accurately the spatial exit law along
the boundary and non perturbative accurate formulas when the potential is changed inside the domain.

Effective dynamics

For a given molecular system, and a given reaction coordinate £ : R” — R, the free energy completely
describes the statistics of £(X) when X € R"™ is distributed according to the Gibbs measure. On the other
hand, obtaining a correct description of the dynamics along ¢ is complicated.

F. Legoll and T. Lelievre have introduced and analyzed some years ago a strategy to define a coarse-grained
dynamics that approximates £(X;), when the state of the system X; evolves according to the overdamped
Langevin equation (which is ergodic for the Gibbs measure). We refer to [47] for a recent review. The aim
was to get a coarse-grained description giving access to some dynamical quantities (and not only equilibrium
quantities). Together with G. Samaey (KU Leuven), they have recently studied how to use this coarse-grained
description, accurate when the time scale separation is asymptotically large, to somewhat precondition the
dynamics of the actual system in cases when the time scale separation is not large. For that purpose, they
have used the parareal framework, to iteratively correct the sequential coarse-grained trajectory by fine scale
trajectories performed in parallel. The main difficulty is that the two models (the reference one and the coarse-
grained one) do not act on the same variable: the reference model evolves all the variables, whereas the coarse-
grained model only evolves the slow variables. As shown in [63] in a simplified context (that of singularly
perturbed ODEs), the precise coupling between both models should be done carefully.
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The above study is concerned with models with continuous state spaces. S. Lahbabi and F. Legoll have studied
in [61] a related question in the framework of kinetic Monte Carlo models, where the state space is discrete.
For some models involving some slow and some fast variables, the effective dynamics of the slow component
has been identified, and a complete proof of convergence proposed.

5.2.7. Hamiltonian dynamics

Constant energy averages are often computed as long time limits of time averages along a typical trajectory of
the Hamiltonian dynamics. One difficulty of such a computation is the presence of several time scales in the
dynamics: the frequencies of some motions are very high (e.g. for the atomistic bond vibrations), while those
of other motions are much smaller. This problem has been addressed in a two-fold manner.

Fast phenomena are often only relevant through their mean effect on the slow phenomena, and their precise
description is not needed. Consequently, there is a need for time integration algorithms that take into account
these fast phenomena only in an averaged way, and for which the time step is not restricted by the highest
frequencies. In [29], M. Dobson, C. Le Bris, and F. Legoll have developed integrators for Hamiltonian systems
with high frequencies. The integrators were derived using homogenization techniques applied to the Hamilton-
Jacobi PDE associated to the Hamiltonian ODE. This work extends previous works of the team. The proposed
algorithms can now handle the case when the (unique) fast frequency depends on the slow degrees of freedom,
or when there are several fast constant frequencies.

Another track to simulate the system for longer times is to resort to parallel computations. An algorithm in
that vein is the parareal in time algorithm. It is based on a decomposition of the time interval into subintervals,
and on a predictor-corrector strategy, where the propagations over each subinterval for the corrector stage
are concurrently performed on the processors. Using a symmetrization procedure and/or a (possibly also
symmetric) projection step, C. Le Bris and F. Legoll, in collaboration with X. Dai and Y. Maday, have
introduced several variants of the original plain parareal in time algorithm [28]. These variants, compatible
with the geometric structure of the exact dynamics, are better adapted to the Hamiltonian context.

5.2.8. Nonequilibrium systems

The efficient simulation of molecular systems is known to be a much more complicated problem when the
system is subjected to a non-conservative external forcing than when the system experiences conservative
forces. Together with the sampling of metastable dynamics mentioned above, these are the two major research
focus in molecular dynamics of the project-team.

Nonequilibrium molecular dynamics simulations can be used to compute the constitutive relation between
the strain rate and stress tensor in complex fluids. This is fulfilled simulating molecular systems subject to a
steady, non-zero macroscopic flow at a given temperature. Starting from a bath model, M. Dobson, F. Legoll,
T. Lelievre, and G. Stoltz have derived a Langevin-type dynamics for a heavy particle in a non-zero background
flow [57]. The resulting dynamics, which is theoretically obtained when a unique large particle is considered,
is numerically observed to also perform well when a system of many interacting particles within shear flow is
considered.

Let us also mention that the article on the computation of the viscosity of fluids using steady state nonequi-
librium dynamics with an external nongradient bulk forcing, in the framework of the PhD of Rémi Joubaud,
has also been published [34]. In addition, the study by G. Stoltz and C. Bernardin on thermal transport in one-
dimensional chains of oscillators whose kinetic and potential energy functions are the same, has been accepted
and is now published [13].

5.3. Complex fluids
Participants: David Benoit, Sébastien Boyaval, Claude Le Bris, Tony Leli¢vre.

In [41], Claude Le Bris and Tony Lelievre review the state-of-the-art of numerical and mathematical results
on micro-macro models for viscoelastic fluids.
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Following previous works, in [32], Claude Le Bris and Tony Lelievre together with Lingbing He analyze the
longtime behaviour of nematic polymeric fluids (liquid crystals). The longtime asymptotic for such models is
much richer than for flexible polymers, that were considered in a previous analysis. Indeed, for these models,
periodic in time behaviours are observed.

In his PhD under the supervision of Claude Le Bris and Tony Leli¢vre, David Benoit studies models of aging
fluids developed at the ESPCI (Ecole supérieure de physique et de chimie industrielles) and designed to take
into account phenomena such as shear thinning, aging and shear banding in falling sphere experiments. The
work consists in studying on the one hand the mathematical well-posedness of some macroscopic models,
see [51] and, on the other hand, in trying to understand the link between such macroscopic models and
microscopic models which have been proposed to describe such fluids.

Related to the mathematical modelling of free-surface complex flows under gravity, a new reduced model for
thin layers of a viscoelastic upper-convected Maxwell fluid was derived by S. Boyaval in collaboration with
Francgois Bouchut, and possibly discontinuous solutions were numerically simulated with a new finite-volume
scheme of relaxation type that satisfies a discrete counterpart of the natural dissipation [20]. This work is being
pursued for other models.

Finally, in [31], Alexandre Ern (CERMICS), Rémi Joubaud (CERMICS) and Tony Lelievre analyze a
model describing equilibrium binary electrolytes surrounded by charged solid walls. This work is done in
collaboration with physicists from the group PECSA at Université Pierre et Marie Curie. Applications include
the modelization of clays for the burying of nuclear waste.

5.4. Application of greedy algorithms

Participants: Sébastien Boyaval, Eric Cances, Virginie Ehrlacher, Tony Lelievre.

Greedy algorithms are used in many contexts for the approximation of high-dimensional functions: Proper
Generalized Decomposition, Reduced Basis techniques, etc.

Various greedy algorithms for high-dimensional non-symmetric problems, and inherent theoretical and prac-
tical difficulties have been analyzed in [52]. Current research now aims at extending these techniques to the
approximation of high-dimensional spectral problems. Prototypical applications include electronic structure
calculations or the computation of buckling modes in mechanics.

In probabilistic methods for uncertainty quantification in mechanics, S. Boyaval has used a greedy algorithm
to construct control variates for accelerating Monte-Carlo simuation in the cases where an expectation has to
be computed many times [21]. The work is being applied to the uncertainty quantification in numerical models
for hydraulic engineering.

Finally, in [55], Fabien Casenave (CERMICS), Alexandre Ern (CERMICS) and Tony Lelievre study the
influence of round-off errors on the evaluation of the a posteriori estimators in the reduced basis approach.
In practice, the evaluation of the error estimator can become very sensitive to round-off errors. An explanation
of this fact is proposed, as well as efficient remedies.

5.5. Mathematical Physics

Participant: Francis Nier.

In [10], A. Aftalion and F. Nier answer questions asked by J. Dalibard about the feasibility of artificial gauge
potentials. This analysis provides the range of small parameters within which the linear adiabatic argument
used by the physicists is certainly not destroyed by the non linear effects.

In [43], D. Le Peutrec, F. Nier and C. Viterbo give an accurate Arrhenius law for Witten Laplacian acting on
p-forms. In the case of functions the exponentially small eigenvalues are given by exponentiated differences of
enegy levels between local minima and saddle points (Arrhenius law). In the case of p-forms the association
of critical points with index p and critical points with index p+1 or p-1, is more subtle and is provided by
Barannikov’s presentation of Morse theory.
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In[11],Z. Ammari and F. Nier have proved the mean field dynamics of general bosonic systems in the presence
of singular pair interaction potentials, including the important 3 dimensional Coulombic case. As compared
with their previous works, they developed a slightly new strategy relying on measure transportation techniques
and results presented by Ambrosio-Gigli-Savaré in their book "Gradient Flows: In Metric Spaces And In The
Space Of Probability Measures" (2005).

5.6. Homogenization and related topics

Participants: Ronan Costaouec, Claude Le Bris, Frédéric Legoll, William Minvielle, Mathias Rousset,
Florian Thomines.

The homogenization of (deterministic) non periodic systems is a well known topic. Although well explored
theoretically by many authors, it has been less investigated from the standpoint of numerical approaches
(except in the random setting). In collaboration with X. Blanc and P.-L. Lions, C. Le Bris has introduced in [17]
a possible theory, giving rise to a numerical approach, for the simulation of multiscale nonperiodic systems.
The theoretical considerations are based on earlier works by the same authors (derivation of an algebra of
functions appropriate to formalize a theory of homogenization). The numerical endeavour is completely
new. Promising results have been obtained on a simple case of a periodic system perturbed by a localized
defect. Ongoing works consider other configurations, such as for instance an interface between two different
crystalline phases.

A theme closely related to homogenization theory and on which several members of the project team have
worked a lot in the past few years is the passage from discrete (atomistic) mechanics to continuum mechanics.
In this direction, C. Le Bris, in collaboration with X. Blanc and P.-L. Lions, has established in [18] the rigorous
continuum limit of the Newton equations of motion for some simple cases of one-dimensional atomistic
system.

The project-team also has pursued its efforts in the field of stochastic homogenization of elliptic equations,
aiming at designing numerical approaches that both are pratically relevant and keep the computational
workload limited.

An interesting case in that context is when the randomness comes as a small perturbation of the deterministic
case. As previously shown by earlier works of the project-team, this situation can indeed be handled with
a dedicated approach, which turns out to be far more efficient than the standard approach of stochastic
homogenization. A final component of the work completed by Florian Thomines during his PhD thesis
has concerned the application of Reduced Basis techniques to that specific context of weakly stochastic
homogenization problems. In particular, the approach has been adapted in [39] to efficiently compute the terms
of the expansion previously developed by A. Anantharaman and C. Le Bris to approximate a certain category
of weakly random homogenization problems. It has been demonstrated that the reduced basis technique
is very helpful in this particular context and indeed allows for a speed up of the computation. Another
application of the same technique, for a slightly different category of models (still in the framework of weakly
random homogenization problems) originally derived by X. Blanc, P.-L. Lions and C. Le Bris, has also been
explored. The difficulty, there, is to compute the various corrector equations that parametrically depend on the
macroscopic location of the microstructure and the particular realization of that microstructure. The problem
is definitely amenable to reduced basis techniques, as demonstrated by some preliminary tests, but definite
conclusions on the general validity of the approach are yet to be obtained.

The team has also proceeded to address, from a numerical viewpoint, the case when the randomness is not
small. In that case, using the standard homogenization theory, one knows that the homogenized tensor, which
is a deterministic matrix, depends on the solution of a stochastic equation, the so-called corrector problem,
which is posed on the whole space R?. This equation is therefore delicate and expensive to solve. In practice,
the space R? is truncated to some bounded domain, on which the corrector problem is numerically solved. In
turn, this yields a converging approximation of the homogenized tensor, which happens to be a random matrix.
For a given truncation of R4, the team has shown in [14] that the variance of this matrix can be reduced using
the technique of antithetic variables. F. Legoll and W. Minvielle are currently extending this technique to
nonlinear, convex homogenization problems.
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In addition, C. Le Bris, F. Legoll, W. Minvielle and M. Rousset are currently investigating the possibility to use
other variance reduction approaches, such as control variate techniques. A promising idea is to use the weakly
stochastic model previously introduced by A. Anantharaman and C. Le Bris (in which a periodic model is
perturbed by a rare stochastic perturbation) to build a control variate model. The preliminary results that have
already been obtained are very encouraging.

Another contribution in stochastic homogenization is the following. C. Le Bris, in collaboration with X. Blanc
and P.-L. Lions, has recently introduced a variant of the classical random homogenization. For that variant, as
often in random homogenization, the homogenized matrix is again defined from a so-called corrector function,
which is the solution to a problem set on the entire space. F. Legoll and F. Thomines have described and proved
the almost sure convergence of an approximation strategy based on truncated versions of the corrector problem
in [64]. F. Legoll and F. Thomines have also established, in the one-dimensional case, a convergence result on
the residual process, defined as the difference between the solution to the highly oscillatory problem and the
solution to the homogenized problem.

From a numerical perspective, the Multiscale Finite Element Method is a classical strategy to address the
situation when the homogenized problem is not known (e.g. in difficult nonlinear cases), or when the scale of
the heterogeneities, although small, is not considered to be zero (and hence the homogenized problem cannot
be considered as an accurate enough approximation). The extension of this strategy to the stochastic case, when
the tensor describing the properties of the material is the sum of a periodic term and a small random term, has
been studied by C. Le Bris, F. Legoll and F. Thomines [36]. A method with a much smaller computational cost
than the original MsFEM in the stochastic setting has been proposed. Provided the stochastic perturbation is
indeed small, the proposed method is as accurate as the original one. The work [36] also provides a complete
analysis of the approach, extending that available for the deterministic setting. Such analysis often rely on the
rate of convergence of the two scale expansion (in the sense of homogenization theory) of the solution to the
highly oscillatory elliptic partial differential equation. Such a result is classic for periodic homogenization.
In generic stochastic homogenization, the rate can be arbitrary small, depending on the rate with which the
correlations of the random coefficient vanish. C. Le Bris, F. Legoll and F. Thomines have established in [40]
such a result for weakly stochastic homogenization, using asymptotic properties of the Green function of the
elliptic operator Lu = —div (AVu) (where A is a periodic, coercive and bounded matrix), established by F.
Legoll in collaboration with X. Blanc and A. Anantharaman [15].

Still in the framework of the Multiscale Finite Element approach, F. Thomines has further investigated, in
collaboration with Y. Efendiev and J. Galvis (Texas A&M University), the use of Reduced Basis methods.
They have considered an extension of the MSFEM approach, well suited to the high contrast case, i.e. the case
when the ratio between the maximum and the minimum values of the heterogeneous coefficient is large. The
main idea of this extension is to complement the standard MSFEM basis functions with the eigenfunctions
(associated to the first small eigenvalues) of a local eigenvalue problem. In [30], Y. Efendiev, J. Galvis and F.
Thomines have considered the case when the problem depends on an additional parameter, and have shown
how to use the Reduced Basis approach to more efficiently compute the eigenfunctions mentioned above.

Even in simple deterministic cases, there is actually still room for improvement in many different directions
for the MsFEM approach. In collaboration with A. Lozinski (University of Toulouse and now at the University
of Besancon) who visited the team-project repeatedly during the year, F. Legoll and C. Le Bris have introduced
and studied a variant of MSFEM that considers Crouzeix-Raviart type elements on each mesh element. The
continuity across edges (or facets) of the (multiscale) finite element basis set functions is enforced only weakly,
using fluxes rather than point values. The approach has been analyzed (combining classical arguments from
homogenization theory and finite element theory) and tested on simple, but highly convincing cases [35]. In
particular, an elliptic problem set on a domain with a huge number of perforations has been considered in [62].
The variant developed outperforms all existing variants of MSFEM. A follow up on this work, in collaboration
with U. Hetmaniuk (University of Washington in Seattle, two-week visitor in the project-team in the Spring of
2012), consists in the study of multiscale advection-diffusion problems. Such problems are possibly advection
dominated and a stabilization procedure is therefore required. How stabilization interferes with the multiscale
character of the equation is an unsolved mathematical question worth considering for numerical purposes.
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Still another question related to homogenization theory that is investigated in the group is the following.
Consider an elliptic equation, say in divergence form, with a highly oscillatory matrix coefficient. Is it possible
to approximate the boundary value problem for different right hand sides using a similar problem with a
constant matrix coefficient? How can this “best” constant matrix approximating the oscillatory problem be
constructed in an efficient manner? How is this matrix related to the homogenized matrix, in the limit of
infinitely rapidly oscillatory coefficients? Current work is directed towards solving such issues.

5.7. Asymptotic variance reduction
Participant: Mathias Rousset.

Recently, M. Rousset has initiated a research topic on variance reduction techniques (called ”asymptotic”) for
the simulation of stochastic models of particles. The point is to use a macroscopic (or model reduced) equation
as a control variate; or in other words, to use the information of a macroscopic description to decrease the
statistical error of the simulated microscopic evolution.

A first step in this program has been achieved for a microscopic model describing the individual motion
of bacteriae with a Markovian velocity-jump process. The macroscopic equation is an advection-diffusion
equation called the chemotaxis equation. In [44], the pobabilistic derivation of the chemotaxis equation from
the individual motion of bacteriae have been carried out in a rigorous way. In [45], a numerical method
simulating the individual evolution of bacteriae with “asymptotic” variance reduction have been proposed.

5.8. Computational materials spectroscopy in electrochemistry and

optoelectronics
Participant: Ismaila Dabo.

Many advances in the understanding and design of nanomaterials have been enabled by spectroscopic
techniques of increasing spatial and temporal resolution. In electrochemistry and optoelectronics, spectroscopy
provides insight into the chain of processes involved in harnessing, storing, and delivering energy.

In support to experimental techniques, much progress has been achieved in simulating spectroscopic phenom-
ena to shed light into energy conversion at the molecular scale. Such understanding is critical to the molecular
design of a range of electrical devices, including but not limited to fuel cells, batteries, dye-sensitized solar
cells, and optoelectronic devices.

The work of I. Dabo is dedicated to the development of quantum and semiclassical methods to simulate
spectroscopies of electrochemical and optoelectronic materials. The achieved level of efficiency and accuracy
fosters dialogue between experiment and theory for interpreting complex spectroscopic data. This year, these
novel methods have been applied to simulate spectroscopic phenomena spanning the infrared to the visible
and ultraviolet ranges.

The first application pertains to the infrared sum-frequency-generation (SFG) spectroscopy of adsorption
mechanisms at the origin of the tolerance of fuel-cell catalytic electrodes to chemical poisoning. The study
explains the critical influence of the electrode voltage in analyzing surface spectroscopy experiments (work
done in collaboration with EPFL). [12], [26], [19]

The second application aims at understanding the sensitizing properties of organometallic dyes in dye-
sensitized solar cells by simulating optical photoluminescence (PL) spectra, thereby elucidating the role of
electron localization and ligand functionalization on the phosphorescence of organometallic complexes (work
done in collaboration with the University of Minnesota). [33]

The third application is focused on the ultraviolet photoelectron spectroscopy (UPS) of photoactive nano-
materials of relevance to the design of organic photovoltaic junctions and photoelectrodes (work done in
collaboration with the Italian Institute of Nanoscience, Seoul National University, and Xiamen University).
[27]
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Future challenges and opportunities are related to the time-dependent simulation of transient and cyclic
spectra. These developments, which will be part of the widely used Quantum-ESPRESSO distribution (http://
www.quantum-espresso.org), would pave the way for comprehensive studies of kinetic processes in tandem
with time-resolved spectroscopic experiments.
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6. New Results

6.1. Discontinuous Galerkin methods for Maxwell’s equations

6.1.1. DGTD-P, method based on hierarchical polynomial interpolation
Participants: Loula Fezoui, Stéphane Lanteri.

The DGTD (Discontinuous Galerkin Time Domain) method originally proposed by the team for the solution
of the time domain Maxwell’s equations [14] relies on an arbitrary high order polynomial interpolation of the
component of the electromagnetic field, and its computer implementation makes use of nodal (Lagrange) basis
expansions on simplicial elements. The resulting method is often denoted by DGTD-P,, where p refers to the
interpolation degree that can be defined locally i.e. at the element level. In view of the design of a hp-adaptive
DGTD method, i.e. a solution strategy allowing an automatic adaptation of the interpolation degree p and the
discretization step h, we now investigate alternative polynomial interpolation and in particular those which
lead to hierarchical or/and orthogonal basis expansions. Such basis expansions on simplicial elements have
been extensively studied in the context of continuous finite element formulations (e.g. [52]) and have thus
been designed with global conformity requirements (i.e. Hy, H (rot) or (div)) whose role in the context of a
discontinuous Galerkin formulation has to be clarified. This represents one of the objectives of this study.

6.1.2. DGTD-P,Q;, method on multi-element meshes

Participants: Clément Durochat, Stéphane Lanteri, Raphael Léger, Claire Scheid, Mark Loriot [Distene, Pole
Teratec, Bruyeres-le-Chatel].

In this work, we study a multi-element DGTD method formulated on a hybrid mesh which combines a
structured (orthogonal) discretization of the regular zones of the computational domain with an unstructured
discretization of the irregularly shaped objects. The general objective is to enhance the flexibility and the
efficiency of DGTD methods for large-scale time domain electromagnetic wave propagation problems with
regards to the discretization process of complex propagation scenes. With this objective in mind, we have
designed and analyzed a DGTD-P, Q) method formulated on non-conforming hybrid quadrangular/triangular
meshes (2D case) or non-conforming hexahedral/tetrahedral meshes (3D case) for the solution of the time
domain Maxwell’s equations.

6.1.3. DGTD-P, method for Debye media and applications to biolectromagnetics

Participants: Claire Scheid, Maciej Klemm [Communication Systems & Networks Laboratory, Centre for
Communications Research, University of Bristol, UK], Stéphane Lanteri.

This work is undertaken in the context of a collaboration with the Communication Systems & Networks
Laboratory, Centre for Communications Research, University of Bristol (UK). This laboratory is studying
imaging modalities based on microwaves with applications to dynamic imaging of the brain activity (Dynamic
Microwave Imaging) on one hand, and to cancerology (imaging of breast tumors) on the other hand. The design
of imaging systems for these applications is extensively based on computer simulation, in particular to assess
the performances of the antenna arrays which are at the heart of these systems. In practice, one has to model the
propagation of electromagnetic waves emitted from complex sources and which propagate and interact with
biological tissues. In relation with these issues, we study the extension of the DGTD-P, method originally
proposed in [14] to the numerical treatment of electromagnetic wave propagation in dispersive media. We
consider an approach based on an auxiliary differential equation modeling the time evolution of the electric
polarization for a dispersive medium of Debye type (other dispersive media will be considered subsequently).
The stability and a priori convergence analysis of the resulting DGTD-P, method has been recently studied
[25], and its application to the simulation of the propagation in realistic geometrical models of head tissues is
underway.
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Figure 2. Scattering of a plane wave by an disk. Conforming triangular mesh (top left) and non-conforming
quadrangular/triangular mesh (top right). Contour lines of electrical field component E, from a simulation with a
DGTD-P>;Q4 method (bottom).
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DGTD-P, method for Drude media and applications to nanophotonics

Participants: Claire Scheid, Maciej Klemm [Communication Systems & Networks Laboratory, Centre for
Communications Research, University of Bristol, UK], Stéphane Lanteri, Jonathan Viquerat.

Nanostructuring of materials has opened up a number of new possibilities for manipulating and enhancing
light-matter interactions, thereby improving fundamental device properties. Low-dimensional semiconductors,
like quantum dots, enable one to catch the electrons and control the electronic properties of a material,
while photonic crystal structures allow to synthesize the electromagnetic properties. These technologies may,
e.g., be employed to make smaller and better lasers, sources that generate only one photon at a time, for
applications in quantum information technology, or miniature sensors with high sensitivity. The incorporation
of metallic structures into the medium allows one to exploit plasmonic effects and adds further possibilities for
manipulating the propagation of electromagnetic waves. In particular, this allows subwavelength localisation
of the electromagnetic field and, by subwavelength structuring of the material, novel effects like negative
refraction, e.g. enabling super lenses, may be realized. Nanophotonics is the recently emerged, but already
well defined, field of science and technology aimed at establishing and using the peculiar properties of light
and light-matter interaction in various nanostructures. Because of its numerous scientific and technological
applications (e.g. in relation to telecommunication, energy production and biomedicine), nanophotonics
represents an active field of research increasingly relying on numerical modeling beside experimental studies.
We have started this year a new research direction aiming at the numerical modeling of electromagnetic wave
interaction with nanoscale metallic structures. In this context, one has to take into account the dispersive
characteristics of cartain metals in the frequency range of interest to nanophotonics. As a first step in this
direction, we have considered an auxiliary differential equation approach for the numerical treatment of a
Drude dispersion model in the framework of a DGFD-P,, method.

Frequency domain hybridized DGFD-P, methods

Participants: Stéphane Lanteri, Liang Li [Faculty Member, School of Mathematical Sciences, Institute of
Computational Science, University of Electronic Science and Technology of China Chengdu, China], Ronan
Perrussel [Laplace Laboratory, INP/ENSEEIHT/UPS, Toulouse].

For certain types of problems, a time harmonic evolution can be assumed leading to the formulation of the
frequency domain Maxwell equations, and solving these equations may be more efficient than considering the
time domain variant. We are studying a high order Discontinuous Galerkin Frequency Domain (DGFD-P,)
method formulated on unstructured meshes for solving the 2D and 3D time harmonic Maxwell equations.
However, one major drawback of DG methods is their intrinsic cost due to the very large number of globally
coupled degrees of freedom as compared to classical high order conforming finite element methods. Different
attempts have been made in the recent past to improve this situation and one promising strategy has been
recently proposed by Cockburn ef al. [47] in the form of so-called hybridizable DG formulations. The
distinctive feature of these methods is that the only globally coupled degrees of freedom are those of an
approximation of the solution defined only on the boundaries of the elements. This work is concerned with the
study of such Hybridizable Discontinuous Galerkin (HDG) methods for the solution of the system of Maxwell
equations in the time domain when the time integration relies on an implicit scheme, or in the frequency
domain. In particular, we have recently designed a HDGFD-P,, method for the solution of the 2D frequency
domain Maxwell equations [22] and, based on the very promising results obtained in this study, the extension
to the more challenging 3D case has been initiated.

6.1.6. Exact transparent condition in a DGFD-P, method

Participants: Mohamed El Bouajaji, Nabil Gmati [ENIT-LAMSIN, Tunisia], Stéphane Lanteri, Jamil Salhi
[ENIT-LAMSIN, Tunisia].

In the numerical treatment of propagation problems theoretically posed in unbounded domains, an artificial
boundary is introduced on which an absorbing condition is imposed. For the frequency domain Maxwell
equations, one generally use the Silver-Miiller condition which is a first order approximation of the exact
radiation condition. Then, the accuracy of the numerical treatment greatly depends on the position of the
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artificial boundary with regards to the scattering object. In this work, we have conducted a preliminary
study aiming at improving this situation by using an exact transparent condition in place of the Silver-Miiller
condition. Promising results have been obtained in the 2D case [26].

6.2. Discontinuous Galerkin methods for the elastodynamic equations

6.2.1. DGTD-PP, method for viscoelastic media
Participants: Nathalie Glinsky, Stéphane Lanteri, Fabien Peyrusse.

We continue developing high order non-dissipative discontinuous Galerkin methods on simplicial meshes for
the numerical solution of the first order hyperbolic linear system of elastodynamic equations. These methods
share some ingredients of the DGTD-P, methods developed by the team for the time domain Maxwell
equations among which, the use of nodal polynomial (Lagrange type) basis functions, a second order leap-
frog time integration scheme and a centered scheme for the evaluation of the numerical flux at the interface
between neighboring elements. The resulting DGTD-P,, methods have been validated and evaluated in detail
in the context of propagation problems in both homogeneous and heterogeneous media including problems for
which analytical solutions can be computed. Particular attention was given to the study of the mathematical
properties of these schemes such as stability, convergence and numerical dispersion.

A recent novel contribution is the extension of the DGTD method to include viscoelastic attenuation. For
this, the velocity-stress first-order hyperbolic system is completed by additional equations for the anelastic
functions including the strain history of the material. These additional equations result from the rheological
model of the generalized Maxwell body and permit the incorporation of realistic attenuation properties of
viscoelastic material accounting for the behaviour of elastic solids and viscous fluids. In practice, we need
solving 3L additional equations in 2D (and 6L in 3D), where L is the number of relaxation mechanisms of the
generalized Maxwell body. This method has been implemented in 2D and validated by comparison to results
obtained by a finite-difference method, in particular for wave propagation in a realistic basin of the area of
Nice (south of France) [40]-[35].

6.2.2. DGTD-P, method for the assessment of topographic effects
Participants: Etienne Bertrand [CETE Méditerranée], Nathalie Glinsky.

This study addresses the numerical assessment of site effects especially topographic effects. The study of
measurements and experimental records proved that seismic waves can be amplified at some particular
locations of a topography. Numerical simulations are exploited here to understand further and explain this
phenomenon. The DGTD-P,, method has been applied to a realistic topography of Rognes area (where the
Provence earthquake occured in 1909) to model the observed amplification and the associated frequency.
Moreover, the results obtained on several homogeneous and heterogeneous configurations prove the influence
of the medium in-depth geometry on the amplifications measures at the surface [38].

6.2.3. DGTD-P, method for arbitrary heterogeneous media
Participants: Nathalie Glinsky, Diego Mercerat [CETE Méditerranée].

We have recently devised an extension of the DGTD method for elastic wave propagation in arbitrary
heterogeneous media. In realistic geological media (sedimentary basins for example), one has to include strong
variations in the material properties. Then, the classical hypothesis that these properties are constant within
each element of the mesh can be a severe limitation of the method, since we need to discretize the medium
with very fine meshes resulting in very small time steps. For these reasons, we propose an improvement of
the DGTD method allowing non-constant material properties within the mesh elements. A change of variables
on the stress components allows writing the elastodynamic system in a pseudo-conservative form. Then, the
introduction of non-constant material properties inside an element is simply treated by the calculation, via
convenient quadrature formulae, of a modified local mass matrix depending on these properties. This new
extension has been validated for a smoothly varying medium or a strong jump between two media, which can
be accurately approximated by the method, independently of the mesh [39].
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6.2.4. DGFD-P, method for frequency domain elastodynamics

Participants: Hélene Barucq [MAGIQUE3D project-team, Inria Bordeaux - Sud-Ouest], Marie Bonnasse,
Julien Diaz [MAGIQUE3D project-team, Inria Bordeaux - Sud-Ouest], Stéphane Lanteri.

We have started this year a research direction aiming at the development of high order discontinuous Galerkin
methods on unstructured meshes for the simulation of frequency domain elastodynamic and viscelastic wave
propagation. This study is part of the Depth Imaging Partnership (DIP) between Inria and TOTAL. The PhD
thesis of Marie Bonnasse is at the heart of this study which is funded by TOTAL.

6.3. Time integration strategies and resolution algorithms
6.3.1. Hybrid explicit-implicit DGTD-P, method

Participants: Stéphane Descombes, Stéphane Lanteri, Ludovic Moya.

Existing numerical methods for the solution of the time domain Maxwell equations often rely on explicit time
integration schemes and are therefore constrained by a stability condition that can be very restrictive on highly
refined meshes. An implicit time integration scheme is a natural way to obtain a time domain method which
is unconditionally stable. Starting from the explicit, non-dissipative, DGTD-P, method introduced in [14],
we have proposed the use of Crank-Nicolson scheme in place of the explicit leap-frog scheme adopted in
this method [4]. As a result, we obtain an unconditionally stable, non-dissipative, implicit DGTD-P,, method,
but at the expense of the inversion of a global linear system at each time step, thus obliterating one of the
attractive features of discontinuous Galerkin formulations. A more viable approach for 3D simulations consists
in applying an implicit time integration scheme locally i.e in the refined regions of the mesh, while preserving
an explicit time scheme in the complementary part, resulting in an hybrid explicit-implicit (or locally implicit)
time integration strategy. In [6], we conducted a preliminary numerical study of a hyrbid explicit-implicit
DGTD-P, method, combining a leap-frog scheme and a Crank-Nicolson scheme, and obtained promising
results. More recently, we further investigated two such strategies, both theoretically (especially, convergence
in the ODE and PDE senses) [24] and numerically in the 2D case [23]. A last topic is to propose higher
order time integration techniques based on the second-order locally implicit method to fully exploit the
attractive features of this approach combined with a DG discretisation which allows to easily increase the
spatial convergence order. Promising results in 2D reaching high order in time, between 3, 5 and 4, have been
obtained in [33] by applying Richardson extrapolation and composition methods.

AVAVAN

4.5

Figure 3. Scattering of a plane wave by an airfoil profile. Contour lines of electrical field component E, (left) and
locally refined triangular mesh with partitioning in explicit/implicit zones (right).


http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid8
http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid33
http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid12
http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid34
http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid35
http://raweb.inria.fr/rapportsactivite/RA{$year}/nachos/bibliography.html#nachos-2012-bid36

6.3.2.

82 Computational models and simulation - New Results - Project-Team NACHOS

Optimized Schwarz algorithms for the frequency domain Maxwell equations

Participants: Victorita Dolean, Mohamed El Bouajaji, Martin Gander [Mathematics Section, University of
Geneva], Stéphane Lanteri, Ronan Perrussel [Laplace Laboratory, INP/ENSEEIHT/UPS, Toulouse].

Even if they have been introduced for the first time two centuries ago, over the last two decades, classical
Schwarz methods have regained a lot of popularity with the developement of parallel computers. First
developed for the elliptic problems, they have been recently extended to systems of hyperbolic partial
differential equations, and it was observed that the classical Schwartz method can be convergent even without
overlap in certain cases. This is in strong contrast to the behavior of classical Schwarz methods applied to
elliptic problems, for which overlap is essential for convergence. Over the last decade, optimized versions
of Schwarz methods have been developed for elliptic partial differential equations. These methods use more
effective transmission conditions between subdomains, and are also convergent without overlap for elliptic
problems. The extension of such methods to systems of equations and more precisely to Maxwell’s system
(time harmonic and time discretized equations) has been studied in [8]. The optimized interface conditions
proposed in [8] were devised for the case of non-conducting propagation media. We have recently studied
the formulation of such conditions for conducting media [17]. Besides, we have also proposed an appropriate
discretization strategy of these optimized Schwarz algorithms in the context of a high order DGFD-P,, method
formulated on unstructured triangular meshes for the solution of the 2D frequency domain Maxwell equations
[28].
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Figure 4. Propagation of a plane wave in a multilayered heterogeneous medium. Problem setting and
two-subdomain decompositin (top). Contour lines of the real part of the E, component of the electrical field
(bottom left) and asymptotic convergence of the optimized Schwarz algorithms (bottom right).
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6. New Results

6.1. Adaptively Restrained Particle Simulations

Participants: Svetlana Artemova, Stephane Redon.

Last year, we have introduced a novel, general approach to speed up particle simulations that we call
Adaptively Restrained Particle Simulations (ARPS). This year we continued working on this approach. The
obtained results have been published in Physical Review Letters [3], and the patent describing the theoretical
basis and the algorithms for the numerical realization of ARPS has been deposited.

Particle simulations are widely used in physics, chemistry, biology [13], [14], and even computer graphics [9],
and faster simulations (in particular ARPS) may result in progress on many challenging problems, e.g., protein
folding, diffusion across bio-membranes, fracture in metals, ion implantation, etc.

ARPS rely on an adaptively restrained (AR) Hamiltonian used to describe a system of NV particles:
L 7
Har(q,p) = 5p" ®(q,p)p + V(q).

This Hamiltonian has an unusual inverse inertia matrix ®(q, p), which is made a general function of phase-
space coordinates. The precise form of this matrix can be chosen according to the system under study and the
problem stated.

We have proposed a particular (diagonal) form of the inverse inertia matrix for the simulations in Cartesian
coordinates. In this case, ® adaptively switches on and off positional degrees of freedom of individual particles
while letting particle momenta evolve. The decision whether the particle is restrained or not depends on the
particle’s momentum, and, precisely, on it’s kinetic energy. Two user-defined thresholds regulate the amount
of simplification of the particle’s motion. When a module of a particle’s momentum becomes small enough
(without necessarily becoming zero), the particle completelystops moving. Even when a particle is fully
restrained, though, its momentum may continue to change, and its kinetic energy might become large enough
again for the particle to resume moving. In general, ARPS restrain and release particles repeatedly over time.

This approach has numerous advantages: (a) it is mathematically grounded and is able to produce long,
stable simulations; (b) it does not require modifications to the simulated interaction potential, so that any
suitable existing force-field can be directly used with ARPS; (c) under frequently-used assumptions on the
interaction potential, ARPS make it possible to reduce the number of forces that have to be updated at each
time step, which may significantly speed up simulations; (d) when performing constant-energy simulations,
ARPS allow users to finely and continuously trade between precision and computational cost, andrapidly
obtain approximate trajectories; (e) the trade-off between precision and cost may be chosen for each particle
independently, so that users may arbitrarily focus ARPS on specific regions of the simulated system (e.g.,
a polymer in a solvent); (f) most important, when performing Adaptively Restrained Molecular Dynamics
(ARMD) in the canonical (NVT) ensemble, correct static equilibrium properties can be computed.

We have demonstrated the advantages of ARPS on several numerical experiments. For example, a pla-
nar collision cascade study in Fig. 7 shows how ARPS make it possible to smoothly trade between
precision and speed of the simulation. Reference simulations were derived from the usual Hamiltonian
H(q,p)=3p "M 'p+V(q).

6.2. Hierarchical Adaptively Restrained Particle Simulations
Participants: Svetlana Artemova, Stephane Redon.
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Figure 7. Simulating a collision cascade with controlled precision. Adaptively restrained simulations allow us to smoothly trade between

precision and speed. Even for large speed-ups (up to 10x) the features of the shock are extremely well preserved.

It has been shown that algorithms relying on hierarchical representations of molecular systems may accelerate
molecular simulations: for example, divide-and-conquer approach for simulations in internal coordinates [10],
[11], adaptive algorithms for dynamics of articulated bodies [15], algorithms for neighbor search for system
with symmetries [12] or for large rigid molecules [8].

Therefore, we were interested in combining hierarchically-based algorithms with Adaptively Restrained
Particle Simulations (ARPS). Precisely, as with classical ARPS, we have considered the adaptively restrained
(AR) Hamiltonian:

1
—p"®(q,p)p + V(a),

Har(q,p) = 5

but we have introduced a different form of the inverse inertia matrix ®(q, p). In this case, again, positional
degrees of freedom are adaptively switched on and off during the simulation, but, these are relative positional
degrees of freedom in the system, and not the positional degrees of freedom of individual particles. Precisely,
particles are grouped together into rigid bodies according to the tree representation and released repeatedly
during the simulation. We call this approach hierarchical Adaptively Restrained Particle Simulations (hierar-
chical ARPS).

We have performed several numerical experiments to illustrate this new approach. For example, in Fig. 8 we
present the planar collision cascade study.

For hierarchical AR simulations, obtained results depend on the tree representation of the system: for the
results demonstrated in Fig. 8 the tree was constructed in a top-down manner by recursive dividing of the
system in halves and, therefore, the squares of different levels are being activated by the shock.

To clearly demonstrate the effect of the tree, we provide the results for the same four simulations with another
tree built in a bottom-up manner by grouping the particles pairwise according to their sequence number (they
were enumerated, first, along the y-axis, vertically, and then, along the z-axis, horizontally). These results are
shown in Fig. 9 , and are rather different from those in Fig. 8 : vertical lines are being activated when the
central part of the plane is reached by the shock.

The patent reporting the principles and the algorithms used to implement hierarchical ARPS has been
deposited.

6.3. Interactive quantum chemistry
Participants: Mael Bosson, Caroline Richard, Antoine Plet, Sergei Grudinin, Stephane Redon.
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Figure 8. Simulating a collision cascade with controlled precision. Hierarchical adaptively restrained simulations allow us to smoothly trade

between precision and speed. The main features of the shock are preserved. The binary tree representation was constructed top-down.
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Figure 9. Simulating a collision cascade with controlled precision. Hierarchical adaptively restrained simulations allow us to smoothly trade

between precision and speed. The main features of the shock are preserved. The binary tree representation was constructed bottom-up.
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Interactive simulation tools allow users to take advantage of their knowledge and intuition to understand
physical properties and prototype new devices. To accurately describe bond breaking, bond formation, charge
transfer or other electronic phenomena, interactive simulation should ideally be based on quantum mechanics.
However, solving quantum chemistry models at interactive rates is a challenging task. Thanks to the algorithms
developed in the group, SAMSON is the first software to propose interactive quantum chemistry.

A first contribution allows for interactive quantum chemistry with systems up to a few hundred atoms [6].
The method is based on a divide-and-conquer (D&C) approach. The D&C technique subdivides the system
into many subsystems (a—h on the Figure 10 ). Each of them involves a diagonalisation at each time step. To
treat larger systems, we introduce a new algorithm: Block-Adaptive Quantum Mechanics (BAQM) [5] from
the combination of two new components.

e Block-adaptive Cartesian mechanics

By freezing atomic positions in some subsystems (d-h on the Figure 10 ) (with atoms in blue),
we may avoid updating some eigenproblems. The Block-adaptive Cartesian mechanics component
takes advantage of this to control the simulation cost by adaptively adjusting the number of
diagonalisations, based on the forces applied to the atoms. Only the subsystems with the largest
applied forces are allowed to have mobile atoms.

e Adaptive reduced-basis quantum mechanics

Solving even just one of the subsystem’s eigenproblem may be too costly to achieve interactive rates.
The Adaptive reduced-basis quantum mechanics component projects the equation in an adaptive
reduced basis composed of low-energy eigenvectors that have been computed at a previous time
step, to benefit from temporal coherence between successive eigenproblems (subsystems (b) and (c)
with atoms in black and white on the Figure 10 ). We use a simple distance to decide on the fly when
to automatically update the reduced basis during the simulation (subsystem (a) with atoms in red on
the Figure 10 ).

We demonstrated that BAQM may accelerate geometry optimization for several atomic systems. Indeed, each
step is solved significantly faster by constraining some nuclei and electrons, and, by focusing computational
resources on the most active parts of the system, we obtain a faster potential energy descent. The proposed
BAQM approach also allows for interactive rates with many atomic systems.
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Figure 10. Interactive editing of a polyflurorene molecule with the BAQM algorithm

6.4. Molecular Docking

6.4.1. Development of a new Knowledge-Based Potential for Protein-Ligand Interactions
Participants: Sergei Grudinin, Georgy Cheremovskiy.
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Macromolecular complexes formed by proteins with small molecules (ligands) play an important role in many
biological processes such as signal transduction, cell regulation, etc. Experimental methods for determining
the structures of molecular complexes have a very high cost and still involve many difficulties. Therefore,
computational methods, such as molecular docking, are typically used for predicting binding modes and
affinities, which are essential to understand molecular interaction mechanisms and design new drugs.

Databases containing three-dimensional protein-ligand structures determined by experimental techniques
grow very rapidly. In 2011, the PDB (Protein Data Bank) contained about 70,000 of protein structures, with
almost 8,000 structures of protein-ligand complexes having refined binding affinity data. The CSD (Cambridge
Structural Database), a database for small molecules, contained about 500,000 entries at the beginning of 2012.
Thus, we believe that computational tools based on statistical information extracted from three-dimensional
structures of protein-ligand complexes will play an ever more increasing role in the functional study of proteins
as well as in structure-based drug design and other fields.

We proposed and validated a new statistical method that predicts binding modes and affinities of protein-
ligand complexes. To do so, we have developed a novel machine-learning-based approach. Precisely, we have
formulated a new optimization problem with 30,000 unknowns, whose solution is a scoring function. We
trained the scoring function on 6,000 structures of protein-ligand complexes of high accuracy from the PDB
database. Despite the very high dimensionality of the optimization problem, we manage to solve it on a desktop
computer in just a few hours.

Our scoring function has three major applications in drug-design:
e Docking: determination of the binding site of a ligand bound to a protein.

e Ranking: identifying a set of ligands with the highest binding affinity for the given protein target by
screening a large ligand database.

e Binding constants prediction: prediction of the absolute value of the binding constant of a protein-
ligand complex.

The success rates of our method rank it among the top three methods currently available. Thus, we believe that
our scoring function is the first one that performs well in all three major applications in drug-design.
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Figure 11. Comparison of the success rates of scoring functions when the best-scored binding pose differs from the
true one by RMSD < 1.0 A (light bars), < 2.0 A (darker bars) or < 3.0 A (the darkest bars), respectively. Scoring
functions are ranked by success rates when the ligand binding pose is found within RMSD < 3.0 A.
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6.4.2. DockTrina

Participants: Sergei Grudinin, Petr Popov.

We derived analytical formulas for fast evaluation of the Root-Mean-Square-Deviation (RMSD) between
rigid protein structures. This work resulted in a RMSD library containing algorithms to calculate the RMSD
between two proteins in constant time. Based on this library we introduced an efficient algorithm to predict
triangular protein structures and implemented it into the DockTrina software. We collected bound benchmarks
of 220 protein trimers with and without symmetry properties from the Protein Data Bank and demonstrated the
superiority of DockTrina over standard combinatorial algorithms aimed at predicting nonsymmetrical protein
trimers.

6.4.3. Machine Learning for Structural Biology

Participants: Sergei Grudinin, Petr Popov, Mathias Louboutin.

We developed a new formulation of the machine learning optimization problem to predict protein—protein
interactions. We implemented several optimization strategies, both in dual and primal. We studied the effect of
different types of loss-functions on the quality of the prediction. We also tested the efficiency of three descent
algorithms, Nesterov descent, gradient descent, and stochastic descent. We demonstrated that generally, primal
optimization is faster compared to dual optimization. In the primal, Nesterov descent has a better convergence
compared to the gradient descent. Finally, stochastic algorithms often provide a better convergence compared
to deterministic algorithms. All the studied algorithms were implemented as a stand-alone library.

6.5. Software Engineering
Participants: Jocelyn Gate, Stephane Redon.

We have continued the development of SAMSON, our open-architecture platform for modeling and simulation
of nanosystems (SAMSON: Software for Adaptive Modeling and Simulation Of Nanosystems). The interface
has been improved:

e The visualization of the data graph has been improved. Users may now drag and drop models and
parts between layers, as well as directly drag and drop files into SAMSON.

e The undo/redo stack can now be visualized.
e  We have begun to work on selection and highlighting.

The software engineering process has been improved as well, in particular to help base and modules
developers:

e  We have reorganized the file hierarchy so that modules can have associated data.

e We have developed a system to build SAMSON automatically on virtual machines (e.g., ubuntu
12.04 32bit, ubuntu 12.04 64 bit, fedora 17 32 bit, etc.).

e Tools have been created to let modules developers easily write new modules.

e  We have begun to develop a mechanism to make it easy to install and update SAMSON automati-
cally.

We have also developed several SAMSON apps to test various concepts, including scripting, manipulating
molecules with haptic feedback, etc. Figure 12 shows the current user interface of SAMSON.

We have deposited the first version of SAMSON’s code base at the APP ("Agence de Protection des
Programmes").
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Figure 12. The current user interface of SAMSON, showing an app to download molecules directly from the Protein
Data Bank, an app to deform molecules, and an app for haptic interaction. The data graph on the left shows the
hierarchical structure of the data graph.
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6. New Results

6.1. Mathematical analysis and control of macroscopic traffic flow models

6.1.1.

6.1.2.

Vehicular traffic

Participants: Maria Laura Delle Monache, Paola Goatin, Mauro Garavello [Piedmont University, Italy],
Alexandre Bayen [UC Berkeley, CA, USA].

The activity in traffic flow modeling has being reinforced by the creation of the Associated Team ORESTE
between OPALE and the UC Berkeley teams Mobile Millennium and Integrated Corridor Management
(ICM) lead by Prof. A. Bayen (see http://www-sop.inria.fr/members/Paola.Goatin/ORESTE/index.html). In
this framework, three PhD students from US visited Inria during August and September, and M.L. Delle
Monache spent two and half months at UC Berkeley.

During this first year of common research we proposed a new junction model for ramp-metering in the
continuous and discrete settings. We focused on a junction consisting in a mainline, an on-ramp and an off-
ramp. In particular, we introduced a coupled PDE-ODE model, in which the PDE describes the evolution
of the cars flow on the mainline and the ODE describes the evolution of the queue length on the on-ramp,
modeled by a buffer, which ensures that boundary conditions are satisfied in strong sense. At the junction we
imposed the maximization of the outgoing flux together with a fixed priority parameter for incoming roads.
We were able to prove existence and uniqueness of the solution of the corresponding Riemann problem. This
approach has then been extended to networks and discretized using the Godunov scheme. The corresponding
discrete optimization problem has been solved using the Adjoint Method and it is now being implemented into
a MATLAB code. This model will serve as starting point for a subsequent model for optimal rerouting, which
includes multi-commodity flow and partial control.

Besides that, we studied a a coupled PDE-ODE system modeling the interaction of a large slow moving
vehicle with the surrounding traffic flow. The model consists in a scalar conservation law with moving density
constraint describing traffic evolution coupled with an ODE for the slow vehicle trajectory. The constraint
location moves due to the surrounding traffic conditions, which in turn are affected by the presence of the
slower vehicle, thus resulting in a strong non-trivial coupling. The existence result is given in [60].

The paper [41] is devoted to the study of a traffic flow model on a network composed by an arbitrary number of
incoming and outgoing arcs connected together by a node with a buffer. We define the solution to the Riemann
problem at the node and we prove existence and well posedness of solutions to the Cauchy problem.

Crowd motion

Participants: Nora Aissiouene, Christophe Chalons [LJLL, UP7], Régis Duvigneau, Paola Goatin, Matthias
Mimault, Massimiliano D. Rosini [ICM, Warsaw University, Poland], Nicolas Seguin [LJLL, UPMC], Monika
Twarogowska.

The activity on in pedestrian flow modeling is reinforced by the doctoral thesis of M. Mimault, started in
October, and the enrollment of M. Twagorowska on a post-doctoral position.

Concerning crowd motion modeling, we are interested in the optimization of facilities design, in order to
maximize pedestrian flow and avoid or limit accidents due to panic situations. To this aim, we are now
studying first and second order macroscopic models for crowd movements consisting in one or two scalar
conservation law accounting for mass conservation and momentum balance, coupled with an Eikonal equation
giving the flux direction depending on the density distribution. From the theoretical point of view, and as
a first step, we are studying the problem in one space dimension (for applications, this case corresponds to
a crowd moving in a corridor). In collaboration with M. Rosini (supported by the project CROM3, funded
by the PHC Polonium 2011), we have established entropy conditions to select physically relevant solutions,
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and we have constructed explicit solutions for some simple initial data (these results are presented in [40]).
We are now studying existence of solutions of the corresponding initial boundary value problem, using the
wave-front tracking approach. In this framework, M. Mimault’s internship was devoted to develop a MATLAB
code based on wave-front tracking to compute the solutions of Hughes’ model of pedestrian motion with
generalized running cost. This model displays a non-classical dynamic at the splitting point between the two
directions of motion. The wave-front tracking scheme provides us with reference solutions to test numerically
the convergence of classical finite volume schemes, which do not treat explicitly the dynamics at the turning
point (see [66]). The code can be downloaded at the following URL: http://www-sop.inria.fr/members/Paola.
Goatin/wft.html

From the numerical point of view, we are implementing some macroscopic models in two space dimensions
on triangular meshes on the Num3sis platform. This was partly done by N. El-Khatib (postdoc at Inria from
January to August 2011), and is now being completed by M. Twarogowska, with the support of N. Aissiouene.
This will provide a performing numerical tool to solve the related optimization problems arising in the
optimization of facilities design, such as the position and size of an obstacle in front of (before) a building
exit in order to maximize the outflow through the door and avoid or limit over-compression.

Finally, in collaboration with C. Chalons and N. Seguin, we have generalized the results on conservation
laws with local flux constraint obtained in [3], [5] to general flux functions and nonclassical solutions arising
for example in pedestrian flow modeling. We first define the constrained Riemann solver and the entropy
condition, which singles out the unique admissible solution. We provide a well posedness result based on wave-
front tracking approximations and Kruzhkov doubling of variable technique. We then provide the framework
to deal with nonclassical solutions and we propose a “front-tracking” finite volume scheme allowing to sharply
capture classical and nonclassical discontinuities. Numerical simulations illustrating the Braess paradox are
presented as validation of the method. The results are collected in [65].

The above researches were partially funded by the ERC Starting Grant "TRAM3 - Traffic management by
macroscopic models".

6.2. Optimum design and control in fluid dynamics and its couplings

In computational sciences for physics and engineering, Computational Fluid Dynamics (CFD) are playing one
of the major roles in the scientific community to foster innovative developments of numerical methodologies.
Very naturally, our expertise in compressible CFD has led us to give our research on numerical strategies for
optimum design a particular, but not exclusive focus on fluids.

The framework of our research aims to contribute to numerical strategies for PDE-constrained multi-objective
optimization, with a particular emphasis on CPU-demanding computational applications in which the different
criteria to be minimized (or reduced) originate from different physical disciplines that share the same set of
design variables. These disciplines are often fluids, as a primary focus, coupled with some other discipline,
such as structural mechanics.

Our approach to competitive optimization is based on a particular construction of Nash games, relying on a
split of territory in the assignment of individual strategies. A methodology has been proposed for the treatment
of two-discipline optimization problems in which one discipline, the primary discipline, is preponderant, or
fragile. Then, it is recommended to identify, in a first step, the optimum of this discipline alone using the whole
set of design variables. Then, an orthogonal basis is constructed based on the evaluation at convergence of the
Hessian matrix of the primary criterion and constraint gradients. This basis is used to split the working design
space into two supplementary subspaces to be assigned, in a second step, to two virtual players in competition
in an adapted Nash game, devised to reduce a secondary criterion while causing the least degradation to the
first. The formulation has been proved to potentially provide a set of Nash equilibrium solutions originating
from the original single-discipline optimum point by smooth continuation, thus introducing competition
gradually. This approach has been demonstrated over a test-case of aero-structural aircraft wing shape
optimization, in which the eigensplit-based optimization reveals clearly superior [38].
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While the two-discipline method is currently being applied to various complex physical multi-objective
situations (see in particular 6.2.4 , 6.2.5 , 6.2.6 ), the method has been extended to situations involving
more than two objectives when the initial point is Pareto-optimal. Then, a particular convex combination
of the criteria is locally stationary, and the two-discipline strategy can be applied using this combination
as preponderant criterion, and a particular other criterion as secondary one. Whence, the proposed split of
territory produces a continuum of Nash equilibrium points tangent to the Pareto set. This theoretical result has
been illustrated in the context of a simpler numerical experiment by E. Baratchart during his internship [4],
see Fig. 2.
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Figure 2. Combination of cooperative and competitive optimization algorithms: in red the Pareto set, in blue
MGDA steps directed to the Pareto set, in green steps by Nash games with split of territory tangent to the Pareto set.

Our approach to cooperative optimization is based on a result of convex analysis established for a general
unconstrained mult-iobjective problem in which all the gradients are assumed to be known. The theorem
[39] states that in the convex hull of the gradients, there exists a unique vector of minimal norm, wj if it
is nonzero, the vector w is a descent direction common to all criteria; otherwise, the current design point is
Pareto-optimal. This result led us to generalize the classical steepest-descent algorithm by using the vector w
as search direction. We refer to the new algorithm as the multiple-gradient descent algorithm (MGDA). The
MGDA yields to a point on the Pareto set, at which a competitive optimization phase can possibly be launched
on the basis of the local eigenstructure of the different Hessian matrices. This general formulation fosters
several connected studies detailed in 6.2.1 .

6.2.1. Multiple-Gradient Descent Algorithm (MGDA)

Participants: Jean-Antoine Désidéri, Régis Duvigneau, Matteo Giacomini, Adrien Zerbinati.

6.2.1.1. Theory and numerical experimentation of the MGDA construction

In multi-objective optimization, the knowledge of the Pareto set provides valuable information on the reachable
optimal performance. A number of evolutionary strategies (PAES, NSGA-II, etc), have been proposed in the
literature and proved to be successful to identify the Pareto set. However, these derivative-free algorithms are
very demanding in terms of computational time. Today, in many areas of computational sciences, codes are
developed that include the calculation of the gradient, cautiously validated and calibrated.

In the original report [14], and in [39], we have introduced the notion of Pareto-stationarity, and given a first
proof that it was the natural necessary condition for Pareto-optimality when the objective-functions are locally
smooth in some open domain about the design-point. This report has been revised to provide a more rigorous,
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and extended proof. In particular, in the revised version [14] (version 3, 2012), the number of objective-
functions n and the dimension of the design space compare arbitrarily. The objective-functions are assumed
to be locally convex.

Additionally, we had established that MGDA converges to Pareto-stationary design-points. This had been
confirmed by numerical experiments in which MGDA had been tested over a number of classical multi-
objective optimization test-cases, and found successful to converge to Pareto-optimal solutions in situations
of either convex or concave Pareto sets. Additionally, MGDA [57] and PAES [69] were found to have
complementary merits, making a hybrid method promising.

The method was tested successfully in a domain partition model problem in which the sub-solutions to
the Poisson equation are matched at the interfaces by minimization of the integral along the interface of
the squared normal-derivative jump. This academic exercise has permitted to illustrate the importance of
applying an appropriate scaling to the gradients prior to calculating the descent direction [61] [47]. This has
led us to define, a novel form of MGDA, consisting of a direct algorithm [62] based on a Gram-Schmidt
orthogonalization conducted with a special normalization. The direct method was found more accurate and
more efficient. Subsequently, we proposed two enhancements [63], the first to define the order in which the
gradients are introduced in the Gram-Schmidt process uniquely and to interrupt the process as soon as the
current estimate of the search direction is proved to satisfy the descent property, and the second to optimally
scale the gradients when the Hessians are known, or approximated (e.g. by the BFGS estimate).

6.2.1.2. Meta-model-assisted CFD optimization by MGDA

Using MGDA in a multi objective optimization problem requires the evaluation of a large number of points
with regard to criteria, and their gradients. In the particular case of a CFD problems, each point evaluation
is very costly since it involves a flow computation, possibly the solution of an adjoint-equation. To alleviate
this difficulty, we have proposed to construct meta-models of the functionals of interest (lift, drag, etc) and
to calculate approximate gradients by local finite differences. These meta-models are updated throughout
the convergence process to the evaluation of the new design points by the high-fidelity model, here the 3D
compressible Euler equations.

This variant of MGDA has been tested successfully over a problem of external aerodynamic optimum-shape
design of an aircraft wing consisting of reducing wave-drag, and augmenting lift. After only a few cycles of
database updates, the Pareto front visibly forms, and this result is achieved at a very moderate computational
cost. This variant has been extended successfully to an internal flow optimization problem related to an
automobile air-conditioning system and governed by the Navier-Stokes equations [55]. This more difficult
problem has been proposed by Renault within the OMD2 ANR project.

6.2.1.3. Exact shape gradients

MGDA has successfully been tested over a two-objective optimization problem governed by two-dimensional
elasticity. The deformation of a plate is calculated using an isogeometric approximation (see 6.6 ) and
compliance derived from it. The exact parametric shape gradient is calculated, yielding the gradient of the
objective function in two antagonistic situations differing by the loading. Pareto-fronts are thus identified.

6.2.1.4. Perspectives

MGDA offers the possibility to handle in a rational way several objective-functions for which gradients are
known or approximated concurrently. This potential opens methodological paths to several themes of interest
in high-fidelity simulation-based optimization: optimization of complex systems whose performance is evalu-
ated w.r.t. several criteria originating from different, coupled disciplines; optimization under uncertainties, by
introducing sensitivities as additional objectives; optimization of time-dependent systems, such as optimiza-
tion of flow-control devices that generate a periodic flow (see next subsection), by converting the problem into
a multi-point problem by time-discretization of the time and parameter-dependent functional; etc.

6.2.2. Flow control

Participants: Jean-Antoine Désidéri, Régis Duvigneau, Jérémie Labroquere.
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Shape optimization methods are not efficient to improve the performance of fluid systems, when the flow is
characterized by a strong unsteadiness related to a massive detachment. This is typically the case for the flow
around an automotive body or a wing in stall condition. To overcome this difficulty, flow control strategies are
developed, that aim at manipulating vortex dynamics by introducing some active actuators, such as periodic
blowing/suction jets. In this context, the choice of the control parameters (location, amplitude, frequency) is
critical and not straightforward. Therefore, a numerical study is conducted to i) improve the understanding of
controlled flows ii) develop a methodology to determine optimal control parameters by coupling the controlled
flow simulation with optimization algorithms. Two research axes have been considered :

e the resolution of the unsteady sensitivity equations derived from the state equations, to exhibit the
dependency of the flow dynamics with respect to the control ;

e the optimization of control parameters using a statistical metamodel-based strategy[37].

In this perspective, unsteady Reynolds Averaged Navier-Stokes equations are considered, with the Spalart-
Allmaras turbulence closure. A numerical model for synthetic jets has been implemented to simulate the
actuation[48], based on imposed velocity boundary conditions. Particular developments have then be carried
out to include a noise term into Gaussian Process metamodels, which is used to filter errors arising from
unsteady simulations/citelabroquere:hal-00742940. First results have demonstrated the feasibility of the
proposed method. A systematic assessment of modeling and numerical errors is in progress, for a backward
facing step test-case, with the objective of controlling the re-attachment point location.

This activity is conducted in collaboration with the CFD team of Ecole Centrale de Nantes.

Robust design

Participants: Jean-Antoine Désidéri, Régis Duvigneau, Daigo Maruyama.

This work aims to develop robust design tools for aircraft design w.r.t. aerodynamic performance subject to
uncertainties arising from geometrical features and fluctuations of inflow conditions. The robust design process
is considered as a multi-objective optimization problem consisting of minimizing statistical quantities such as
mean and variance of a cost function, typically the drag coefficient under lift constraint. MGDA is used for
this purpose.

At present, analytical test cases have been tested, confirming the validity of our approach to identify the Pareto
set.

One aspect of the problem is that the evaluation of these statistics and performing their optimization is very
cost demanding. One solution could be, for aerodynamic design, to identify the most important variables to be
treated as uncertain, possibly by the ANOVA approach, and construct adequate meta-models.

Aero-structural optimization
Participants: Gérald Carrier [Research Engineer, ONERA/DAAP], Jean-Antoine Désideri, Imane Ghazlane.

In industry, aircraft wings are designed by accounting for several multidisciplinary couplings. Certainly of
greatest importance is the coupling, or concurrency, between aerodynamic optimization and structural design.
At ONERA, in the former thesis of M. Marcelet, the aecrodynamic gradient has been extended to account for
(the main terms of) static fluid-structure interaction, commonly referred to as the “aeroelastic gradient”.

In her thesis, I. Ghazlane has extended M. Marcelet’s work to take into account, in the aeroelastic gradient,
the terms originating from the differentiation of the wing-structural model. In this development, the wing
structure is treated as an equivalent Euler-Bernoulli beam. These formal extensions have been validated by
an extensive experimentation. Additionally, special post-processing procedures have been set up to evaluate
accurately the various physical contributions to drag. As a result, a realistic aircraft wing optimization has been
conducted using a configuration provided by Airbus France as initial design. I. Ghazlane defended successfully
her doctoral thesis thesis in December 2012 [34].

Besides, I. Ghazlane has realized a two-objective optimization (drag and mass reduction) via a Nash game
using our optimization platform FAMOSA. These results will be included in a common publication on Nash
games in preparation.
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Sonic boom reduction

Participants: Gérald Carrier [Research Engineer, ONERA/DAAP], Jean-Antoine Désideri, Andrea Minelli,
Itham Salah El Din [Research Engineer, ONERA/DAAP].

When an aircraft flies at supersonic speed, it generates at ground level an N-shaped shock structure which can
cause serious environmental damage (“‘sonic boom”). Thus a problem of interest in aerodynamic optimization
is to design such an aircraft to reduce the intensity of the sonic boom while maintaining the aerodynamic
performance (drag minimization under lift constraint). Andrea Minelli aimed at contributing to this two-
discipline optimization problem. In the first part of his work, an inverse problem has been formulated and
solved for “shaped sonic boom” and found in excellent agreement with the George-Seebass-Darden theory
[68] for the calculation of the Whitham function corresponding to the lowest-boom (axisymmetric) shape.
Method and results for more general geometries have been presented internationally in [50].

Besides, aero-acoustic optimizations have been realized successfully by coupling the aerodynamic optimizer
(based on Euler calculations by the elsA software) with the sonic-boom computation in a Nash game
formulation. These experiments, conducted with our optimization platform FAMOSA, have demonstrated
that starting from the shape optimized aerodynamically, one could retrieve smoothly a shape corresponding to
nearly-optimal sonic-boom reduction. These results will be included in a common publication on Nash games
in preparation.

Helicopter rotor blade optimization in both situations of hovering and forward flight

Participants: Michel Costes [Research Engineer, ONERA/DAAP], Jean-Antoine Désideri, Arnaud Le Pape
[Research Engineer, ONERA/DAAP], Enric Roca Leon.

E. Roca Leon is conducting a CIFRE thesis supported by EUROCOPTER (Marignane) at ONERA DAAP. This
thesis follows the doctoral thesis of A. Dumont in which the adjoint-equation approach was used to optimize
a rotor blade in hovering flight. The goal of this new thesis is to solve a two-objective optimization problem
in which the hovering-flight criterion is considered preponderant, but a new criterion that takes into account
the forward-flight situation is also introduced, concurrently. The second criterion is the power necessary to
maintain the forward motion. The first phase of thesis work has been devoted to the set up of a hierarchy of
models from low to high fidelity, in order to calibrate appropriate functional criteria. In the current work, actual
two-objective optimizations are conducted via our Nash game approach to competitive optimization with
territory splitting based on reduced Hessian diagonalization. A first successful experiment has been realized
in which the twist angle along the wing is optimized to reduce the power in forward motion while maintaining
sub-optimality of the drag in hover. These results have been accepted for presentation at a forthcoming ATAA
Conference, and will also contribute to a common publication on Nash games in preparation.

Optimum design in naval hydrodynamics
Participants: Régis Duvigneau, Louis Blanchard.

Naval hydrodynamics field has recently shown a growing interest for optimum design methods. The compu-
tational context is especially complex because it implies unsteady two-phase turbulent flows, with possibly
very high Reynolds number (up to 10%). The use of automated design optimization methods for such problems
requires new developments to take into account the large CPU time necessary for each simulation and the
specificity of the geometries considered.

In collaboration with GALAAD Project-Team, some developments have been initiated on the geometrical
modelling of hull shapes by parametric surfaces. The objective was to be able to modify existing hull shapes
by controlling a small number of parameters, that are meaningful for naval architects. We have considered as
test-case the bow shape for trawler ships[58]. As a second step, an optimum shape procedure has been set up,
based on a metamodel-based optimizer, the developed CAD model and the simulation tool for free-surface
flows provided by K-Epsilon company. The objective was to reduce the wave drag of a trawler ship by adding
a bow, whose parameters are optimized.


http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid23
http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid24
http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid25

97 Computational models and simulation - New Results - Project-Team OPALE

6.3. Optimum design in structural mechanics

6.3.1.

6.3.2.

Shape Optimization in Multidisciplinary Non-Linear Mechanics
Participants: Aalae Benki, Jean-Antoine Désidéri, Abderrahmane Habbal.

In collaboration with the ArcelorMittal’s Center for Research in Automotive and Applications, we study
the multidisciplinary shape and parameter design of highly non linear mechanical 2D and 3D structures.
We have developed methods adapted to the approximation of Pareto Fronts such as Normal Boundary
Intersection NBI and Normalized Normal Constraint Method NNCM. Due to the time consuming cost
evaluation, the use of cheap to evaluate surrogate models is mandatory. We have studied the consistency of
the approach NBI or NNCM plus surrogates, which turned out to be successful for a broad panel of standard
mathematical benchmarks. The coupling is successfully applied to a small scale industrial case, namely the
shape optimization of a can bottom vis a vis dome reversal pressure and dome growth criteria. We have
then defined a Nash game between criteria where the latter are approximated by the RBF metamodels. First,
we validated the computation of a Nash equilibrium for mathematical functions, then we computed Nash
equilibria for the small scale industrial case of the shape optimization of the can bottom. In both cases,
only arbitrary territory splitting was used. Application to large scale 3D industrial problems, and the study
of intelligent territory splitting algorithms is ongoing.

Optimization of Addendum Surfaces in Stamping
Participants: Fatima Zahra Oujebbour, Jean-Antoine Désidéri, Abderrahmane Habbal.

Within the OASIS Consortium (ArcelorMittal, ErDF, Inria, UTC, EURODECISION, ESILV, NECS, Delta-
CAD, SCILAB-DIGITEO), Opale Project leads the Optimization task. Our aim is to develop decentralized
decision-making algorithms dedicated to find efficient solutions (Pareto optimal) in a complex multidisci-
plinary framework (forming, stamping, welding non-linear processes, spring-back, vibration, in-function lin-
ear processes, crash and fatigue non linear and non differentiable processes) for several (between three and
five) criteria. An important difficulty when trying to identify the Pareto Front, even when using adapted meth-
ods such the Normal Boundary Intersection, is that the criteria involved (thanks to the high nonlinearity in
the mechanical models) exhibit many local optima. So one must use global optimization methods. We have
studied the hybrid approach Simulated Annealing with Simultaneous Perturbation SASP for a suite of mathe-
matical test-cases. To envisage the application of our method to the complex CPU time consuming stamping
process, we lead an intermediate phase dedicated to the validation of the SASP method for the minimization of
the spring-back that follows the stamping of a metal sheet, the design variable being the thickness distribution.

We have successfully applied the NBI approach coupled to the hybrid SA+SPSA minimizer (Simulated
Annealing with local search using the Simultaneous Perturbation Stochastic Approximation) to capture
the Pareto front of a simple cross stamping of a high performance steel sheet. The use of cubic spline
approximation of the costs (spring-back and failure criteria) turned out to be more reliable than e.g. a krigeage
method.

6.4. Application of shape and topology design to biology and medicine

6.4.1. Mathematical modeling of dorsal closure DC

Participants: Abderrahmane Habbal, Luis Almeida [University of Nice-Sophia Antipolis], Patrizia Bagnerini
[Genova University], Fanny Serman [University of Nice-Sophia Antipolis], Stéphane Noselli [University of
Nice-Sophia Antipolis], Glenn Edwards [Duke University].
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Figure 3. Multiobjective design of the stamping process of a high performance steel sheet. The costs are elastic
spring-back (upper-left) and failure (upper-right). The Pareto front obtained by NNCM (lower-left) is compared to
a NSGA-II one (lower-right).
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A mathematical model for simulation of actin cable contraction, during wound closure for Drosophila
embryo, which contains an extra term in addition to the curvature flow is developed. The basic mathematical
model introduced and validated in [2] is extended in order to include the non-homogeneous wound healing
or non-homogeneous dorsal closure The new model is obtained by adding extra terms that describe the
particular process we want to model (lamellipodial crawling, granulation tissue contraction, extension of actin
protrusions, epithelial resistance, etc.). We concentrate on the treatment of non-homogeneous forces, i.e. non-
constant boundary terms which can be associated with a non-uniform cable, internal pull or zipping force due
to the non-uniformity of the biological or physical properties of the boundary cells or of the connective tissue
[35].

We also consider a particular yet major aspect of wound healing, namely the one related to the movement of
wounded epithelial cell monolayers. The epithelial monolayer cell population, also referred to as cell-sheet,
can be seen as a 2 dimensional structure, although it is well known that apical and basal sites play distinctive
important roles during the migration, as well as the substrate itself. Immediately after a wound is created,
the cells start to move in order to fill in the empty space. This movement, the wound closure, is a highly-
coordinated collective behavior yielding a structured cohesive front, the wound leading edge. Even though
wound closure involves biochemical and biomechanical processes, still far from being well understood, which
are distributed over the whole monolayer, much specific attention was paid to the leading edge evolution,
seen as the front of a traveling wave of the cell density function. We show that, for non inhibited wound
assays, closure occurs at constant speed of the leading edge, a fact that is commonly shared by biologists and
biomathematicians. But we also show that the leading edge may exhibit accelerated profiles, and that when
inhibited, then the F-KPP has poor performances in modeling the leading edge dynamics.

6.5. Particular applications of simulation methods

6.5.1.

6.5.2.

Hermitian interpolation under uncertainties

Participants: Jean-Antoine Désideri, Manuel Bompard [Doctoral Student, ONERA/DSNA until December
2011; currently post-doctoral fellow in Toulouse], Jacques Peter [Research Engineer, ONERA/DSNA].

In PDE-constrained global optimization, iterative algorithms are commonly efficiently accelerated by tech-
niques relying on approximate evaluations of the functional to be minimized by an economical, but lower-
fidelity model (meta-model), in a so-called Design of Experiment (DoE). Various types of meta-models exist
(interpolation polynomials, neural networks, Kriging models, etc). Such meta-models are constructed by pre-
calculation of a database of functional values by the costly high-fidelity model. In adjoint-based numerical
methods, derivatives of the functional are also available at the same cost, although usually with poorer ac-
curacy. Thus, a question arises : should the derivative information, available but known to be less accurate,
be used to construct the meta-model or ignored ? As a first step to investigate this issue, we have considered
the case of the Hermitian interpolation of a function of a single variable, when the function values are known
exactly, and the derivatives only approximately, assuming a uniform upper bound ¢ on this approximation is
known. The classical notion of best approximation has been revisited in this context, and a criterion introduced
to define the best set of interpolation points. This set was identified by either analytical or numerical means. If
n + 1 is the number of interpolation points, it is advantageous to account for the derivative information when
e < g9, where ¢( decreases with n, and this is in favor of piecewise, low-degree Hermitian interpolants. In all
our numerical tests, we have found that the distribution of Chebyshev points is always close to optimal, and
provides bounded approximants with close-to-least sensitivity to the uncertainties [56].

Mesh qualification
Participants: Jean-Antoine Désideri, Maxime Nguyen, Jacques Peter [Research Engineer, ONERA/DSNA].

M. Nguyen Dinh is conducting a CIFRE thesis at ONERA supported by AIRBUS France. The thesis topic
is the qualification of CFD simulations by anisotropic mesh adaption. Methods for refining the 2D or 3D
structured mesh by node movement have been examined closely. Secondly, it is investigated how could the
local information on the functional gradient ||d.J/d X || be exploited in a multi-block mesh context. This raises
particular questions related to conservation at the interfaces.
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Figure 4. Sequence-5. Computational vs experimental wound evolution. (a) Time variation of experimental (blue)
versus computed (red) wound area (in pixels). (b) Time variation of the experimental (blue-dot) versus computed
(red) migration rate (in pixels/mn). (c) Computed 3D XT view at first and mid-rows. (d) (e) (f) Traces of the
difference between the experimental segmented and binarized cell-sheet images and the computed ones at different
times, respectively 1hour (d), and 2hours (e) after the wounding. (f) Experimental 3D XT view at first and mid-rows.
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Several criteria have been assessed for mesh qualification in the context of inviscid-flow simulation and
are currently being extended to the RANS context. These results have been presented internationally in the
communication [54] and the publication [44].

6.5.3. Hybrid meshes

Participants: Sébastien Bourasseau, Jean-Antoine Désideri, Jacques Peter [Research Engineer, ON-
ERA/DSNA], Pierre Trontin [Research Engineer, ONERA/DSNA].

S. Bourasseau has started a CIFRE thesis at ONERA supported by SNECMA. The thesis is on mesh adaption
in the context of hybrid meshes, that is, made of both structured and unstructured regions. Again, the aim is to
exploit at best the function gradient provided by the adjoint-equation approach. Preliminary experiments have
been conducted on geometries of stator blade yielding the sensitivities to global shape parameters.

The on-going developments are related to the extension to the hybrid-mesh context of the full shape gradient
in a 3D Eulerian flow computation.

6.5.4. Data Completion Problems Solved as Nash Games
Participants: Abderrahmane Habbal, Moez Kallel [University of Tunis].

The Cauchy problem for an elliptic operator is formulated as a two-player Nash game.

e Player (1) is given the known Dirichlet data, and uses as strategy variable the Neumann condition
prescribed over the inaccessible part of the boundary.

e Player (2) is given the known Neumann data, and plays with the Dirichlet condition prescribed over
the inaccessible boundary.

e The two players solve in parallel the associated Boundary Value Problems. Their respective objec-
tives involve the gap between the non used Neumann/Dirichlet known data and the traces of the
BVP’s solutions over the accessible boundary, and are coupled through a difference term.

We prove the existence of a unique Nash equilibrium, which turns out to be the reconstructed data when the
Cauchy problem has a solution. We also prove that the completion algorithm is stable with respect to noise.
Many 3D experiments were performed which illustrate the efficiency and stability of our algorithm [42].

6.6. Isogeometric analysis and design

Participants: Louis Blanchard, Régis Duvigneau, Bernard Mourrain [Galaad Project-Team], Gang Xu
[Galaad Project-Team].

Design optimization stands at the crossroad of different scientific fields (and related software): Computer-
Aided Design (CAD), Computational Fluid Dynamics (CFD) or Computational Structural Dynamics (CSM),
parametric optimization. However, these different fields are usually not based on the same geometrical rep-
resentations. CAD software relies on Splines or NURBS representations, CFD and CSM software uses grid-
based geometric descriptions (structured or unstructured), optimization algorithms handle specific shape pa-
rameters. Therefore, in conventional approaches, several information transfers occur during the design phase,
yielding approximations that can significantly deteriorate the overall efficiency of the design optimization
procedure. Moreover, software coupling is often cumbersome in this context.

The isogeometric approach proposes to definitely overcome this difficulty by using CAD standards as a unique
representation for all disciplines. The isogeometric analysis consists in developing methods that use NURBS
representations for all design tasks:

e the geometry is defined by NURBS surfaces;
e the computation domain is defined by NURBS volumes instead of meshes;
e the solution fields are obtained by using a finite-element approach that uses NURBS basis functions

e the optimizer controls directly NURBS control points.


http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid29
http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid30
http://raweb.inria.fr/rapportsactivite/RA{$year}/opale/bibliography.html#opale-2012-bid31

102 Computational models and simulation - New Results - Project-Team OPALE

Using such a unique data structure allows to compute the solution on the exact geometry (not a discretized
geometry), obtain a more accurate solution (high-order approximation), reduce spurious numerical sources of
noise that deteriorate convergence, avoid data transfers between the software. Moreover, NURBS representa-
tions are naturally hierarchical and allows to define multi-level algorithms for solvers as well as optimizers.
In this context, some studies on elliptic problems have been conducted in collaboration with GALAAD
Project-Team, such as the development of methods for adaptive parameterization including an a posteriori
error estimate[46], [45]. A collaborative work has also been carried out with the Technical University of
Kaiserslautern, concerning the computation of shape gradients for linear elasticity problems[59].
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6. New Results

6.1. Numerical methods for time domain wave propagation

6.1.1.

6.1.2.

6.1.3.

Coupling Retarded Potentials and Discontinuous Galerkin Methods for time dependent
wave propagation problems
Participant: Patrick Joly.

This topic is developed in collaboration with J. Rodriguez (Santiago de Compostela) in the framework of
the contract ADNUMO with AIRBUS. The general objective was to use time-domain integral equations - or
retarded potentials - as a tool for contructing transparent boundary conditions for wave problems in unbounded
media, by coupling them to an inerior volumic method, namely the Discontinuous Galerkin (DG) method.

Since last year, our new goal is to extend the method proposed in a previous work for DG with central fluxes
to the case of upwind fluxes, while preserving most of the good properties of the original method from both
theoretical (stability via energy dissipation - instead of energy conservation) and practical points of view. We
have designed a method that achieves this goal at the only prize of a small deterioration of the CFL condition.
The method has been successfully implemented and the numerical results clearly emphasize the superiority of
upwing fluxes for taking into account the convection terms in the linearized Euler equations in aeroacoustics,
the privileged application.

At the same time, we have used similar ideas for treating physical boundary conditions involving differential
(in time) impedance operators.

Solving the Homogeneous Isotropic Linear Elastodynamics Equations Using Potentials
and Finite Elements.
Participants: Aliénor Burel, Marc Duruflé, Patrick Joly.

This topic is the subject of the first part oh th PhD thesis of A. Burel. Its aim is to use the classical theoretical
decomposition of the elastodynamic displacement into two potentials referring to the pressure wave and the
shear wave, and use it in a numerical context. Last year, a method has been proposed for solving the Dirichlet
problem (clamped boundary), successfully analyzed and implemented. For free boundary conditions, we
have proposed an original method considereing these boundary conditions as a perturbation of the Dirichlet
conditions. The natural adaptation of the variational formulation used in the case of the Dirichlet problems
presents nice theoretical properties and leads to satisfactory numerical results for the time harmonic problem.
However, the implementation for the time dependent problem reveals severe instability phenomena that seem
to be already present in the semi-discrete (in space) problem. In order to understand the cause of these
instability (and possibly remedy them) we are currently performing the Kreiss analysis of the half-space
problems in the case where () finite elements are used on the same uniform square grid for both P-waves
and S-waves potentials.

Time domain analysis of Maxwell’s equations in Lorentz materials
Participants: Maxence Cassier, Lucas Chesnel, Christophe Hazard, Patrick Joly, Valentin Vinoles.

This is the time-domain counterpart of the research done at Poems about frequency domain analysis of
metamaterials (see also the section 6.2.7 ) in the framework of the ANR Project Metamath. One fundamental
question is the link between the two problems via the limiting amplitude principle, in particular in the cases
where the time harmonic problem fails to be well posed problem in the standard framework. This occurs at
certain frequencies (see section ) when one considers a transmission problem between a Lorentz material and
a standard one.
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We are investigating this question from both theoretical and numerical points of view. This is also the object
of a collaboration with B. Gralak from the Institut Fresnel in Marseille.

6.1.4. Modeling and numerical simulation of a piano.
Participants: Juliette Chabassier, Marc Duruflé, Sébastien Imperiale, Patrick Joly.

The defense of the PhD thesis of Juliette Chabassier, in March, has marked one of the most spectacular
achievements in Poems for the past years, concerning the "complete" physical and mathematical modeling of
a grand piano and its computer simulation. This is the result of a quite interdisciplinary work in collaboration
with Antoine Chaigne (UME, ENSTA). We refer the reader to the three previous activity reports of Poems for a
more detailed description of the scientific developments that have led to the implementation of a parallel code
for the simulation of the piano. Using this code, M. Duruflé and J. Chabassier have realized a bank of synthetic
sounds that can be used for playing scoreboards (using MIDI files for instance). For more details, and also other
additional information about the work, we refer the reader to the Web page : http://modelisation.piano.free.fr.

Although already quite satiafactory, the results obtained by the present version of the code show that there
is still room for the improvement of our piano model. One of the ideas consists in improving the quality of
the model for the hammers and that is why J. Chabassier and M. Duruflé have proposed an enriched model
involving the virations of the hammer’s shank. We expect to achieve further progress in this direction through
our participation to the ITN (Initial Training Network) European project BATWOMAN (Basic Acoustics
Training and Workprogram on Methodologies for Acoustics Network) that has been submitted 1st November.
This projects regroups 11 partners from 7 different contries and gathers academic people with industrials of
the donain, including Steinway.

As a theoretical complement to the numerical developments, we have led a systematic theoretical study of the
numerical method used in our code for computing string’s vibrations. Our concern was to develop a new
implicit time discretization, which is associated with finite element methods in space, in order to reduce
numerical dispersion while allowing the use of a large time step. We proposed a new #-scheme based on
different #-approximations for the flexural and shear terms of the equations, which allows to reduce numerical
dispersion while relaxing the stability condition. In particular, we gave some insights of innovative proofs of
stability by energy techniques that provide uniform estimates with respect to the CFL number. Theoretical
results have been illustrated with numerical experiments corresponding to the simulation of a realistic piano
string.

6.1.5. Numerical methods in electromagnetism
Participant: Patrick Ciarlet.

Collaborations with Eric Chung, Tang Fei Yu and Jun Zou (Chinese University of Hong Kong, China), Philippe
Ciarlet (City University of Hong Kong, China) Haijun Wu (Nanjing University, China), Stefan Sauter and
Corina Simian (Universitit Ziirich).

The numerical approximation of electromagnetic fields is still a very active branch of research. Below, three
lines of work are briefly reported.

Edge finite elements are widely used in 2D/3D electromagnetics, however they approximate very weakly the
divergence of the fields. In a recent work with H. Wu & J. Zou, we proposed a method that allows one to
approximate the divergence accurately in H—*-norms (1/2 < s < 1).

Discontinuous Galerkin finite elements are also very popular, as they allow one to design fast (and accurate)
methods to solve PDEs. Jointly with E. Chung and T. F. Yu, we designed a numerical method to solve
the 2D/3D time-dependent Maxwell equations, using a high order staggered DG method in the spirit of
those introduced by E. Chung and B. Engquist. The method has been analyzed on Cartesian meshes and
its generalization to unstructured meshes is under way.


http://modelisation.piano.free.fr
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A few years ago, we proposed with Philippe Ciarlet a method to solve some problems in linear elasticity
intrinsically. With S. Sauter, C. Simian and Philippe Ciarlet, we studied a similar approach that can be applied
to 2D electrostatics. It consists in solving the problem in the electric field directly, using exact or local curl-free
approximation of the field. Within this framework, we have been able to derive a general method that allows
one to derive intrinsic conforming and non-conforming finite element spaces to compute the electrostatic
potential. Generalization to 3D electrostatics and linear elasticity is under way.

6.2. Time-harmonic diffraction problems

6.2.1.

6.2.2.

6.2.3.

Numerical computation of variational integral equation methods
Participants: Marc Lenoir, Nicolas Salles.

The dramatic increase of the efficiency of the variational integral equation methods for the solution of
scattering problems must not hide the difficulties remaining for an accurate numerical computation of some
influence coefficients, especially when the panels are close and almost parallel.

The formulas have been extended to double layer potentials and, for self influence coefficients, to affine basis
functions. Their efficiency for the solution of Maxwell equations has been proved in the framework of a
collaboration with CERFACS.

Formulation and Fast Evaluation of the Multipole Expansions of the Elastic Half-Space
Fundamental Solutions
Participants: Marc Bonnet, Stéphanie Chaillat.

The use of the elastodynamic half-space Green’s tensor in the FM-BEM is a very promising avenue for
enhancing the computational performances of 3D BEM applied to analyses arising from e.g. soil-structure
interaction or seismology. This ongoing work is concerned with a formulation and computation algorithm
for the elastodynamic Green’s tensor for the traction-free half-space allowing its use within a Fast Multipole
Boundary Element Method (FM-BEM). Due to the implicit satisfaction of the traction-free boundary condition
achieved by the Green’s tensor, discretization of (parts of) the free surface is no longer required. Unlike the full-
space fundamental solution, the elastodynamic half-space Green’s tensor cannot be expressed in terms of usual
kernels such as e*” /7 or 1/r. Its multipole expansion thus cannot be deduced from known expansions, and is
formulated in this work using a spatial two-dimensional Fourier transform approach. The latter achieves the
separation of variables which is required by the FMM. To address the critical need of an efficient quadrature
for the 2D Fourier integral, whose singular and oscillatory character precludes using usual (e.g. Gaussian)
rules, generalized Gaussian quadrature rules have been used instead. The latter were generated by tailoring for
the present needs the methodology of Rokhlin’s group. Numerical tests have been conducted to demonstrate
the accuracy and numerical efficiency of the proposed FMM. In particular, a complexity significantly lower
than that of the non-multipole version was shown to be achieved. A full FM-BEM based on the proposed
acceleration method for the half-space Green’s tensor is currently under way.

Domain decomposition methods for time harmonic wave propagation
Participants: Francis Collino, Patrick Joly, Mathieu Lecouvez.

This work is motivated by a collaboration with the CEA-CESTA (B. Stupfel) through the PhD thesis of M.
Lecouvez that has started at the beginning of the year.

We are interested in the diffraction of time harmonic electromagnetic waves by perfectly conducting objects
covered by multi-layered (possibly thin) dielectric coatings. This problem is computationally hard when the
size of the object is large (typically 100 times larger) with respect to the incident wavelength. In such a
situation is to use a domain decomposition method in which each layer would contitute a subdomain. More
precisely, we want to use a non overlaping iterative domain decomposition method based on the use of Robin
type transmission conditions, a subject to which people at Poems gave substantial contributions in the 90’s
through the works of Collino, Despres, and Joly.
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The novelty of our approach consists in using new transmission conditions using some specific impedance
operators in order to improve the convergence properties of the method (with respect to more standard Robin
conditions). Provided that such operators have appropriate functional analytic properties, the theory shows that
one achieves geometric convergence (in opposition the the slow algebraic convergence obtained with standard
methods). These properties prevent the use of local impedance operator, a choice that was commonly done for
the quest of optimized transmission conditions (following for instance the works of Gander, Japhet, Nataf).
We propose a solution that uses nonlocal integral operators using appropriate Riesz potentials. To overcome
the disadvantage of dealing with completely nonlocal operators, we suggest to work with truncated kernels,
i.e. with operators of the form (I" represents one interface)

we) =[xy (B ) u) dot)

where K (|z|) is an appropriate singlar kernel (typically K (|z|) = |z|~") and x(p) an adequate smooth cut-off
function. Playing with a few parameters such as the size of the support of x, we expect to achieve an optimal
compromise between the reduction of the number of iterations of the method and the cost of each iteration.

Time harmonic aeroacoustics
Participants: Anne-Sophie Bonnet-Ben Dhia, Jean-Francois Mercier.

We are still working on the numerical simulation of the acoustic radiation and scattering in presence of a mean
flow. This is the object of the ANR project AEROSON, in collaboration with Florence Millot and Sébastien
Pernet at CERFACS, Nolwenn Balin at EADS and Vincent Pagneux at the Laboratoire d’Acoustique de
I’Université du Maine. Let us recall that our method combines, a Finite Element resolution of the augmented
Galbrun equation and of the coupled vorticity transport equation, and the use of Perfectly Matched Layers
(PML) to bound the computational domain. The main recent improvements concern the test of the method in
presence of unstable modes.

When determining the aeroacoustics modes propagating in a flow, unstable modes exist for certain types of
flows: when an inflection point exists in the velocity profile and when the shear in this point is strong enough.
Such modes grow exponentially in space. Up to recently, our numerical simulations have been performed for
stable flows. We have tested the behavior of PML in the presence of unstable modes, which usually convert
a propagating field in a decaying field. Therefore we do not have a theoretical framework to characterize
the behavior of PML in the presence of spatially growing modes but the various conducted numerical tests
have shown that our numerical method is still able to select the outgoing solution, even in the presence of
instabilities, if the attenuation in the PML is strong enough.

6.2.5. Multiple scattering in a duct

Participant: Jean-Francois Mercier.

This topis is developed in collaboration with Agneés Maurel (Langevin Institute ESPCI).

The objective of this work, part of the ANR Procomedia, is to develop analytical methods to describe the
propagation of acoustic waves in 2D waveguides containing penetrable inclusions. Scatterers of arbitrary shape
with a contrast in both density and sound speed are considered. A modal approach is adopted, in which the
wave equation is projected onto the transverse modes of the homogeneous guide. For each mode a 1D wave
equation is obtained with a source term which characterizes the scatterers and couples modes together. In
weak scattering regime (small scatterers or low contrasts or low frequency), the Born approximation is used
to solve analytically this family of coupled ODE. This gives an explicit prediction for the scatterered field,
in particular the reflection and transmission coefficients are obtained in two cases of interest: periodically or
randomly distributed scatterers. In both cases, expressions similar to those in free space (available only for
low frequencies) are obtained without frequency limit, thanks to the presence of a shape factor sensitive to the
geometry of the scatterers at high frequencies.
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Recently the obtained analytical expressions have been exploited to develop a very simple imaging method
in a heterogeneous waveguide. Measurements of low-frequency reflection and transmission allow to find the
position of the object while the higher frequency measurements give access to the shape and to the physical
characteristics of the scatterers. The results are good in the case of low contrast and small scatterers, for which
the Born approximation is perfectly valid.

6.2.6. Localization in perturbed periodic metamaterials
Participant: Jean-Francois Mercier.

This topis is developed in collaboration with Agnes Maurel, Abdelwaheb Ourir (Langevin Institute ESPCI)
and Vincent Pagneux (LAUM).

The aim of this work, part of the ANR Procomedia, is to study the propagation of electromagnetic waves
through 1D perturbed periodic media. The attenuation length in a medium consisting of alternating materials of
optical indices ny > 0 and ny < 0 (metamaterials) is determined. When such medium is randomly disturbed,
the localization properties differ significantly from those obtained in a classical disturbed medium: in the
homogeneous case n; = ng, a random perturbation of the indices induces the Anderson localization with a
strong field attenuation. In contrast, in the case n; = —no, it was recently shown that the introduction of
disorder on the permittivities €; and €5 gave rise to an "anomaly", the suppression of the Anderson localization.
This anomaly results in a significant increase of the attenuation length [ for large sample sizes V.

We have made two improvements to existing works: simple analytical expressions of the attenuation length
have been determined, valid over a wide range of frequencies and of number of layers. In addition we
considered realistic metamaterials by taking into account disorder in both the permittivity and the permeability
1. When only the permeability is disturbed (or only the permittivity), our analytical expression can explain
the transition to the abnormal behavior when the number of layers increases. Furthermore we show that the
anomaly is strongly affected when disturbances in permeability and permittivity are jointly considered: the
coupling of the two effects is capable of reseting the usual localization.

6.2.7. Modeling of meta-materials in electromagnetism
Participants: Anne-Sophie Bonnet-Ben Dhia, Camille Carvalho, Patrick Ciarlet, Lucas Chesnel.

This topis is developed in collaboration with Eric Chung (Chinese Univ. of Hong Kong) and Xavier Claeys
(Paris VI).

Meta-materials can be seen as particular media whose dielectric and/or magnetic constant are negative, at
least for a certain range of frequencies. This type of behavior can be obtained, for instance, with particular
periodic structures. Of special interest is the transmission of an electromagnetic wave between two media
with opposite sign dielectric and/or magnetic constants. As a matter of fact, applied mathematicians have to
address challenging issues, both from the theoretical and the discretization points of view. The year 2012
saw the completion of Lucas Chesnel PhD thesis. We present below the main results obtained these last
three years. The first topic we considered a few years ago was: when is the (simplified) scalar model well-
posed in the classical H' framework? It turned out this issue could be solved with the help of the so-called
T-coercivity framework. While numerically, we proved that the (simplified) scalar model could be solved
efficiently by the most “naive” discretization, still using T-coercivity. Recently, we have been able to provide
sharp conditions for the T-coercivity to hold in general 2D and 3D geometries, which involve explicit estimates
in simplified geometries together with localization arguments. We then analyzed the discretization of the scalar
problem with a classical, H' conforming, finite element method, and proved the convergence under the same
sharp conditions. We also showed that the problem can be solved with the help of a Discontinuous Galerkin
discretization, which allows one to approximate both the field and its gradient (with E. Chung).

As a second topic, we investigated the case of a 2D corner which can be ill-posed (in the classical H*
framework). Using the Mellin transform, we showed that a radiation condition at the corner has to be imposed
to restore well-posedness (with X. Claeys). Indeed there exists a wave which takes an infinite time to reach
the corner: this “black hole” phenomenon is observed in other situations (elastic wedges for example). We
proposed a numerical approach to approximate the solution which consists in adding some PMLs in the
neighbourhood of the corner.
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Last, we studied the transmission problem in a purely 3D electromagnetic setting from a theoretical point of
view. We proved that the Maxwell problem is well-posed if and only if the two associated scalar problems
(with Dirichlet and Neumann boundary conditions) are well-posed. Of course, these scalar problems involves
sign-changing coefficients but they can be studied using simple scalar T-coercivity approach.

C. Carvalho started her PhD thesis this fall in the continuation of these works.

6.2.8. Numerical MicroLocal Analysis

Participants: Jean-David Benamou, Francis Collino, Simon Marmorat.

Numerical microlocal analysis of harmonic wavefields is based on a family of linear filters using Bessel
functions and applied to wave data collected on a circle of fixed radius ry around the observation point
xo where we want to estimate the Geometric Optics/ High Frequency components. The data can easily be
reconstructed from more conventional line array or grid geometry. The output is an angular function presenting
picks of amplitudes in the direction angles of rays.

The original NMLA algorithm relied on a local plane wave assumption for the data. For arbitrary waves, it meant
linearization errors and accuracy limitations. Also, only the directions of the (multiple) rays are recovered but
the traveltime and amplitudes are not reliably computed. We recently introduced a new "impedant"” observable
which allows to prove a stability theorem. Numerical results confirm that the new NMLA filter is robust to
random and correlated noise.

Using asymptotic expansion on NMLA filtered point sources data, we designed a correction method for the angle
which also estimates the wavefront curvature. It can be used to correct the linearization errors mentioned above
and provides a second order correction in the Taylor approximation of the traveltime.

The parameters of the method (size of observation circle, discretization) are automatically optimized and a
posteriori quantitative error on angles and curvature are available. Numerical studies validate the stability result
and confirm the superior accuracy of the curvature corrected NMLA version over image processing methods.

When some bandwith is available we can also compute the traveltime. The amplitude remains polluted by
phase errors. Its determination is still open.

6.3. Absorbing boundary conditions and absorbing layers

6.3.1. Evolution problems in perturbed infinite periodic media
Participant: Sonia Fliss.

For parabolic problems set in locally perturbed periodic media, we have developed an approach to determine
the time-domain DtN operator. The principle is to apply the Laplace Transform in time to the equation and
use the construction of the DtN operator for stationary equations. The main difficulty is the computation of
the inverse of the Laplace Transform, more precisely to understand how to deal with the unbounded interval
of integration and the choice of the discretization of the laplace variable. To deal with the first difficulty for
waveguide problem, we have studied the asymptotic behavior of the DtN operator in the laplace domain when
the laplace variable tends to py &= co. To deal with the second difficulty, we have used the Z-Transformation
and its properties. The numerical study is still in progress. This work enters in the framework of the ANR
PRoject MicroWave (Sonia Fliss is an external collaborator), in collaboration with Karim Ramdani (Institut
Elie Cartan de Nancy, UMR CNRS 7502), Christophe Besse and Ingrid Violet (Laboratoire Paul Painlevé,
UMR CNRS 8524).

6.3.2. New transparent boundary conditions for time harmonic acoustic problem in anisotropic
media
Participants: Anne-Sophie Bonnet-Ben Dhia, Sonia Fliss, Antoine Tonnoir.
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This topis is developed in collaboration with Vahan Baronian (CEA). Many industrial applications require
to check the quality of structures such as plates, for instance in aircraft design. A common way to inspect
structures is to propagate ultrasonic waves and detect from the experimental results the presence or not of a
defect or a crack. However, in aeronautics, structures are often complex media like anisotropic elastic plates
for which the interpretation of this results is complicated. Therefore, efficient and accurate numerical methods
of simulation are required. In our work, we want to study the diffraction of a time harmonic wave by a bounded
defect in an anisotropic elastic media. In order to study the diffraction properties of the defect, we consider it
in as infinite. Since the defect has an arbitrary geometry, we want to use a finite element method in a box that
surround the defect. On the boundary of this artificial box, we need to find transparent conditions to simulate
an infinite domain.

e  We first have considered waveguides. The transparent boundary conditions are often written by using
the so-called Dirichlet-to-Neumann maps which can be expressed thanks to a modal decomposition.
However, classical iterative method does not converge necessarily. In this work, we introduce a new
Dirichlet-to-Neumann operator which links the trace of the solution on a section of the waveguide
to the normal trace on a different one. This operator can also be expressed analytically via a modal
decomposition. Its main advantage is that, because of the overlapping, it becomes compact and
this is exactly why we think an iterative resolution has more chance to converge. Other advantages
will appear with the elasticity application. Indeed, in the formulation of the transparent boundary
condition without overlapping, appears a lagrange multiplier which makes the resolution more costly.
This additional unknown will be avoided with an overlap. For now, the theory is done for the scalar
acoustic waveguide and the method has been implemented in the Melina code for the acoustic and
the elastic case. The redaction of an article is in progress.

item We then have studied scattering problem in locally perturbed anisotropic plate. The classical
methods to derive transparent boundary conditions for acoustic isotropic media are based on the
Green function (boundary integral formulation) or Fourier series (to determine DtN operator set on
an artificial circle boundary). However, they cannot be extended for anisotropic elastic problems.
Using a constructive method to determine transparent boundary conditions for periodic media
developped in the laboratory, we were able to propose new exact boundary conditions which are
adapted to anisotropic media and for which iterative method could converge rapidly. The numerical
study is in progress for acoustic isotropic problem.

6.4. Waveguides, resonances, and scattering theory

6.4.1. Localized modes in periodic waveguides

Participants: Anne-Sophie Bonnet-Ben Dhia, Bérangere Delourme, Sonia Fliss, Sergei Nazarov, Elizaveta
Vasilevskaia.

The general objective is the study of localized modes in locally perturbed periodic media. We investigate the
existence theory of such modes as well as their numerical computations. We can distinguish two types of
problems.

Numerical computation of guided modes in periodic media with line defects. We are interested in the
propagation of guided modes that propagate in the direction of the line defect (which is parallel to one of
the periodicity directions of the unperturbed medium) and decrease exponentially in the transverse directions.
We aim at computing these modes and their dispersion relation. Last year, we developed a method based on
the use of the DtN approach introduced in the PhD thesis of S. Fliss and the resolution of "operator pencil"
eigenvalue problems. This year, in collaboration with Kersten Schmidt, we have made a numerical comparison
of this new method with the more standard supercell method.
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Existence of localized modes in closed periodic waveguides. We consider a propagation medium which is
infinite and periodic in one space dimension and bounded in the transverse ones. We investigate the question
of the influence of a local defect on the existence of localized modes. Once again this reduces to a selfadjoint
eigenvalue problem in an unbounded domain.

The first problem that we studied is in the framework of the PostDoc of Bérangere Delourme. We have
considered general locally perturbed periodic media for which we focus on determining sufficient conditions
on the periodic media or the local defect so that it exists at least one eigenvalue below the essential spectrum
of the underlying perfectly periodic operator. These sufficient conditions are based on Min-Max theory and
an appropriate choice of test functions. We were able to validate these existence conditions thanks to the
numerical method based on the use of DtN operators. For situations where the periodic "reference medium"
is closed to a simple "limit medium" fo which all calculations can be made by hand, we show that these
conditions could be really simple and explicit using perturbation theory and asymptotic expansions of the
eigenvalues. We are investigating now the extension of this approach to sufficient conditions for existence of
guided modes inside the essential spectrum.

The second case, that is investigated in the framework of the PhD thesis of E. Valisevskaia, is the case where
the propagation medium is a thin structure (the thinness being characterized by the parameter €) whose limit
is a periodic graph. This is for instance the case of a symmetric ladder as illustrated by figure . If Neumann
boundary conditions are considered, it is well known (see in particular the works by Exner, Kuchment) the
the limit model when ctends to is the Helmholtz equation on the graph (1D Helmholtz equations on each
branch competed by continuity and Kirchoff transimission conditions at each node) . For this limit problem,
the underlying operator does not present any spectral gaps but can be written, due to the symmetry of the
problem, as the sum of two operators, each of which having an infinity of spectral gaps. This allows us to look
for eigenvalues in these spectral gaps, induced by symmetric and localized perturbations of the limit graph
model. This can de done for instance by modifying (symetrically) the Kirchoff conditions on two symmetric
nodes of the graph. In the limit process mentionned above, this would correspond to modifying the width of
the rung that joins these two points in the original problem. First existence results have been obtained in this
direction. In a further step, one can expect, by asymptotic analysis, to get corresponding existence results for
the original problem, at least for € small enough.

6.4.2. A new approach for the numerical computation of non linear modes of vibrating systems
Participants: Anne-Sophie Bonnet-Ben Dhia, Jean-Frangois Mercier.

A collaboration with Cyril Touzé and Frangois Blanc (Unité de Mécanique, ENSTA). The simulation of
vibrations of large amplitude of thin plates or shells requires the expensive solution of a non-linear finite
element model. The main objective of the proposed study is to develop a reliable numerical method which
reduces drastically the number of degrees of freedom. The main idea is the use of the so-called non-linear
modes to project the dynamics on invariant subspaces, in order to generate accurate reduced-order models.
Cyril Touzé from the Unité de Mécanique of ENSTA has derived an asymptotic method of calculation of
the non-linear modes for both conservative and damped systems. But the asymptotically computed solution
remains accurate only for moderate amplitudes. This motivates the present study which consists in developing
a numerical method for the computation of the non-linear modes, without any asymptotic assumption. This
is the object of a collaboration with Cyril Touzé, and new results have been obtained during the post-doc of
Francois Blanc in the Unité de Mécanique of ENSTA. The partial differential equations defining the invariant
manifold of the non-linear mode are seen as a vectorial transport problem : the variables are the amplitude
and the phase (a, ¢) where the phase ¢ plays the role of the time. In the case of conservative systems, a
finite difference scheme is used and an iterative algorithm is written, to take into account the 27-periodicity
in ¢ which is seen as a constraint. An adjoint state approach has been introduced to evaluate the gradient
of the coast function. The method has been validated in a simple example with two degrees of freedom.
Good agreement with an alternative method, the continuation of periodic solutions method, has been found.
Currently the method is extended to the case of damped systems. The main difficulty is that, due to a change
of variables, the 27-periodicity does not hold anymore and new constraints more complicated to implement
must be considered.



111 Computational models and simulation - New Results - Project-Team POEMS

6.4.3. Harmonic wave propagation in locally perturbed periodic waveguide
Participants: Sonia Fliss, Patrick Joly.

We work on the expression and the asymptotic behaviour of the Green function for time harmonic wave
equation in two-dimensional periodic waveguide. This enables us to define a radiation condition and show
well-posedness of the Helmholtz equation set in a periodic waveguide. The redaction of an article is ongoing.
This analysis is one of the main tool to solve inverse problems in locally perturbed periodic waveguide (see
section 6.6.1 ) when the data are far field measurements of scattering problems.

One challenging perspective of this work is to extend these results to periodic problems in free space.

6.4.4. Finite element approximation of modes of elastic waveguides immersed in an infinite
Sfluid
Participants: Anne-Sophie Bonnet-Ben Dhia, Cédric Doucet, Christophe hazard.

This work is developped in collaboration with Vahan Baronian (CEA). We are developping numerical tools
to simulate ultrasonic non-destructive testing in elastic waveguides. This particular topic aims at finding an
efficient way of coupling semi-analytical finite element methods and perfectly matched layers (PMLs) to
compute modes of elastic waveguides embedded in an infinite fluid.

During our numerical investigations, we noticed that the semi-analytical mixed finite element formulation
proposed in the PhD thesis of V. Baronian may lead to the computation of spurious modes. We overcame this
problem in the following way: instead of approximating components of stress tensors by means of first-order
finite elements of class C°, we decided to use zeroth-order discontinuous ones. This simple modification seems
not only to stabilize the discretization step, but also to approximate modes more accurately in comparison
with the classical semi-analytical finite element formulation. Last but not least, we observed a meaningful
improvement of the approximation of the continuous spectrum of stretched operators related to PMLs. Besides,
previous results (in the PhD thesis of B. Goursaud) about the best way of designing PMLs to simulate wave
propagation in open acoustic waveguides have been confirmed by our numerical experiments on immersed
elastic structures.

Further investigations need to be carried out to explain these phenomena. Especially, a theoretical analysis still
remains to be done.

6.5. Asymptotic methods and approximate models

6.5.1. Effective boundary conditions for thin periodic coatings
Participants: Mathieu Chamaillard, Patrick Joly.

This topic is the object of a collaboration with Houssem Haddar. We are interested in the construction
of "equivalent" boundary condition for the diffraction of waves by an obstacle with smooth boundary I"
covered with a thin coating of width § whose physical characteristics vary "periodically along I" with a period
proportional to the small parameter d. For a general boundary I', the notion of periodicity is ambiguous: we
have chosen to define the coating as the image, or the deformation, by a smooth mapping of a flat layer of width
delta (the reference configuration) that preserves the normals, which appears consistent with a manufactoring
process. The electromagnetic parameters in the coating are then defined as the images through ®r of periodic
functions in the reference configuration.

We have first considered the case of the scalar wave equation. Using an asymptotic analysis in 6, which

combines homogenization and matched asymptotic expansions, we have been able to establish a second order
boundary condition of the form

8yu+(5B%+62312~)u:0
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where B[ and B3 are second order tangential differential operators along I' whose coefficients depend on both
the geometrical characteristics of I' (through the curvature tensor) and the material properties of the coating,
through the resolution of particular cell problems in the flat reference configuration. When the coating is
homogeneous, we have checked that one recovers the well known second order thin layer condition. This new
condition is expected to provide O(83) accuracy. Its implementation and its rigorous analysis (error estimates)
are ongoing.

Thin Layers in Isotropic Elastodynamics
Participants: Marc Bonnet, Aliénor Burel, Patrick Joly.

This research is developed in the framework the numerical modeling of non-destructive testing experiments
using ultrasonic waves. Most realistis propagation media involves thin layers of resin (typically for gluing
together different homogeneous media), which are, until now, difficult to take into account numerically, the
principal issue being the very small space step needed for meshing such a thin layer. An idea to get rid of
this complication is to use asymptotic analysis in order to establish effective transmission conditions. We have
studied the simple model problem in two dimensions, with an infinite flat layer of thickness €. Using a formal
approach based on a scaling inside the layer and an power series expansion in € solution as a polynomial in
€, we have established first and second order conditions. Energy techniques parmit to guaranty the stability of
our approximation.

Homogenization and metamaterials
Participants: Sonia Fliss, Patrick Joly, Valentin Vinoles.

This topic is developped in collaboration with Xavier Claeys (LJLL, Paris VI).

The mathematical modeling of electromagnetic metamaterials and the homogenization theory are intimately
related because metamaterials are precisely constructed by a periodic assembly of small microstructures
involving dielectric materials presenting a high contrast with respect to a reference medium. As a consequence,
each microstructure behaves as a resonator which induces surprising properties to the effective or homogenized
material such as negative permittivity and / or permeability at certain frequencies. The relevant theoretical
approach to this question is the non standard (or high contrast) homogenization theory developed in particular
in France by G. Bouchitté.

In the framework of the ANR Metamath, we wish to deepen this question by looking carefully at the treatment
of boundaries and interfaces that are generally poorly taken into account by the first order homogenization.
This is developed in collaboration with X. Claeys (Paris VI).

This question is already relevant for standard homogenization for which taking into account the presence of a
boundary induces a loss of accuracy due to the inadequation of the standard homogenization approach to take
into account the boundary layers induced by the boundary. Our objective is to construct approximate effective
boundary conditions that would restore the desired accuracy.

With the PhD thesis of V. Vinoles, we aim at extending the previous approach to the treatment of metamaterials
via high contrast homogenization. In particular, we intend to treat the challenging question of interfaces
between metamaterials and standard materials (see also sections).

6.5.4. Asymptotic analysis and negative materials

Participants: Lucas Chesnel, Sergei Nazarov.

This topic is developped in collaboration with Xavier Claeys (LJLL, Paris VI) and S.A. Nazarov IPME RAS,
St Petersburg, Russia).
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One of the applications of negative materials (metals at optical frequencies or negative metamaterials) is the
construction of subwavelength cavities. In this kind of application, the idea is to use the following result:
an inclusion of a negative material in a positive material changes radically the spectrum of the Maxwell’s
operators. We demonstrated this result for the scalar operator in a configuration where a positive material
contains a small negative inclusion whose size tends to zero. As a second topic, we proved an instability result
for a configuration where the interface between the positive and the negative material has a rounded corner.
It appears that the solution depends critically on the value of the rounding parameter and does not converge
when the rounded corner tends to the actual corner. We also studied the spectrum of the scalar operator in
this configuration. This spectrum does not converge but seems (for the moment, the proof is not complete) to
oscillate like In § where § — 0 is the rounding parameter.

Modelling of non-homogeneous lossy coaxial cable for time domain simulation.
Participants: Geoffrey Beck, Sébastien Imperiale, Patrick Joly, Martina Novelinkova.

This topic, initiated at the end of the PhD thesis of S. Imperiale, has been the subject of the internship of M.
Novelinkova and is the subject of the PhD thesis of G. Bech which started in October.

We investigate the question of the electromagnetic propagation in thin electric cables from a mathematical
point of view via an asymptotic analysis with respect to the (small) transverse dimension of the cable: as it
has been done in the past in mechanics for the beam theory from 3D elasticity, we use such an approach
for deriving simplified effective 1D models from 3D Maxwell’s equations. Doing so, we have been able
to derive a generalized telegraphist’s equation, a 1D wave equation with additional time convolution terms
that results from the conjugated effect of electromagnetic losses and heterogeneity of the cross section.
This new model has been fully justified through error estimates. We are currently working on a higher
order generalized telegraphist’s equation that would include dispersive effects through nonlocal capacity and
inductance operators.

From the pratical point of view, a code that computes the coefficients (including the convolution kernel) of the
effective model and solves the generalized telegraphist’s equation has been implemented. It has been exploited
to measure the presence of localized defects on the propagation of electromagnetic waves. This application
has been motivated by the ANR project SODDA, in collaboration with CEA-LETTI, about the non destructive
trsting of networks of electric cables (a subject that we are investigating in collaboration with M. Sorine from
Inria Rocquencourt).

6.5.6. Elastic wave propagation in strongly heterogeneous media

Participants: Patrick Joly, Simon Marmorat.

This subject enters our long term collaboration with CEA-LIST on the development on numerical methods
for time-domain non destructive testing experiments using ultra-sounds. This is also the subject of the PhD
thesis of Simon Marmorat. Our objective is to develop an efficient numerical approach for the propagation of
elastic waves in a medium which is made of many small inclusions / heterogeneities embedded in a smooth (or
piecewise smooth) background medium, without any particular assumption (such as periodicity) on the spatial
distribution of these heterogeneities. Our idea is to exploit the smallness of the inclusions (with respect to
the wavelength in the background medium) to derive a simplified approximate model in which each inclusion
would be described by very few parameters (functions of time) coupled to the displacement field in background
medium for which we could use a computational mesh that ignores the presence of the heterogeneities. For
deriving such a model. we intend to use and adapt the asymptotic methods previously developed at Poems
(such as matched asymptotic expansions).

6.5.7. Multiple scattering by small scatterers

Participants: Maxence Cassier, Christophe Hazard.
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We consider the scattering of an acoustic time-harmonic wave by an arbitrary number of sound-soft obstacles
located in a homogeneous medium. When the size of the obstacles is small compared with the wavelength, the
numerical simulation of such a problem by classical methods (e.g., integral equation techniques or methods
based on a Dirichlet-to Neumann map) can become highly time-consuming, particularly when the number
of scatterers is large. In this case, the use of an asymptotic model may reduce considerably the numerical
cost. Such a model was introduced by Foldy and Lax in the middle of the last century to study multiple
isotropic scattering in a medium which contains randomly distributed small scatterers. Their asymptotic model
is based on the fact that the scattered wave can be approximated by a wave emitted by point sources placed
at the centers of the scatterers; the amplitudes of the sources are calculated by solving a linear system which
represents the interactions between the scatterers. Nowadays, the FoldyfiLax model is still used in numerous
physical and numerical applications to approximate the scattered wave in a deterministic media. But to the best
of our knowledge, there was no mathematical justification of this asymptotic model. We have proposed such
a justification which provides local error estimates for the two-dimensional problem in the case of circular
obstacles. An article on this subject has been accepted and will be published in Wave Motion in January 2013.

6.6. Imaging and inverse problems

6.6.1.

6.6.2.

6.6.3.

Sampling methods in waveguides
Participants: Laurent Bourgeois, Anne-Claire Egloffe, Sonia Fliss, Mathieu Guenel, Eric Lunéville.

First, we have adapted the modal formulation of sampling methods (Linear Sampling Method and Factoriza-
tion Method) to the case of a periodic waveguide in the acoustic case. This study is based on the analysis of
the far field of scattering solutions in cylindrical waveguides, in particular for the fundamental solution, which
enables us to obtain a far field formulation of sampling methods, and then a modal formulation of such meth-
ods. The aim of the inverse problem is to retrieve a defect from the scattered fields which correspond to the
incident fields formed by the Floquet modes. The corresponding numerical implementation was the subject of
the Master internship of Mathieu Guenel who obtained some first promising results.

Secondly, going back to the homogeneous waveguide in the acoustic case, we have started a study of the
sampling methods in the time domain. This will be the subject of Anne-Claire Egloffe’s post-doc. The aim
is to use the modal formulation of the sampling methods at all frequencies and recompose the best possible
image of the defect.

The exterior approach to retrieve obstacles
Participant: Laurent Bourgeois.

This theme is a collaboration with Jérémi Dardé from IMT (Toulouse).

We have adapted the exterior approach developped for the Laplace equation to the Stokes system. The aim is
to find a fixed Dirichlet obstacle in a fluid which is governed by the Stokes system with the help of boundary
measurements. The exterior approach consists in defining a decreasing sequence of domains that converge
in some sense to the obstacle. More precisely, such iterative approach is based on a combination of a quasi-
reversibility method to update the solution of the ill-posed Cauchy problem outside the obstacle obtained at
previous iteration and of a level set method to update the obstacle with the help of the solution obtained at
previous iteration. In particular, we have introduced two different mixed formulations of quasi-reversibility for
the ill-posed Stokes systems in order to use standard Lagrange finite elements.

Inverse scattering with generalized impedance boundary conditions
Participants: Laurent Bourgeois, Mathieu Chamaillard, Nicolas Chaulet.

This work is a collaboration between POEMS and DEFI projects (more precisely Houssem Haddar) and
constitutes the subject of the PhD thesis of N. Chaulet, which was defended on the 27/11/2012. We are
concerned with the identification of some obstacle and some Generalized Impedance Boundary Conditions
(GIBC) on the boundary of such obstacle from far field measurements generated by the scattering of harmonic
incident waves. The GIBCs are approximate models for thin coatings, corrugated surfaces, rough surfaces or
imperfectly conducting media.
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During this last year, we complemented our previous work in two directions. First, we justified the use of the
Factorization method to solve the inverse obstacle problem in the presence of GIBCs. This method gives a
uniqueness proof as well as a fast algorithm to reconstruct the obstacle from the knowledge of the far field
produced by incident plane waves for all the directions of incidence at a given frequency. We also provided
some numerical reconstructions of obstacles for several impedance operators.

Meanwhile, we studied the application of non linear optimization techniques to solve the inverse problem for
the 3D Maxwell’s equations. The main advantage of this type of method is that they can be applied with
much less data than the Factorization method. Nevertheless, we had to compute the partial derivatives of the
electromagnetic field with respect to the parameters we want to reconstruct. In our case, these parameters
are the coefficients that define the impedance operator and the shape of the obstacle. We characterized these
derivatives in the case where the GIBC is defined by a second order surface operator. The applicability of such
methods has been illustrated by some numerical experiments in dimension 3 in which we reconstructed the
shape of the scatterer as well as the coefficients that characterize the impedance operator. As demonstrated in
the two dimensional case, we think that the GIBCs could be efficiently used to identify the shape of coated
objects as well as the parameters of the coating in the 3D Maxwell case.

Linear sampling methods in the time domain
Participant: Simon Marmorat.

This work is developed in collaboration with H. Haddar (DEFI, Inria Saclay) and A. Lechleiter (Bremen
University). We are concerned with the inverse problem of reconstructing obstacles from the knowledge of
scattered acoustic waves in the time domain. We tackle this problem using a linear sampling method that
directly acts on time domain data: this imaging technique yields a picture of the scatterer by solving a linear
operator equation involving the measured data for many right-hand sides given by singular solutions to the
wave equation. We have illustrated the method on numerical examples and have shown a good behaviour with
respect to aperture (the quality of reconstruction is better than in the frequency case in the case of limited
aperture) and the ability of simultaneously reconstructing obstacles with different boundary conditions among
the Dirichlet, Neumann and Robin-Fourier ones.

Space-time focusing on unknown scatterers
Participants: Maxence Cassier, Patrick Joly, Christophe Hazard.

This topic concerns the studies started two years ago about time-reversal in the context of Maxence Cassier’s
thesis. The main question is to generate a time-dependent wave that focuses on one given scatterer not only
in space, but also in time. Our recent works concern two items. On one hand, we have proposed a way to
construct such a focusing wave which does not require an a priori knowledge of the location of the obstacle.
This wave is represented by a suitable superposition of the eigenvectors of the so-called time-reversal operator
in the frequency domain. Numerical results show the focusing properties of such a wave. On the other hand,
we try to understand how to translate the physical idea of ifocusingi into mathematical terms. We proposed
and and implemented energy criterion which can be used in numerical experiments in order to evaluate the
quality of the focus.

6.6.6. Asymptotic analysis of the interior transmission eigenvalues related to coated obstacles

Participant: Nicolas Chaulet.

This work is a collaboration with Fioralba Cakoni from the University of Delaware (USA) and Houssem
Haddar from the DEFI project. The interior transmission eigenvalues play an important role in the area
of inverse scattering problems. These eigenvalues can actually be determined by multi-static far field data.
Thus, they could be used for non destructive testing. We focused on the case where the obstacle is a
perfectly conducting body coated by some thin dielectric material. We derived and justified the asymptotic
expansion of the first interior transmission eigenvalue with respect to the thickness of the coating for the 7'M
electromagnetic polarization. This expansion provided interesting qualitative information about the behavior
of these eigenvalues and also gave an explicit formula to compute the thickness of the coating.
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6.6.7. Interior transmission problem

6.6.8.

6.6.9.

Participants: Anne-Sophie Bonnet-Ben Dhia, Lucas Chesnel, Jérémi Firozaly.

This work is a collaboration with F. Cakoni from the University of Delaware (U.S.) and H. Haddar from
the DEFI project at Inria Saclay. The interior transmission problem plays an important role in the inverse
scattering theory for inhomogeneous media. In particular, it arises when one is interested in the reconstruction
of an inclusion embedded in a background medium from multi-static measurements of diffracted fields at a
given frequency. Physically, it is important to prove that, for a given frequency, there are no waves which
do not scatter. Mathematically, this last property boils down to state that the frequency is not a transmission
eigenvalue, that is, an eigenvalue of the interior transmission problem. An important issue is to prove that
transmission eigenvalues form at most a discrete set with infinity as the only accumulation point. This
is not straightforward because the operator associated with this problem exhibits a sign changing in its
principal part and its study is not standard. Using the T-coercivity approach, we proved the discreteness under
relatively weak assumptions both for the scalar and Maxwell cases. In particular, the simple technique we
proposed allows to treat cases, which were not covered by existing methods, where the difference between the
inclusion index and the background index changes sign. Now, we are trying to understand the fundamental
links which exist between this problem and the transmission problem between a positive and a negative
material. In some configurations, the study of the interior transmission problems leads to consider the operator
A(oAY) 1 H3(Q) — H2(2) where Q is the domain and ¢ is a coefficient which changes sign on 2. During
the internship of Jérémy Firozaly, we proved that this operator exhibits properties very different from the
operator div(aV-) : H}(Q) — H=Y(Q).

Flaw identification using elastodynamic topological derivative
Participants: Marc Bonnet, Rémi Cornaggia.

In collaboration with Cédric Bellis (Columbia Univ. USA), Bojan Guzina (Univ. of Minnesota, USA).

The concept of topological derivative (TD) quantifies the perturbation induced to a given cost functional by the
nucleation of an infinitesimal flaw in a reference defect-free body, and may serve as a flaw indicator function.
In this work, the TD is derived for three-dimensional crack identification exploiting over-determined transient
elastodynamic boundary data. This entails in particular the derivation of the relevant polarization tensor, here
given for infinitesimal trial cracks in homogeneous or bi-material elastic bodies. Simple and efficient adjoint-
state based formulations are used for computational efficiency, allowing to compute the TD field for arbitrarily
shaped elastic solids. The latter is then used as an indicator function for the spatial location of the sought
crack(s). Current investigations focus on justifying the heuristic underpinning TD-based identification, which
consists in deeming regions where the TD is most negative as the likeliest locations of actual flaws and on
formulating higher-order topological expansions in the elastodynamic case.

Topological derivative in anisotropic elasticity
Participant: Marc Bonnet.

In collaboration with Gabriel Delgado (CMAP, Ecole Polytechnique).

Following up on previous work on the topological derivative (TD) of displacement-based cost functionals
in anisotropic elasticity, a TD formula has been derived for general cost functionals that involve strains (or
displacement gradients) rather than displacements. The small-inclusion asymptotics of such cost functionals
are quite different than in the previous case, due to the fact that the strain perturbation inside an elastic
inclusion remains finite no matter how small the inclusion size. Cost functionals of practical interest having
this format include von Mises equivalent stress (often used in plasticity or failure criteria) and energy-norm
error functionals for coefficient-identification inverse problems.

6.6.10. Energy functionals for elastic medium reconstruction using transient data

Participant: Marc Bonnet.

In collaboration with Wilkins Aquino (Cornell Univ., USA).
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Energy-based misfit cost functionals, known in mechanics as error in constitutive relation (ECR) functionals,
are known since a long time to be well suited to (electrostatic, elastic,...) medium reconstruction. In this
ongoing work, a transient elastodynamic version of this methodology is developed, with emphasis on its
applicability to large time-domain finite element modeling of the forward problem. The formulation involves
coupled transient forward and adjoint solutions, a fact which greatly hinders large-scale computations. A
computational approach combining an iterative treatment of the coupled problem and the adjoint to the discrete
Newmark time-stepping scheme is found to perform well on large FE models, making the time-domain ECR
functional a worthwhile tool for medium identification.

6.7. Other topics

6.7.1. Fast non-overlapping Schwarz domain decomposition methods for the neutron diffusion
equation
Participant: Patrick Ciarlet.

A collaboration with Erell Jamelot (CEA Saclay/DEN).

Investigating numerically the steady state of a nuclear core reactor can be very expensive, in terms of memory
storage and computational time. In order to address both requirements, one can use a domain decomposition
method, which is then implemented on a parallel computer.

We model the problem using a mixed approach, which involves a scalar flux and a vector current. The
equivalent variational formulation is then discretized with the help of Raviart-Thomas-Nédélec finite elements.
The domain decomposition method is based on the Schwarz iterative algorithm with Robin interface conditions
to handle communications. This method is analyzed from the continuous to the discrete point of views: well-
posedness, convergence of the finite element method, optimality of the parameter appearing in the Robin
interface condition and algorithms. Numerical experiments carried out on realistic 3D configurations using the
APOLLO3®Ocode (of CEA/DEN) show the parallel efficiency of the algorithm.
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6. New Results

6.1. Automatic Differentiation and parallel codes

Participants: Valérie Pascual, Laurent Hascoét, Hubert Alcin, Jean Utke [Argonne National Lab. (Illinois,
USA)], Uwe Naumann [RWTH Aachen University (Germany)].

Together with colleagues in Argonne National Lab. and RWTH Aachen, we are studying how AD tools can
handle MPI-parallel codes, especially in adjoint mode.

This year, we have presented our strategy [16] to extend Data-Flow analysis to Message-Passing communica-
tion. This strategy is specially designed for a program representation like that of TAPENADE, i.e. based on a
Call-Graph whose nodes are indeed Flow-Graphs. This representation makes it easier to implement analyses
in a way that is both context-sensitive and flow-sensitive. Our strategy also relies on the fixed-point implemen-
tation of the analyses, which uses a “wait-list”.

At the same time, we continue the design of a adjoint-mode AD adapted to MPI communication. In our
framework of AD by source transformation, we have pushed far in the direction of static data-flow analyses
and static source transformation of individual MPI calls. We obtained results on classical cases of message-
passing [38]. However, experience shows [11] that general usage of message-passing defies static analysis.
A purely static analysis and transformation must resort too often to conservative choices, yielding a poor
efficiency.

As a consequence, we are now going in the direction of a more dynamic, run-time treatment of adjoint MPI
calls. This means designing a wrapper library “AMPI” on top of MPI, that takes care during execution of the
adjoint code of the bookkeeping to send the adjoint messages in the reverse direction. This wrapper library
should also be independent from the particular AD tool, as it will be used not only with TAPENADE but with
the tools developed at Argonne and RWTH Aachen.

6.2. Finer control on AD transformation
Participants: Valérie Pascual, Laurent Hascoét.

We explore methods to provide the AD end-user with a better control on the AD transformation. We want
to organize a progressive AD process in which the end-user can choose among a set of available AD code
optimizations. In a first stage, the end-user may deactivate most of these optimizations, thus obtaining
a differentiated code that is easier to understand and hopefully more robust. If problems do occur, this
differentiated code is easier to debug with the debugging tools that we provide. In the next stages, the end-user
may progressively turn the optimizations on, and at the same time check that the derivatives remain correct.

Another goal closely related is the comparison and evaluation of the existing corpus of AD code optimizations.
TAPENADE is one of the AD tools that incorporate most of AD optimizations proposed in litterature. If a few
missing optimizations are included, TAPENADE with its relatively large set of validation applications can be
the common ground for a credible evaluation of the benefit brought by each optimization.

In this direction, we have extended TAPENADE to turn some classical optimizations that were automatically
applied into optional optimizations. The emblematic example is activity analysis. This required some code
cleanup. Also, we are extending TAPENADE to give the option of “association by address” instead of
“association by name”. This means bundling each variable with its derivative into a structured object, instead
of creating new variables with new names to hold the derivatives. Which option is better is a difficult question,
related to memory locality issues. This extension will allow us to make accurate measurements on our set of
validation codes. This is also a step towards a better collaboration of TAPENADE with overloading-based AD
tools, that natively use association by address.
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6.3. Formal specification of AD

Participant: Laurent Hascoét.

There is very little formal specification of AD as a program transformation, and consequently no formal proof
of its correctness. Correctness of tangent AD is problematic: if defined as equivalence of the tangent program
semantics with the mathematical derivative of the semantics of the original code, correctness is mostly granted
for simple staight-line programs, and in general not granted for programs with control. Therefore formal proofs
of correctness appear unreachable at present. Fortunately, there is little concern about the practical relevance
of tangent AD. The confidence of end-users regarding tangent AD is justified by everyday experience.

Adjoint-mode AD poses a different challenge. The adjoint AD transformation is by no means simple nor
intuitive. Its specification is informal, so that end-users of AD cannot gain a strong confidence in the process.
Moreover, the constant quest for efficiency of the adjoint code has introduced a number of improvements
and tradeoffs that are defined informally. These improvements make the adjoint code intricate and sometimes
interact to cause subtle bugs. On the other hand, the good news is that the difference between the adjoint code
and the tangent code only lies in the order of the derivatives computations and not in their nature. A formal
proof of semantic equivalence is thus conceivable.

The first step towards such a proof is a formal specification of both tangent-mode and adjoint-mode AD,
including the specification of the program static data-flow analyses that the transformations require. We
have provided this specification in terms of Data-Flow equations for the analyses, and in terms of Structural
Operational Semantics (more precisely Natural Semantics) for the AD transformations themselves [19]. This
specification will be the basis for future formal proofs of equivalence between tangent AD and adjoint AD.

6.4. Resolution of linearised systems

Participants: Hubert Alcin, Olivier Allain [Lemma], Marianna Braza [IMF-Toulouse], Alexandre Carabias,
Alain Dervieux, Bruno Koobus [Université Montpellier 2], Carine Moussaed [Université Montpellier 2],
Stephen Wornom [Lemma].

Increased sophistication of solution algorithms pose a challenge to Automatic Differentiation. Time-stepping
iterations create numerous updates of the iterated solution vector. Other additional nonlinear iterative processes
occur such as:

e the evaluation of an optimal step, which results at least from a homographic function of the
unknown,

e the orthonormalisation of the updates (Gram-Schmidt method, Hessenberg method).

Adjoint-mode AD applied to these algorithms produces a “linearised iterative algorithm” which is transposed
and therefore follows the original iterations in the reverse order, needing each of the iterated state solution
vectors. One such extreme case is the simulation of unsteady phenomena with implicit numerical schemes:
simulating high Reynolds turbulent flows by a Large Eddy Simulation (LES) and RANS-LES models requires
hundreds of thousands time steps, each of them involving a modern iterative solution algorithm. This is the
case targetted by the 4-year ANR project “ECINADS”, jointly with university of Montpellier 2, the Institut de
Meécanique des fluides de Toulouse and Lemma company, started in 2009.

In ECINADS, we design more efficient solution algorithms and we examine the questions risen by their adjoint
differentiation. Our goal is practical scalability of the direct simulation and of its adjoint on a large number of
processors. ECINADS also addresses the scalable solution of new approximations.

In 2012, the novel three-level method studied by H. Alcin on a model problem has been extended to
compressible viscous flows by B. Koobus and C. Moussaed from university of Montpellier.

Hubert Alcin, Bruno Koobus, Olivier Allain and Alain Dervieux published their work on a two-level Schwarz
algorithm in IINMFD [12]. H. Alcin has presented his work in the Parallel CFD conference of Altlanta [14].
H. Alcin wrote his thesis [11], defended in december, on the three main subjects of ECINADS: the two- and
three-level Schwarz algorithms, Automatic Differentiation and mesh adaptation.
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6.5. Automatic Differentiation of a CFD code

Participants: Hubert Alcin, Valérie Pascual, Laurent Hascoét, Alain Dervieux.

The ECINADS workplan includes the building of an adjoint state for a CFD kernel. We have chosen
AIRONUM 5.1, a real life kernel that combines two particular features:

e it uses intensively the Fortran95 dynamic memory allocation
e it uses MPI parallelization.
This work is reported in H. Alcin’s PhD [11].

6.6. Perturbation Methods

Participants: Alain Dervieux, Laurent Hascoét.

In the context of the European project NODESIM-CFD (ended 2010), the contribution of Sciport involved
mainly the derivation of perturbation methods and reduced order models for the management of uncertainties.
These methods rely on Taylor series with second-order terms. The production of second derivative code is
obtained through repeated application of Automatic Differentiation. Three strategies can be applied to obtain
(elements of) the Hessian matrix, named Tangent-on-Tangent, Tangent-on-Adjoint, and Adjoint-on-Tangent.
These new methods are promoted through short courses, e.g. by Alain Dervieux at an ERCOFTAC session
(Chatou, 15-16 mai 2012). The application and extension of these methods are part of a FP7 proposal (Proposal
UMRIDA, nov. 2012).

6.7. Control of approximation errors

Participants: Frédéric Alauzet [GAMMA team, Inria-Rocquencourt], Estelle Mbinky [GAMMA team, Inria-
Rocquencourt], Olivier Allain [Lemma], Alexandre Carabias, Hubert Alcin, Alain Dervieux.

This is a joint research between Inria teams Gamma (Rocquencourt), Sciport, Castor and the Lemma company.
Gamma brings mesh and approximation expertise, Sciport brings adjoint methods, and CFD applications are
developed by CASTOR and Lemma.

The resolution of the optimum problem using adjoint-mode AD can be used in a slightly different context
than optimal shape design, namely mesh adaptation. This will be possible if we can map the mesh adaptation
problem into a differentiable optimal control problem. To this end, we express the mesh adaptation problem in
a purely functional form: the mesh is reduced to a continuous property of the computational domain named the
continuous metric. We minimize a continuous model of the error resulting from that metric. Thus the search
of an adapted mesh is transformed into the search of an optimal metric.

In 2012, this activity is amplifying. A work on goal-oriented mesh adaptation for unsteady Euler flows
submitted to the journal JCP has been accepted and published [13]. Its extension to the compressible Navier-
Stokes model has been developed in 2D [22] and in 3D [11]. A further extension to Large Eddy Simulation
has been defined and developed in the WOLF demonstrator. A communication at ECCOMAS (Vienna) has
been presented and papers are being written for publication in journal.

The method is being extended to a third-order approximation, the Vertex-CENO. This approximation was
defined collaboratively between university of Montpellier, IMM-Moscow and Sciport. A more accurate version
is studied by Alexandre Carabias. A new mesh adaptation theory involving error estimates and criteria has
been developed by Gamma and Sciport. The extension of the multiscale adaptation method is considered by
Estelle Mbinky at Rocquencourt and has been presented at ECCOMAS (Vienna). The extension of the goal-
oriented method is considered by Alexandre Carabias and first results were presented at ECCOMAS (Vienna).
A cooperation with CEMEF and university of Nice is considered and a ERC common proposal, CMILE, has
been built. Anisotropic mesh adaptation allows for better convergence towards continuous solutions, and in
particular more accurate a posteriori error estimates and correctors. The synergy between correctors and mesh
adaptation is the subject of a joint contribution (Gamma and Sciport) for the FP7 UMRIDA proposal (nov.
2012).
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6. New Results

6.1. Interactions of Macro- and Microscopic scales

6.1.1.

6.1.2.

Homogenization methods

We have obtained three types of results regarding the homogenization theory and its applications. The first
series of results is related to nonlinear elasticity. In [44], A. Gloria has proved the convergence of a discrete
model for rubber towards a nonlinear elasticity theory in collaboration with R. Alicandro and M. Cicalese. This
analysis has motivated the study of a specific random point set to model the stochastic network of polymer
chains, namely the random parking measure, and results have been obtained by A. Gloria and M. Penrose
(University of Bath) in [42]. The numerical simulation of the model with the random parking measure has
been addressed by A. Gloria, P. La Tallec and M. Vidrascu (project team REO) in [21], and the comparisons
with mechanical experiments are promising, A related inverse problem is currently under investigation by M.
de Buhan, A. Gloria, P. Le Tallec, and M. Vidrascu.

A second type of results concerns a quantitative theory of stochastic homogenization of discrete linear elliptic
equations. A breakthrough has been obtained by A. Gloria and F. Otto (MPI Leipzig) in [63] and [24], who
gave the first optimal variance estimate of the energy density of the corrector field for stochastic discrete elliptic
equations. The proof makes extensive use of a spectral gap estimate and of deep elliptic regularity theory,
bringing in fact the probabilistic arguments to a minimum. This analysis has enabled A. Gloria to propose
efficient numerical homogenization methods, both in the discrete and continuum settings [62], [20], see the
review article [33]. In [23], A. Gloria and J.-C. Mourrat has pushed the approach forward and introduced new
approximation formulas for the homogenized coefficient. In [22] they have considered a more probabilistic
approach and given a complete error analysis of a Monte-Carlo approximation of the homogenized coefficients
in the discrete case. Work in progress concerns the generalization of the results on discrete elliptic equations
to the continuum case.

The third direction of research concerns the periodic homogenization of a coupled elliptic/parabolic system
arising in the modelling of nuclear waste storage. This work is in collaboration with the French agency
ANDRA. A. Gloria, T. Goudon, and S. Krell have made a complete theoretical analysis of the problem,
derived effective equations, and devised an efficient method to solve the effective problem numerically, based
on the reduced basis approach, see [41]. This subject has been pushed forward by Z. Habibi in collaboration
with ANDRA.

Statistical physics : molecular dynamics

In [28], the analysis of constrained molecular dynamics is proposed, with associated numerical schemes.

In [29], the pobabilistic derivation of the chemotaxis equation from the individual motion of bacteriae have
been carried out. In [30], a numerical method with asymptotic variance reduction have been proposed.

6.2. Plasmas

We investigated a projective integration scheme for a kinetic equation in the limit of vanishing mean free path,
in which the kinetic description approaches a diffusion phenomenon. The scheme first takes a few small steps
with a simple, explicit method, such as a spatial centered flux/forward Euler time integration, and subsequently
projects the results forward in time over a large time step on the diffusion time scale. We showed that, with
an appropriate choice of the inner step size, the time-step restriction on the outer time step is similar to the
stability condition for the diffusion equation, whereas the required number of inner steps does not depend on
the mean free path. We also provided a consistency result. The presented method is asymptotic-preserving, in
the sense that the method converges to a standard finite volume scheme for the diffusion equation in the limit
of vanishing mean free path. This is a joint work with G. Samaey (K. U. Leuven) [27].
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6.3. Finite element and finite volume methods

6.3.1.

6.3.2.

6.3.3.

Control in fluid mechanics

Recently, open and closed active flow control were carried out in order to study the flow behavior over a
backward-facing step in a transitional regime. It was done either by a global frequency destabilization at the
entry of the domain, or by a local blowing or suction through the lower and upper parts of the step by the use
of small jets ( [58], E. Creusé, A. Giovannini (IMFT Toulouse) and I. Mortazavi (MC2 Inria EPI, Bordeaux)).
The numerical computations were based on a vortex-in-cell method. Such controls were shown to be efficient
in reducing the average recirculation length value, the global flow energy, as well as the global flow enstrophy.
We have now in mind to apply such a strategy on cavity-stent flows, in order to study the effect of passive
and/or active control on the average emptying time of the cavity, corresponding to a lot of possible industrial
or health applications (combustion, blood circulation in arteries,...).

Passive as well as active control were also performed on the "Ahmed body geometry", which can be considered
as a first approximation of a vehicle profile. This work was carried out in collaboration with the EPI Inria
MC2 team in Bordeaux (C.H. Bruneau, I. Mortazavi and D. Depeyras), as well as with Renault car industry
(P. Gillieron). We recently combined active and passive control strategies in order to reach efficient results,
especially concerning the drag coefficient, for two and three dimensional simulations [51]. We recently worked
on a 25° rear-window configuration of the Ahmed body, for which the 3D-effects are very important and have
to be considered in the numerical simulations [9]. Moreover, the effect of the vortices dynamics on the drag
coefficient of a square Ahmed body was adressed [53], as well as the impact of several Ahmed bodies on the
same road [52].

In another field of applications, a work was performed with the TEMPO Laboratory of Valenciennes. The
objective of this collaboration was to study the pressure wave generated by high-speed trains entering tunnels
in order to improve the shape of the tunnel sections.

Numerical Methods for viscous flows

In the case of compressible models, as the Euler equations, a careful analysis of sharp and practical stability
conditions to ensure the positivity of both density and pressure variables was performed [11]. We are
also concerned with the numerical simulation of certain multi-fluids flows, which in particular arises in
the modelling of powdersnow avalanches. The hybrid scheme works on unstructured meshes and can be
advantageously coupled to mesh refinements strategies in order to follow fronts of high density variation
[38]. In order to answer these questions, we have developed a MATLAB code (NS2DDV-M, see the softwares
section), a Fortran code and a C++ code.

A posteriori error estimators for finite element methods

A recent work, in collaboration with S. Nicaise (LAMAYV, Valenciennes), was devoted to the derivation of
some so-called "reconstruction estimators" based on gradient averaging, in order to provide lower and upper
bounds of the error arising from a discontinuous Galerkin approximation of a diffusion problem [59].

At the same time, some equilibrated-type estimators were developed for the Reissner-Mindlin system arising
in solid mechanics applications, for conforming and locking-free approximations, in the context of the PhD.
of E. Verhille.

At last, a collaboration with the "Laboratoire d’électrotechnique et d’électronique de puissance de Lille
(L2EP)" began two years ago, to derive a residual-based a posteriori error estimator for the Maxwell system
in its vectorial and scalar potential formulation A/® (PhD of Z. Tang). The objective was to obtain a
mathematical rigorous error indicator, in order to couple it with the automatic mesh generator used by EDF
for very practical issues.
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Some residual-type a posteriori error estimators were developed in the context of magnetostatic and mag-
netodynamic Maxwell equations, given in their potential and harmonic formulations. Here, the task was to
found a relevant decomposition of the error in order to obtain the reliability of the estimator, with the use
of ad-hoc interpolations. This work was realized in collaboration with the L2EP Laboratory (Laboratoire
d’Electrotechnique et d’Electronique de Puissance de Lille, Lille 1 University), and gave rise to several con-
tributions [17], [18], [32], [31], [65], obtained in the context of the Ph-D thesis of Zuqi Tang [2]. Then, other
results about reconstructed a posteriori error estimators were obtained for Discontinuous Galerkin methods,
applied to convection-reaction-diffusion equations [16].

6.4. Numerical anlaysis of Schrodinger equations
6.4.1. Absorbing boundary conditions

C. Besse continues his collaboration with X. Antoine (EPI Corida) and P. Klein. They construct in [3] some
classes of absorbing boundary conditions for the two-dimensional Schrédinger equation with a time and
space varying exterior potential and for general convex smooth boundaries. The construction is based on
asymptotics of the inhomogeneous pseudodifferential operators defining the related Dirichlet-to-Neumann
operator. Furthermore, a priori estimates are developed for the truncated problems with various increasing
order boundary conditions. They propose in [34] some suitable discretization schemes of these ABCs and
prove some semi-discrete stability results. Furthermore, the full numerical discretization of the corresponding
initial boundary value problems is considered and simulations are provided to compare the accuracy of the
different ABCs.

6.4.2. Semi-classical limit of the nonlinear Schrodinger equation

C. Besse works with R. Carles and F. Méhats (EPI Ipso). They consider in [36] the semiclassical limit for the
nonlinear Schrodinger equation. They introduce a phase/amplitude representation given by a system similar to
the hydrodynamical formulation, whose novelty consists in including some asymptotically vanishing viscosity.
They prove that the system is always locally well-posed in a class of Sobolev spaces, and globally well-posed
for a fixed positive Planck constant in the one-dimensional case. They propose a second order numerical
scheme which is asymptotic preserving. Before singularities appear in the limiting Euler equation, they recover
the quadratic physical observables as well as the wave function with mesh size and time step independent of
the Planck constant. This approach is also well suited to the linear Schrédinger equation.

6.4.3. Analysis and numerical simulation of the Schrodinger equation

The linear or nonlinear Schrodinger equation with potential is one of the basic equations of quantum mechanics
and it arises in many areas of physical and technological interest, e.g. in quantum semiconductors, in
electromagnetic wave propagation, and in seismic migration. The Schrodinger equation is the lowest order
one-way approximation (paraxial wave equation) to the Helmholtz equation and is called Fresnel equation in
optics, or standard parabolic equation in underwater acoustics. The solution of the equation is defined on an
unbounded domain. If one wants to solve such a whole space evolution problem numerically, one has to restrict
the computational domain by introducing artificial boundary conditions. So, the objective is to approximate the
exact solution of the whole-space problem, restricted to a finite computational domain. A review article [45]
was written this year to describe and compare the different current approaches of constructing and discretizing
the transparent boundary conditions in one and two dimensions. However, these approaches are limited to the
linear case (or nonlinear with the classical cubic nonlinearity: an article written was dedicated to this case
this year [49]) and constant potentials. Therefore, in collaboration with X. Antoine (IECN Nancy and Inria
Lorraine), we proposed to P. Klein to study, in her PhD thesis, the case of the Schrodinger equation with
variable potentials. The study of the non-stationary one-dimensional case has already led to one publication
[46] and some preliminary results in the stationary case are really promising. These cases are relevant since
for example the equations appear in the Bose Einstein condensate with a quadratic potential.

This problem is obviously not limited to the Schrédinger equation and new developments are in progress on
the Korteweg de Vries equation with M. Ehrhardt. This equation is more difficult to study due to its third order
derivative in space.
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Dispersive equations, such as the Schrodinger equation are also considered as boundary-value problems. For
example, in [60], G. Dujardin studies the long time asymptotics of the solutions of linear Schrodinger equations
considered as initial-boundary value problems on the half-line and on bounded intervals when the boundary
data are periodic functions of time. G. Dujardin obtains theoretical results using a transformation method
introduced by T. Fokas and provides several numerical experiments to support them.

6.5. Other contributions

6.5.1.

6.5.2.

Corrosion models

The Diffusion Poisson Coupled Model [47] is a model of iron based alloy in a nuclear waste repository. It
describes the growth of an oxide layer in this framework. The system is made of a Poisson equation on the
electrostatic potential and convection-diffusion equations on the densities f charge carriers (electrons, ferric
cations and oxygen vacancies), supplemented with coupled Robin boundary conditions. The DPCM model
also takes into account the growth of the oxide host lattice and its dissolution, leading to moving boundary
equations. In [12], C. Chainais-Hillairet and I. Lacroix-Violet consider a simplified version of this model,
where only two charge carriers are taken into account and where there is no evolution of the layer thickness.
They prove the existence of a steady-state solution to this model. More recently, C. Chainais-Hillairet and 1.
Lacroix-Violet have also obtained an existence result for the time-dependent simplified model. This result will
be soon submitted for publication.

In [4], C. Chainais-Hillairet and coworkers have studied some numerical methods for the approximation of the
DPCM model. The choice of the numerical methods is justified by a stability analysis and by the study of their
numerical performance. These methods have been implemented in the code CALIPSO developed at ANDRA.
Numerical experiments with real-life data show the efficiency of the developed methods.

Transparent boundary conditions for the Helmholtz equation

C. Besse and I. Violet start a collaboration with S. Fliss (Poems), J. Coatleven and K. Ramdani (Corida) to
build transparent boundary conditions for the Helmholtz equation. They propose in [6] a strategy to determine
the Dirichlet-to-Neumann (DtN) operator for infinite, lossy and locally perturbed hexagonal periodic media.
They obtain a factorization of this operator involving two non local operators. The first one is a DtN type
operator and corresponds to a half-space problem. The second one is a Dirichlet-to-Dirichlet (DtD) type
operator related to the symmetry properties of the problem. The half-space DtN operator is characterized via
Floquet-Bloch transform, a family of elementary strip problems and a family of stationary Riccati equations.
The DtD operator is the solution of an affine operator valued equation which can be reformulated as a non
standard integral equation.

6.5.3. Analysis of subcycling techniques

6.5.4.

Several physics situations involve phenomena which occur on very different time scales. A popular option
to integrate the equations in time in this context is to use sub-cycling techniques, which allow to weaken
the stability constraints. Several questions are still open for the asymptotic behavior of such methods, e.g.
the preservation of equilibrium states. New results about the asymptotic orders if such methods have been
derived on toy-model problems which allow a better understanding of these methods and their preservation of
equilibrium states [40].

Phase transitions

We analyzed numerically a forward-backward diffusion equation with a cubic- like diffusion function,
—emerging in the framework of phase transitions modelling— and its “entropy” formulation determined by
considering it as the singular limit of a third-order pseudo-parabolic equation. Precisely, we proposed schemes
for both the second and the third order equations, we discussed the analytical properties of their semi-discrete
counter- parts and we compared the numerical results in the case of initial data of Riemann type, showing
strengths and flaws of the two approaches, the main emphasis being put on the propagation of transition
interfaces. This is a joint work with C. Mascia (Univ. La Sapienza) [25].
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6.5.5. Modelling of the biological populations

We worked on two problems of biological populations: the understanding of the occurrence of collective
behavior for large populations and the extinction probabilities in some population dynamics.

Several approaches are used in the modelling of collective behavior models for large populations of fish :
we obtained results at the particle and kinetic levels for a model involving self-propulsion, friction and an
attractive/repulsive potential. By introducing a new dimensionless setting, we identified five parameters that
govern the possible asymptotic states for this system (clumps, spheres, dispersion, mills, rigid-body rotation,
flocks) and performed a numerical analysis on the 3D particle-setting. Also, we described the kinetic system
derived as the limit from the particle model as N tends to infinity; and we proposed, in 1D, a numerical scheme
for the simulations, and performed a numerical analysis devoted to trying to recover asymptotically patterns
similar to those emerging for the equivalent particle systems, when particles originally evolved on a circle. this
is a joint work with J. Rosado (UCLA) and F. Vecil (Univ. Valencia) [43].

The extinction probabilities of a flower population may be modelled by an imhomogeneous random walk on
the positive quadrant. On the one hand, introducing the generating function, that solves a PDE, we computed
an explicit solution. On the other hand, we compared stochastic and deterministic resolutions of the random
walk. This is a joint work with K. Raschel (Univ. Tours), V. C. Tran (Univ. Lille 1) [26].
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6. New Results

6.1. Source recovery problems
Participants: Laurent Baratchart, Sylvain Chevillard, Juliette Leblond, Ana-Maria Nicu.

The works presented here are done in collaboration with Maureen Clerc and Théo Papadopoulo from the
Athena EPI, with Doug Hardin and Edward Saff from Vanderbilt University (Nashville, USA), and with
Abderrazek Karoui (Univ. Bizerte, Tunisie) and Jean-Paul Marmorat (Centre de mathématiques appliquées
(CMA), Ecole des Mines de Paris).

This section in dedicated to inverse problems for 3-D Poisson-Laplace equations. Though the geometrical
settings differ in the 2 sections below, the characterization of silent sources (that give rise to a vanishing
potential at measurement points) is a common problem to both which has been recently achieved, see [37],[29],
[39].These are sums of (distributional) derivatives of Sobolev functions vanishing on the boundary.

6.1.1. Application to EEG

In 3-D, functional or clinical active regions in the cortex are often represented by pointwise sources that
have to be localized from measurements on the scalp of a potential satisfying a Laplace equation (EEG,
electroencephalography). In the work [4] it was shown how to proceed via best rational approximation on a
sequence of 2-D disks cut along the inner sphere, for the case where there are at most 2 sources. A milestone
in a long-haul research on the behaviour of poles of best rational approximants of fixed degree to functions
with branch points has been reached this year [14], which shows that the technique carries over to finitely
many sources (see section 4.2 ). In this connection, a dedicated software “FindSources3D” (see section 5.6 )
has been developed, in collaboration with the team Athena [16], [26].

Further, it appears that in the rational approximation step of these schemes, multiple poles possess a nice
behaviour with respect to the branched singularities. This is due to the very basic physical assumptions on
the model (for EEG data, one should consider triple poles). Though numerically observed in [16], there is no
mathematical justification so far why these multiple poles have such strong accumulation properties, which
remains an intriguing observation.

Issues of robust interpolation on the sphere from incomplete pointwise data are also under study in order to
improve numerical accuracy of our reconstruction schemes. Spherical harmonics, Slepian bases and related
special functions are of special interest (thesis of A.-M. Nicu [13], [67]), while other techniques should be
considered as well.

Also, magnetic data from MEG (magneto-encephalography) will soon become available, which should
enhance the accuracy of source recovery algorithms.

It turns out that discretization issues in geophysics can also be approached by these approximation techniques.
Namely, in geodesy or for GPS computations, one may need to get a best discrete approximation of the
gravitational potential on the Earth’s surface, from partial data collected there. This is the topic of a beginning
collaboration with a physicist colleague (IGN, LAREG, geodesy). Related geometrical issues (finding out the
geoid, level surface of the gravitational potential) are worthy of consideration as well.

6.1.2. Magnetization issues

Magnetic sources localization from observations of the field away from the support of the magnetization is
an issue under investigation in a joint effort with the Math. department of Vanderbilt University and the Earth
Sciences department at MIT. The goal is to recover the magnetic properties of rock samples (e.g. meteorites
or stalactites) from fine field measurements close to the sample that can nowadays be obtained using SQUIDs
(supraconducting coil devices).
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The magnetization operator is the Riesz potential of the divergence of the magnetization. The problem of
recovering a thin plate magnetization distribution from measurements of the field in a plane above the sample
lead us to an analysis of the kernel of this operator, which we characterized in various function and distribution
spaces (arbitrary compactly supported distributions or derivatives of bounded functions). For this purpose,
we introduced a generalization of the Hodge decomposition in terms of Riesz transforms and showed that
a thin plate magnetization is “silent” (i.e. in the kernel) if the normal component is zero and the tangential
component is divergence free. In particular, we show that a unidirectional non-trivial magnetization with
compact support cannot be silent. The same is true for bidirectional magnetizations if at least one of the
directions is nontangential. We also proved that any magnetization is equivalent to a unidirectional. We did
introduce notions of being silent from above and silent from below, which are in general distinct. These results
have been reported in a paper to appear [37].

We currently work on Fourier based inversion techniques for unidirectional magnetizations, and Figures 5 , 6
, 7 and 8 show an example of reconstruction. A joint paper with our collaborators from VU and MIT is being
written on this topic.

Figure 5. Inria’s logo were printed on a piece of paper. The ink of the letters “In” were magnetized along a
direction Dy. The ink of the letters “ria” were magnetized along another direction D5 (almost orthogonal to D).

Figure 6. The Z-component of the magnetic field generated by the sample is measured by a SQUID microscope. The
measure is performed 200um above the sample.

For more general magnetizations, the severe ill-posedness of reconstruction challenges discrete Fourier
methods, one of the main problems being the truncation of the observations outside the range of the SQUID
measurements. We look forward to develop extrapolation techniques in the spirit of step 1 in section 3.1 .

6.2. Boundary value problems, generalized Hardy classes
Participants: Laurent Baratchart, Slah Chaabi, Juliette Leblond, Dmitry Ponomareyv.

This work has been performed in collaboration with Yannick Fischer from the Magique3D EPI (Inria
Bordeaux, Pau).
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]

Figure 7. The field measured in Figure 6 is inversed, assuming that the sample is unidimensionally magnetized
along the direction Dy. The letters “In” are fairly well recovered while the rest of the letters is blurred (because the
hypothesis about the direction of magnetization is false for “ria”).

Figure 8. The field measured in Figure 6 is inversed, assuming that the sample is unidimensionally magnetized
along the direction Ds. The letters “ria” are fairly well recovered while the rest of the letters is blured (because the
hypothesis about the direction of magnetization is false for “In”).
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In collaboration with the CMI-LATP (University Aix-Marseille I), the team considers 2-D diffusion processes
with variable conductivity. In particular its complexified version, the so-called conjugate or real Beltrami
equation, was investigated. In the case of a smooth domain, and for Lipschitz conductivity, we analyzed the
Dirichlet problem for solutions in Sobolev and then in Hardy classes [5].

Their traces merely lie in LP (1 < p < 00) of the boundary, a space which is suitable for identification from
pointwise measurements. Again these traces turn out to be dense on strict subsets of the boundary. This allows
us to state Cauchy problems as bounded extremal issues in LP classes of generalized analytic functions, in a
reminiscent manner of what was done for analytic functions as discussed in section 3.3.1 .

We generalized the construction to finitely connected Dini-smooth domains and W*!:9-smooth conductivities,
with ¢ > 2 [35]. The case of an annular geometry is the relevant one for the application to plasma shaping
mentioned below [58], [35]. The application that initially motivated this work came from free boundary prob-
lems in plasma confinement (in tokamaks) for thermonuclear fusion. This work was initiated in collaboration
with the Laboratoire J. Dieudonné (University of Nice).

In the transversal section of a tokamak (which is a disk if the vessel is idealized into a torus), the so-called
poloidal flux is subject to some conductivity equation outside the plasma volume for some simple explicit
smooth conductivity function, while the boundary of the plasma (in the Tore Supra tokamak) is a level line
of this flux [54]. Related magnetic measurements are available on the chamber, which furnish incomplete
boundary data from which one wants to recover the inner (plasma) boundary. This free boundary problem (of
Bernoulli type) can be handled through the solutions of a family of bounded extremal problems in generalized
Hardy classes of solutions to real Beltrami equations, in the annular framework [35].

In the particular case at hand, the conductivity is 1/x and the domain is an annulus embedded in the right half-
plane. We obtained a basis of solutions (exponentials times Legendre functions) upon separating variables in
toroidal coordinates. This provides a computational setting to solve the extremal problems mentioned before,
and was the topic of the PhD thesis of Y. Fischer [58], [27]. In the most recent tokamaks, like Jet or ITER,
an interesting feature of the level curves of the poloidal flux is the occurrence of a cusp (a saddle point of the
poloidal flux, called an X point), and it is desirable to shape the plasma according to a level line passing through
this X point for physical reasons related to the efficiency of the energy transfer. We established well-posedness
of the Dirichlet problem in weighted LP classes for harmonic measure on piecewise smooth domains without
cusps, thereby laying ground for such a study. This issue is next in line, now that the present approach has
been validated numerically on Tore Supra data, and the topic of the PhD thesis of D. Ponomarev.

The PhD work of S. Chaabi is devoted to further aspects of Dirichlet problems for the conjugate Beltrami
equation. On the one hand, a method based on Foka’s approach to boundary value problems, which uses Lax
pairs and solves for a Riemann-Hilbert problem, has been devised to compute in semi explicit form solutions
to Dirichlet and Neumann problems for the conductivity equation satisfied by the poloidal flux. Also, for more
general conductivities, namely bounded below and lying in W% with s > 2, parameterization of solutions to
Dirichlet problems on the disk by Hardy function was achieved through Bers-Nirenberg factorization. Note
the conductivity may be unbounded when s = 2, which is completely new. Two papers are being prepared
reporting on these topics.

Finally, note that the conductivity equation can be expressed like a static Schrodinger equation, for smooth
enough conductivity coefficients. This provides a link with the following results recently set up by D.
Ponomarev, who recently join the team for his PhD. A description of laser beam propagation in photopolymers
can be crudely approximated by a stationary two-dimensional model of wave propagation in a medium
with negligible change of refractive index. In such setting, Helmholtz equation is approximated by a linear
Schrodinger equation with one of spatial coordinates being an evolutionary variable. Explicit comparison of
the solutions in the whole half-space allows to establish global justification of the Schrodinger model for
sufficiently smooth pulses [73]. This phenomenon can also be described by a nonstationary model that relies
on the spatial nonlinear Schrodinger (NLS) equation with the time-dependent refractive index. A toy problem
is considered in [71], when the rate of change of refractive index is proportional to the squared amplitude
of the electric field and the spatial domain is a plane. The NLS approximation is derived from a 2-D quasi-
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linear wave equation, for small time intervals and smooth initial data. Numerical simulations illustrate the
approximation result in the 1-D case.

6.3. Circuit realisations of filter responses: determination of canonical forms

and exhaustive computations of constrained realisations
Participant: Fabien Seyfert.

This work has been done in collaboration with Smain Amari (Royal Military College, Kingston, Canada), Jean
Charles Faugere (SALSA EPI, Inria Rocquencourt), Giuseppe Macchiarella (Politecnico di Milano, Milan,
Italy), Uwe Rosenberg (Design and Project Engineering, Osterholz-Scharmbeck, Germany) and Matteo Oldoni
(Politecnico di Milano, Milan, Italy).

We continued our work on the circuit realizations of filters’ responses with mixed type (inductive or capacitive)
coupling elements and constrained topologies [1]. For inline circuits, methods based on sequential extractions
of electrical elements are best suited due to their computational simplicity. On the other hand, for circuits with
no inline topology ,such methods are inefficient while algebraic methods (based on a Groebner basis) can be
used, but at high computational cost. In order to tackle large order circuits, our approach is to decompose
them into connected inline sections, which can be directly realized by extraction techniques, and into complex
sections, where algebraic methods are needed for realization. In order to do this, we started studying the
synthesis of filter responses by means of circuits with reactive non-resonating nodes (dangling resonators)
[22]. Links of this topic with Potapov’s factorization of J-inner functions are currently being investigated.

In this connection, sensitivity analysis of the electrical response of a filter with respect to the electrical
parameters of the underlying circuit has been published in collaboration with the University of Cartagena
and ESA [20]. We essentially proved that the total electrical sensitivity of a filters’ response does not depend
on the coupling topology of the underlying circuit: the latter however controls the distribution of this sensitivity
within each resonator.

6.4. Synthesis of compact multiplexers and de-embedding of multiplexers

6.4.1.

Participants: Martine Olivi, Sanda Lefteriu, Fabien Seyfert.

This work has been done in collaboration with Stéphane Bila (Xlim, Limoges, France), Hussein Ezzedin
(Xlim, Limoges, France), Damien Pacaud (Thales Alenia Space, Toulouse, France), Giuseppe Macchiarella
(Politecnico di Milano, Milan, Italy, and Matteo Oldoni (Politecnico di Milano, Milan, Italy).

Synthesis of compact multiplexers

We focused our research on multiplexer with a star topology. These are comprised of a central /NV-port junction,
and of filters plugged on all but common ports (see Figure 9 ). A possible approach to synthesis of the
multiplexer’s response is to postulate that each filter channel has to match the multiplexer at nj frequencies
(ng being the order of the filter) while rejecting the energy at my other frequencies (my, being the order the
transmission polynomial of the filter). The desired synthesis can then be cast into computing of a collection
of filter’s responses matching the energy as prescribed and rejecting it at specified frequencies when plugged
simultaneously on the junction. Whether such a collection exists is one of the main open issues facing co-
integration of systems in electronics. Investigating the latter led us to consider the simpler problem of matching
a filter, on a frequency-varying load, while rejecting energy at fixed specified frequencies. If the order of the
filter is n this amounts to fix a given transmission polynomial r and to solve for a unitary polynomial p meeting
interpolation conditions of the form:

. p
] = 1..71, 6(’&1]) =

where q is the unique monic Hurwitz polynomial satisfying the Feldtkeller equation
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qq" =pp" + 7.

This problem can be seen as an extended Nevanlinna-Pick interpolation problem, which was considered in [62]
when the interpolation frequencies lie in the open left half-plane. We conjecture that existence and uniqueness
of the solution still holds in our case, where interpolation takes place on the boundary, provided r has no roots
on the imaginary axis. Numerical experiments based on continuation techniques tend to corroborate our belief:
efforts now focus on a mathematical proof. The derived numerical tools have already been used to successfully
to design multiplexer’s responses in collaboration with CNES and Xlim, thereby initiating a collaboration with
Xlim on co-integration of filters and antennas.

6.4.2. De-embedding of multiplexers

Let S be the measured scattering matrix of a multiplexer composed of a /N-port junction with response 7" and
N — 1 filters with responses F1, - - - Fiy_; as plotted on Figure 9 . The de-embedding question we raise is the
following: given S and T, is it possible to retrieve the F}’s ? The answer to this question depends of course
of the admissible class of filters. For the simplest case where no assumption is made (except reciprocity), we
showed that the problem has a unique solution for N > 3 and for generic 7', while for N = 2 the solution
space at each frequency point has real dimension 2. This redundancy can be explained by the existence of
"ghost" or "silent" components that can hide behind the junction: when being chained to the junction these
components do not affect its response. We also experienced that the generic behaviour for N > 3 is rather
theoretical, as usual junctions are often made of chained T-junctions: in this non generic case (which is rather
generic in practice !) some "silent" component still exists for N > 3. Additional hypotheses, such as rationality
with prescribed degree for F}, are currently being studied and already yielded results for the case N = 3 [21].

This work is pursued in collaboration with Thales Alenia Space, Politecnico di Milano, Xlim and CNES in
particular within the contract CNES-Inria on compact /N-port synthesis (see section 7.1 ).

Overall system: S

Port 3

F_2

Figure 9. Multiplexer made of a junction T and filtering devices Fy, F5 - -+ Fiy

6.5. Detection of the instability of amplifiers

Participants: Laurent Baratchart, Sylvain Chevillard, Martine Olivi, Fabien Seyfert.
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This work is conducted in collaboration with Jean-Baptiste Pomet from the McTao team. It is a continuation of
a collaboration with CNES and the University of Bilbao.The goal is to help developing amplifiers, in particular
to detect instability at an early stage of the design.

Currently, Electrical Engineers from the University of Bilbao, under contract with CNES (the French Space
Agency), use heuristics to diagnose instability before the circuit is physically implemented. We intend to set
up a rigorously founded algorithm, based on properties of transfer functions of such amplifiers which belong
to particular classes of analytic functions.

In non-degenerate cases, non-linear electrical components can be replaced by their first order approximation
when studying stability to small perturbations. Using this approximation, diodes appear as perfect negative
resistors and transistors as perfect current sources controlled by the voltages at certain points of the circuit.

In 2011, we had proved that the class of transfer functions which can be realized with such ideal components
and standard passive components (resistors, selfs, capacitors and transmission lines) is rather large since it
contains all rational functions in the variable and in the exponentials thereof.

In 2012, we focused on the kind of instabilities that these ideal systems can exhibit. We showed that a circuit
can be unstable, although it has no pole in the right half-plane. This remains true even if a high resistor is put
in parallel of the circuit, which is rather unusual. This pathological example is unrealistic, though, because it
assumes that non-linear elements continue to provide gain even at very high frequencies. In practice, small
capacitive and inductive effects (negligible at moderate frequencies) make these components passive for very
high frequencies. Under this simple assumption, we proved that the class of transfer functions of realistic
circuits is much smaller than in previous situation. In fact, a realistic circuit is unstable if and only if it has
poles in the right half-plane. Moreover, there can only be finitely many of them. An article is currently being
written on the subject.

6.6. Best constrained analytic approximation
Participants: Laurent Baratchart, Sylvain Chevillard, Juliette Leblond, Dmitry Ponomarev, Elodie Pozzi.

This work is performed in collaboration with Jonathan Partington (Univ. Leeds, UK).

Continuing effort is being paid by the team to carry over the solution to bounded extremal problems of section
3.3.1 to various settings. We mentioned already in section 6.2 the extension to 2-D diffusion equations with
variable conductivity for the determination of free boundaries in plasma control and the development of a
generalized Hardy class theory. We also investigate the ordinary Laplacian in R3, where targeted applications
are to data transmission step for source detection in electro/magneto-encephalography (EEG/MEG, see section
6.1).

Still, questions about the behaviour of solutions to the standard bounded extremal problems (P) of section
3.3.1 deserve attention. We realized this year that Slepian functions are eigenfunctions of truncated Toeplitz
operators in 2-D. This can be used to quantify robustness properties of our resolution schemes in H? and
to establish error estimates, see [25]. Moreover we considered additional interpolation constraints [28], as a
simplified but already interesting issue, before getting at extremal problems for generalized analytic functions
in annular non-smooth domains. The latter arise in the context of plasma shaping in tokamaks like ITER, and
will be the subject of the PhD thesis of D. Ponomarev.

In another connection, weighted composition operators on Lebesgue, Sobolev, and Hardy spaces appear in
changes of variables while expressing conformal equivalence of plane domains. A universality property related
to the existence of invariant subspaces for these important classes of operators has been established in [19].
Additional density properties also allow one to handle some of their dynamical aspects (like cyclicity).

6.7. Rational Approximation for fitting Non-Negative EPT densities

Participants: Martine Olivi, Fabien Seyfert.

This work has been done in collaboration with Bernard Hanzon and Conor Sexton from Univ. Cork.


http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/uid22.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/uid64.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/uid57.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/uid22.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/bibliography.html#apics-2012-bid68
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/bibliography.html#apics-2012-bid69
http://raweb.inria.fr/rapportsactivite/RA{$year}/apics/bibliography.html#apics-2012-bid70

133 Modeling, Optimization, and Control of Dynamic Systems - New Results - Project-Team APICS

The problem is to fit a probability density function on a large set of financial data. The model class is the set
of non-negative EPT (Exponential-Polynomials-Trigonometric) functions which provides a useful framework
for probabilistic calculation as illustrated in the link http://www.2-ept.com/2-ept-literature.html. Moreover,
an EPT function can alternatively be interpreted as the impulse response of a continuous time stable system
whose Laplace transform is a rational transfer function. This interpretation allows us to approach this problem
using approximation tools developed by the team. The very context brings up a classical, as yet essentially
unsolved difficulty in rational approximation, namely preservation of positivity. This is known to be a hard
issue. Our work, initiated in 2011, resulted this year in an improved approach for checking non-negativity of
an EPT function. These results have been presented at the 16th [FAC Conference on System Identification
[23]. The proposed method was demonstrated on the positive daily Dow Jones Industrial Average (DJIA) log
returns over 80 years.

6.8. Rational and meromorphic approximation
Participant: Laurent Baratchart.

This work has been done in collaboration with Herbert Stahl (TFH Berlin) and Maxim Yattselev (Univ. Oregon
at Eugene, USA).

We completed and published this year the proof of an important result in approximation theory, namely the
counting measure of poles of best H? approximants (more generally: of critical points) of degree n to a
function analytically continuable, except over finitely many branchpoints lying outside the unit disk, converges
to the Green equilibrium distribution of the compact set of minimal Green capacity outside of which the
function is single valued [14]. The proof requires showing existence and uniqueness of a compact set of
minimal weighted logarithmic capacity in a field, outside of which the function is single-valued. Structure of
this contour, along with error estimates, also come out of the proof. The result is in fact valid for functions
that are Cauchy integrals of Dini-smooth functions on such a contour. We rely in addition on asymptotic
interpolation estimates from [63].

This result warrants source recovery techniques used in section 6.1.1 .

We also studied partial realizations, or equivalently Padé approximants to transfer functions with branchpoints.
Identification techniques based on partial realizations of a stable infinite-dimensional transfer function are
known to often provide unstable models, but the question as to whether this is due to noise or to intrinsic
instability was not clear. In the case of 4 branchpoints, expressing the computation of Padé approximants in
terms of the solution to a Riemann-Hilbert problem on the Riemann surface of the function, we proved that
the pole behaviour generically shows deterministic chaos [49].

6.9. Tools for numerically guaranteed computations
Participant: Sylvain Chevillard.

The overall and long-term goal is to enhance the quality of numerical computations. The progress made during
year 2012 is the following:

e Publication of a work about the implementation of functions erf and erfc in multiple precision and
with correct rounding [15]. It corresponds to a work initially begun in the Arénaire team and finished
in the Caramel team. The goal of this work is to show on a representative example the different
steps of the rigorous implementation of a function in multiple precision arithmetic (choice of a
series approximating the function, choice of the truncation rank and working precision used for the
computation, roundoff analysis, etc.). The steps are described in such a way that they can easily be
reproduced by someone who would like to implement another function. Moreover, it is showed that
the process is very regular, which suggests that it (or at least large parts of it) could be automated.

e In the same field of multiple precision arithmetic, and with Marc Mezzarobba (Aric team), we
proposed an algorithm for the efficient evaluation of the Airy Ai(z) function when z is moderately
large [57]. Again, this work deals with a representative example, with the idea of trying to automate
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the process as a future work. The Taylor series of the Airy Ai function (as many others such as,
e.g., Bessel functions or erf) is ill-conditioned when x is not small. To overcome this difficulty, we
extend a method by Gawronski, Miiller and Reinhard, known to solve the issue in the case of the
error function erf. We rewrite Ai(x) as G(z)/F(z) where F' and G are two functions with well-
conditioned series. However, the coefficients of G turn out to obey a three-terms ill-conditioned
re