y 4

: informatics g”mathematics

RESEARCH CENTER
FIELD

Activity Report 2013

Section New Results

Edition: 2014-03-19






1. ABS Project-Team .. ... 9
2. ABSTRACTION Project-Team ... ......c.uuttinntti ittt e 12
3. ACES Project-Team ... ... e 18
4. ADAM Project-Team . ... .. ... 23
5. ALEA Project-Team .. ... 24
6. ALF Project-Team . .... ...ttt ittt et et e 28
7. ALGORILLE Project-Team ......... ... e 38
8. ALICE Project-Team . ....... ... 43
9. ALPAGE Project-Team .. ...ttt et e e 56
10. ALPINES Team ..o e e 65
11. AMIB Project-Team . ........ ... 69
12 ANGE Team ... 77
13. AOSTE Project-Team . ... e e 80
14. APICS Project-Team . ... ... ..ottt e et e e 86
I5. ARAMIS Team ..ot 95
16. ARIC Project-Team ... ... e e 110
17. ARLES Project-Team . ... ...ttt et e 116
18. ASAP Project-Team ... ...ttt e 123
19. ASCLEPIOS Project-Team .. ....... .. e e e 129
20. ASCOLA Project-Team  ..........oiuuiiitt it e e e e 145
21. ASPI Project-Team ... ... e e 150
22. ATEAMS Project-Team .. ...ttt e 154
23. ATHENA Project-Team . ....... ... e e 156
24. ATLANMOD Project-Team ...ttt e 167
25. AVALON TeAIM ...ttt e e e e e e e e 170
26. AVIZ Project-Team .. ... ... . 177
27. AXIS Project-Team . ..........o o 185
28  AYIN TeamM . .ooo ettt e e e e 198
29. BACCHUS Team ...ttt e e e e e e e 216
30. BAMBOO Project-Team . ... 222
31. BANG Project-Team . .......... i 225
32. BEAGLE Project-Team ...........oinuuiintt e e e 233
33.BIGS Project-Team .. ...ttt 236
34. BIOCORE Project-Team  ......... ... e 245
35. BIPOP Project-Team .. ...t e e e 254
36. BONSAIL Project-Team . .........uoinutiiin ettt e e e e 261
37.CAD TeAM oottt e 262
38. CAGIRE Team ...ttt e e e e e e 264
39. CAIRN Project-Team . ... i e 266
40. CALVI Project-Team .. ... ...cuuutttntt ettt et et e e e e 275
A1 CAMUS Teaml .ottt e e e e 283



42. CARAMEL Project-Team . ...t e 287
43. CARMEN Team ... 289
44. CARTE Project-Team . ...........oiuuiiiiti ittt e e e 293
45. CASCADE Project-Team (S€CtiOn VIA@) .. ... ..uuutttt ittt e 296
46. CASSIS Project-Team . ...t e e 297
A7. CASTOR Team . ...t e e 306
48. CELTIQUE Project-Team .............oii i 312
49. CEPAGE Project-Team .. ........ ... 315
50. CIDRE Project-Team ... ... e e e 324
51. CLASSIC Project-Team . ... ...ttt e e e e 330
52. CLIME Project-Team .. ...... . .. 332
53. COATT Project-Team . ... e e e 342
54. COFFEE Project-Team (section VIdE) .........couuiiiiuiii i 350
55. COMETE Project-Team  ..........oonuttint it e e 351
56. COMMANDS Project-Team ... e 356
57. COMPSYS Project-Team . ... 363
58. CONTRAINTES Project-Team . ............ooinuitimnnt it 371
59. CONVECS Project-Team ......... ... e 376
60. COPRIN Project-Team  .......... . e e e 385
61. CORIDA Project-Team . ..........o..uiiinti i et 390
62. CORTEX TeAIM .. ..ottt e e e e e 392
63. CQFD Project-Team  .......... .. 395
64. CRYPT Team (SECHiON VIAE) .. ...ttt ettt 403
65. DAHU Project-Team . ... ...ttt e e e 404
66. DANTE Team . ... e e e 406
67. DEDUCTEAM Exploratory ACtiOn  .............iiiuuiiit i 410
68. DEFI Project-Team . ......... . 414
69. DEMAR Project-Team ........... . i 421
TO.DIANA TRAIM ..ottt ettt e e e e e e e 445
70 T D) (] 2 ™ 454
72. DIONYSOS Project-Team . ... ...t e e 455
73. DISCO Project-Team ... ......cuuiti ittt e e 463
74. DOLPHIN Project-Team ... ...ttt e e 470
75. DRACULA Project-Team ...........o.uii it e e e 475
76. DREAM Project-Team ... ........o..uiiinti it e e e 477
77.DREAMPAL Team . ... e e e 483
78. DYLISS Project-Team .. ... e 488
79. DYOGENE Project-Team ... ... o 491
80. E-MOTION Project-Team ... ...ttt e e et e e e e 502
81. ESPRESSO Project-Team . ...........uiiunitinttttt ettt 526
82. EXMO Project-Team .......... .o 533



83. FLOWERS Project-Team ... ....... .ot e e e 536
84. FLUMINANCE Project-Team ..........o.uutinnttitt it 561
85. FOCUS Project-Team ... .......tint ittt et e e 568
86. FORMES Team . ... e 573
87. FUN Project-Team . ... e e e 575
88. GALAAD Project-Team . ...t 582
89. GALEN Project-Team .......... . 587
90. GALLIUM Project-Team . ..........iuui it e e e e 590
91. GAMMAS3 Project-Team . ...ttt 600
92. GANG Project-Team . .......ouiii i 604
93. GECO Project-Team  ....... ... 612
94. GENSCALE Project-Team ... ... e e e 616
95. GEOMETRICA Project-Team ............oiuuiiniiiii i 619
96. GEOSTAT Project-Team .. .........uuinuiiti ittt et 626
97. GRACE Project-Team ........... . 633
98. GRAND-LARGE Project-Team ............ i e 635
99. GRAPHIK Project-Team ...........oinuiii it e 637
100. HIEPACS Project-Team .. ........o.uuttinnttit ettt et 642
101. HIPERCOM2 TaM . ..o ottt ettt et e e et e et e e e e e e e e e 648
102. HYBRID Project-Team . ... ...ttt e e e 654
103. Hycomes TeamM ... .ottt et e e e et e 667
104. T4S Project-Team .. ... et e 668
105. IBIS Project-Team ... ... e 670
106. IMAGINE Project-Team ... ...ttt e e e 675
107. IMARA Project-Team . ... ...t e e 687
108. IN-SITU Project-Team  ........... . e 695
109. INDES Project-Team .. .......... i e 702
110. IPSO Project-Team  .........o.oouiii e 712
111. KERDATA Project-Team .. ......co.utitinti it e 721
112. LAGADIC Project-Team  .......... .. e e 727
113. LEAR Project-Team . ... .. e 734
114. LFANT Project-Team ... ...t e e e 751
T15.LINKS Team ... e e e e 754
116. LOGNET Team ... ... e e e e e 756
T17. M3DISIM TEAM .t et ittt ettt e e et et et e e e e e e e e 763
118. MADYNES Project-Team  ..........o.uiiuii i e 767
119. MAESTRO Project-Team ........... . i 776
120. MAGIQUE-3D Project-Team . .......... .. i e 787
121. MAGNET TEAM . ..ottt ittt ettt ettt e e e e e e e e e e e 796
122. MAGNOME Project-Team ... e e 798
123. MAGRIT Project-Team  .......... . . e 805



124.
125.
126.
127.
128.
129.
130.
131.
132.
133.
134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147.
148.
149.
150.
151.
152.
153.
154.
155.
156.
157.
158.
159.
160.
161.
162.
163.
164.

MAIA Project-Team . ... 808
MANAO Team ... 819
MARELLE Project-Team . ... ...ttt ettt e et 826
MASALIE Project-Team .. ........ .. 829
MATHRISK Project-Team . ...t e 831
MAVERICK Project-Team  ........c.o.uuoinuutttt it 835
Maxplus Project-Team .. ... ... 851
MC2 Project-Team ........... i 869
MCTAO Project-Team . .......o..uoii e et e e e 874
MESCAL Project-Team . ...ttt et e e 876
MEXICO Project-Team . ......... .. 882
MICMAC Project-Team . ........ .. e e 887
MIMETIC Project-Team ......... ...t e 893
MINT Project-Team ...ttt e 902
MISTIS Project-Team ... ... e 906
MNEMOSYNE Team ...ttt e e et e 916
MOALIS Project-Team .. ......co.uutoint it 918
MODAL Project-Team ...ttt e e 920
MODEMIC Project-Team ...........ou e e 924
MOISE Project-Team . ... 931
MOKAPLAN EXploratory ACHON ...ttt ittt et e 946
MORPHEME Project-Team  ......... ... 952
MORPHEO Team ... ... 967
MUTANT Project-Team ... ...ttt e e e 973
MYRIADS Project-Team .. ......c.uuiiintti ittt et 977
NACHOS Project-Team . ... ... 983
NANO-D Team ... e e 990
NECS Project-Team  ...........ouiii i e 1002
NEUROMATHCOMP Project-Team ............oouuiiuuiniitii i 1009
NEUROSYS Team ..ottt e e e e e e 1015
NON-A Project-Team . ... e e 1017
NUMED Project-Team (section Vide) ...........ueiinutiinttii i 1023
OAK Project-Team . ...ttt e e e 1024
OASIS Project-Team .. ... .. 1027
OPALE Project-Team  ..........ouii ittt e e e 1033
ORPAILLEUR Project-Team  .........ciuuutiinttt ittt 1044
PANAMA Project-Team . ... e e 1051
PAREO Project-Team ........ ... 1063
PARIETAL Project-Team . ...........oiinuuii e e 1065
PARKAS Project-Team ... ...ttt 1076
PAROLE Project-Team ...... ... ... 1082



165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.
180.
181.
182.
183.
184.
185.
186.
187.
188.
189.
190.
191.
192.
193.
194.
195.
196.
197.
198.
199.
200.
201.
202.
203.
204.
205.

PARSIFAL Project-Team . .........oo. . e 1091
PERCEPTION Team . ... e e 1094
PHOENIX Project-Team  ...........iiuiii e e 1097
PLR2 Project-Team ... ... ... 1099
POEMS Project-Team . .........oiutii it e e e 1104
POLSYS Project-Team . ........c.o.uiiinnttit it e 1122
POMDAPI Project-Team (S€CtiON VIAE) .......ooiiiinn e e e 1129
Popix Team .. ... 1130
POTIOC Team .. ..ottt e e e e e e e e e e e 1132
Prima Project-Team . ... . i 1140
PRIVATICS Team ...t e e e 1144
PROSECCO Project-Team . ...........oiiuiiii e e e 1149
RAP Project-Team ... o 1152
REALOPT Project-Team . .......conuuiini it 1157
REGAL Project-Team .......... . . e 1161
REGULARITY Project-Team . ... e e 1167
REO Project-Team .. .......o.uuiii it 1174
REVES Project-Team ...........oiuii e e 1181
RMOD Project-Team .......... . 1194
ROMA Team .. ..o e e 1197
RUNTIME Project-Team .. .......c.uuttinnttiit ettt e 1206
SAGE Project-Team ... ... 1209
SCIPORT Team .. ... e e e e e 1214
SCORE Team ...t 1217
SECRET Project-Team .............iiuiiniiii i e 1219
SECSI Project-Team ........... . e 1224
SELECT Project-Team . .......... . e 1227
SEMAGRAMME Project-TEam . ...........oeeeeeieeiee ettt 1232
Sequell Project-Team . ...t 1235
SERPICO Project-Team ............. . i 1244
SHACRA Project-Team ...t e e e e 1257
SIERRA Project-Team .. .........utiinuttii ettt e 1262
SIMPAF Project-Team . ...ttt e 1275
SIROCCO Project-Team  ........... i e e 1277
SISYPHE Project-Team . .......... . i e 1288
SMIS Project-Team .. ......onuttii et e e e et e e 1293
SOCRATE Project-Team  ....... ... i e 1295
SPADES Team ... ... 1297
Specfun Team .. ... 1303
STARS Project-Team ..........ooinuiti ittt e 1306

STEEP Team . ... e 1349



Computational Biology - New Results - Project-Team ABS

206.
207.
208.
209.
210.
211.
212.
213.
214.
215.
216.
217.
218.
219.
220.
221.
222.
223.

SUMO Team ... ..ot 1351
TAO Project-Team .. ...t e 1357
TASC Project-Team .. ...t e e 1362
TEXMEX Project-Team ... ....... ..o e 1365
TITANE Team ..ottt e e e e e e e 1375
TOCCATA TeAM ..ottt ettt e et e e e e e e e e 1385
TOSCA Project-Team ............ . 1388
TRIO Team ... .. 1392
TRISKELL Project-Team  ......... .ottt e e 1393
TYREX Team .. ... e e 1400
URBANET Team ...ttt e e e e e e e 1404
VEGAS Project-Team . ... e 1410
VERIDIS Project-Team ............ i e 1415
VIRTUAL PLANTS Project-Team  ...........oiuuiiiiiii i 1421
VISAGES Project-Team ........ ... 1435
WILLOW Project-Team . ...t e e e e 1441
WIMMICS Project-Team . .......c.uutiint ettt e 1452
ZENITH Project-Team . ... ...ttt e e e 1463



9 Computational Biology - New Results - Project-Team ABS
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6. New Results

6.1. Modeling Interfaces and Contacts

Docking, scoring, interfaces, protein complexes, Voronoi diagrams, arrangements of balls.

The work undertaken in this vein in 2013 will be finalized in 2014.

6.2. Modeling Macro-molecular Assemblies

6.2.1.

Macro-molecular assembly, reconstruction by data integration, proteomics, modeling with uncertainties,
curved Voronoi diagrams, topological persistence.

Connectivity Inference in Mass Spectrometry based Structure Determination
Participants: Frédéric Cazals, Deepesh Agarwal.

In collaboration with J. Araujo, and C. Caillouet, and D. Coudert, and S. Pérennes, from the COATI project-
team (Inria-CNRS).

In [14], we consider the following MINIMUM CONNECTIVITY INFERENCE problem (MCI), which arises in
structural biology: given vertex sets V; C Vi € I, find the graph G = (V, F') minimizing the size of the edge
set E, such that the sub-graph of GG induced by each V; is connected. This problem arises in structural biology,
when one aims at finding the pairwise contacts between the proteins of a protein assembly, given the lists of
proteins involved in sub-complexes. We present four contributions.

First, using a reduction of the set cover problem, we establish that MCI is APX-hard. Second, we show how
to solve the problem to optimality using a mixed integer linear programming formulation (MILP ). Third, we
develop a greedy algorithm based on union-find data structures (Greedy ), yielding a 2(log, |V'| + log, k)-
approximation, with s the maximum number of subsets V; a vertex belongs to. Fourth, application-wise, we
use the MILP and the greedy heuristic to solve the aforementioned connectivity inference problem in structural
biology. We show that the solutions of MILP and Greedy are more parsimonious than those reported by the
algorithm initially developed in biophysics, which are not qualified in terms of optimality. Since MILP outputs
a set of optimal solutions, we introduce the notion of consensus solution. Using assemblies whose pairwise
contacts are known exhaustively, we show an almost perfect agreement between the contacts predicted by our
algorithms and the experimentally determined ones, especially for consensus solutions.

6.3. Algorithmic Foundations

6.3.1.

Computational geometry, Computational topology, Voronoi diagrams, a--shapes, Morse theory.

Greedy Geometric Algorithms for Collection of Balls, with Applications to Geometric
Approximation and Molecular Coarse-Graining
Participants: Frédéric Cazals, Tom Dreyfus.

In collaboration with S. Sachdeva (Princeton University, USA), and N. Shah (Carnegie Mellon University,
USA).

Choosing balls to best approximate a 3D object is a non trivial problem. To answer it, in [18], we first
address the inner approximation problem, which consists of approximating an object F¢ defined by a union
of n balls with k£ < n balls defining a region Fs C Fo. This solution is further used to construct an outer
approximation enclosing the initial shape, and an interpolated approximation sandwiched between the inner
and outer approximations.


http://www.inria.fr/equipes/abs
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2013-bid32
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2013-bid33
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The inner approximation problem is reduced to a geometric generalization of weighted max k-cover, solved
with the greedy strategy which achieves the classical 1 — 1/e lower bound. The outer approximation is reduced
to exploiting the partition of the boundary of Fy by the Apollonius Voronoi diagram of the balls defining the
inner approximation.

Implementation-wise, we present robust software incorporating the calculation of the exact Delaunay trian-
gulation of points with degree two algebraic coordinates, of the exact medial axis of a union of balls, and
of a certified estimate of the volume of a union of balls. Application-wise, we exhibit accurate coarse-grain
molecular models using a number of balls 20 times smaller than the number of atoms, a key requirement to
simulate crowded cellular environments.

Towards Morse Theory for Point Cloud Data

Participants: Frédéric Cazals, Christine Roth.

In collaboration with C. Robert (IBPC / CNRS, Paris, France), and C. Mueller (ETH, Zurich).

Morse theory provides a powerful framework to study the topology of a manifold from a function defined on
it, but discrete constructions have remained elusive due to the difficulty of translating smooth concepts to the
discrete setting.

Consider the problem of approximating the Morse-Smale (MS) complex of a Morse function from a point
cloud and an associated nearest neighbor graph (NNG). While following the constructive proof of the Morse
homology theorem, we present novel concepts for critical points of any index, and the associated Morse-Smale
diagram [19].

Our framework has three key advantages. First, it requires elementary data structures and operations, and
is thus suitable for high-dimensional data processing. Second, it is gradient free, which makes it suitable to
investigate functions whose gradient is unknown or expensive to compute. Third, in case of under-sampling
and even if the exact (unknown) MS diagram is not found, the output conveys information in terms of
ambiguous flow, and the Morse theoretical version of topological persistence, which consists in canceling
critical points by flow reversal, applies.

On the experimental side, we present a comprehensive analysis of a large panel of bi-variate and tri-variate
Morse functions whose Morse-Smale diagrams are known perfectly, and show that these diagrams are
recovered perfectly.

In a broader perspective, we see our framework as a first step to study complex dynamical systems from mere
samplings consisting of point clouds.

6.4. Misc

6.4.1.

Computational Biology, Biomedicine.

Book

Participant: Frédéric Cazals.

Edited in collaboration with P. Kornprobst, from the Neuromathcomp project-team.

Biology and biomedicine currently undergo spectacular progresses due to a synergy between technological
advances and inputs from physics, chemistry, mathematics, statistics and computer science. The goal of
the book [15] is to evidence this synergy, by describing selected developments in the following fields:
bioinformatics, biomedicine, neuroscience.

This book is unique in two respects. First, by the variety and scales of systems studied. Second, by its
presentation, as each chapter presents the biological or medical context, follows up with mathematical or
algorithmic developments triggered by a specific problem, and concludes with one or two success stories,
namely new insights gained thanks to these methodological developments. It also highlights some unsolved
and outstanding theoretical questions, with potentially high impact on these disciplines.


http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2013-bid34
http://raweb.inria.fr/rapportsactivite/RA{$year}/abs/bibliography.html#abs-2013-bid35
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Two communities will be particularly interested. The first one is the vast community of applied mathematicians
and computer scientists, whose interests should be captured by the added value generated by the application
of advanced concepts and algorithms to challenging biological or medical problems. The second is the equally
vast community of biologists. Whether scientists or engineers, they will find in this book a clear and self-
contained account of concepts and techniques from mathematics and computer science, together with success
stories on their favorite systems. The variety of systems described will act as an eye opener on a panoply
of complementary conceptual tools. Practically, the resources listed at the end of each chapter (databases,
software) will prove invaluable to get started on a specific topic.
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ABSTRACTION Project-Team

6. New Results

6.1. Analysis of Biological Pathways

6.1.1.

6.1.2.

We have improved our framework to design and analyze biological networks in KAPPA. This framework
focuses on protein-protein interaction networks described as graph rewriting systems. Such networks can be
used to model some signaling pathways that control the cell cycle. The task is made difficult due to the
combinatorial blow up in the number of reachable species (i.e., non-isomorphic connected components of
proteins).

Semantics
Participants: Jonathan Hayman, Tobias Heindel [CEA-List].

Keywords: Graph rewriting, Single Push-Out semantics.

Domain-specific rule-based languages can be understood intuitively as transforming graph-like structures, but
due to their expressivity these are difficult to model in ‘traditional’ graph rewriting frameworks.

In [16], we introduce pattern graphs and closed morphisms as a more abstract graph-like model and show how
Kappa can be encoded in them by connecting its single-pushout semantics to that for Kappa. This level of
abstraction elucidates the earlier single-pushout result for Kappa, teasing apart the proof and guiding the way
to richer languages, for example the introduction of compartments within cells.

Causality Analysis

We use causal analysis so as to extract minimal concurrent scenarios that lead to the activation of given events.

6.1.2.1. Implementation

Participant: Jérome Feret.

Keywords: Causality, Counter-examples, Compression.

This year, we have re-implemented in OPENKAPPA the strong compression method that is described in [48].
The new implementation is very efficient, it has been used to extract minimal scenarios from traces of several
hundred of thousands causally related events, that were generated during the simulation of a model of the WnT
signaling pathway.

6.1.2.2. Framework

6.1.3.

Participant: Jonathan Hayman.

Keywords: Abstraction, Causality, Compression.

Standard notions of independence of rule applications fail to provide adequately concise causal histories,
leading to the earlier formulation of strong and weak forms of trajectory compression for Kappa. In [15], we
give a simple categorical account of how forms of compression can be uniformly obtained. This generalisation
also describes a way for the user to specify their own levels of compression between weak and strong, which
we call filtered compression. This is based on the idea of the user specifying the part of the type graph that
represents the the structure which the compression technique should track through the trace.

Model Reduction

Participants: Ferdinanda Camporesi, Jérome Feret, Jonathan Hayman.

Keywords: Context-sensitivity, Differential semantics, Model reduction.


http://www.inria.fr/equipes/abstraction
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid33
http://www.kappalanguage.org/
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid29
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid34
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Rule-based modeling allows very compact descriptions of protein-protein interaction networks. However,
combinatorial complexity increases again when one attempts to describe formally the behaviour of the
networks, which motivates the use of abstractions to make these models more coarse-grained. Context-
insensitive abstractions of the intrinsic flow of information among the sites of chemical complexes through the
rules have been proposed to infer sound coarse-graining, providing an efficient way to find macro-variables
and the corresponding reduced models.

In [12], we propose a framework to allow the tuning of the context-sensitivity of the information flow analyses
and show how these finer analyses can be used to find fewer macro-variables and smaller reduced differential
models.

6.2. Andromeda: Accurate and Scalable Security Analysis of Web Applications

Participants: Omer Tripp [Tel Aviv University, Isra€l], Marco Pistola [University of Washington, Seattle,
USA], Patrick Cousot, Radhia Cousot, Salvatore Guarnieri.

Keywords: Abstract interpretation, Security, Web.

Security auditing of industry-scale software systems mandates automation. Static taint analysis enables deep
and exhaustive tracking of suspicious data flows for detection of potential leakage and integrity violations,
such as cross-site scripting (XSS), SQL injection (SQLi) and log forging. Research in this area has taken
two directions: program slicing and type systems. Both of these approaches suffer from a high rate of false
findings, which limits the usability of analysis tools based on these techniques. Attempts to reduce the number
of false findings have resulted in analyses that are either (i) unsound, suffering from the dual problem of false
negatives, or (ii) too expensive due to their high precision, thereby failing to scale to real-world applications.

In [21], we investigate a novel approach for enabling precise yet scalable static taint analysis. The key
observation informing our approach is that taint analysis is a demand-driven problem, which enables lazy
computation of vulnerable information flows, instead of eagerly computing a complete data-flow solution,
which is the reason for the traditional dichotomy between scalability and precision. We have implemented our
approach in Andromeda, an analysis tool that computes data-flow propagations on demand, in an efficient and
accurate manner, and additionally features incremental analysis capabilities. Andromeda is currently in use in
a commercial product. It supports applications written in Java, .NET and JavaScript. Our extensive evaluation
of Andromeda on a suite of 16 production-level benchmarks shows Andromeda to achieve high accuracy and
compare favorably to a state-of-the-art tool that trades soundness for precision.

6.3. Backward analysis

6.3.1. Automatic Inference of Necessary Preconditions

Participants: Patrick Cousot, Radhia Cousot, Manuel Fihndrich [Microsoft Research, Redmond, USA],
Francesco Logozzo [Microsoft Research, Redmond, USA].

Keywords: Abstract interpretation, Backward analysis, Static analysis, Necessary condition inference.

In [14], we consider the problem of automatic precondition inference for: (i) program verification; (ii) help-
ing the annotation process of legacy code; and (iii) helping generating code contracts during code refactor-
ing. We argue that the common notion of sufficient precondition inference (i.e., under which precondition
is the program correct?) imposes too large a burden on call-sites, and hence is unfit for automatic program
analysis. Therefore, we define the problem of necessary precondition inference (i.e., under which precondi-
tion, if violated, will the program always be incorrect?). We designed and implemented several new abstract
interpretation-based analyses to infer necessary preconditions. The analyses infer atomic preconditions (in-
cluding disjunctions), as well as universally and existentially quantified preconditions.

We experimentally validated the analyses on large scale industrial code.


http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid35
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid36
http://raweb.inria.fr/rapportsactivite/RA{$year}/abstraction/bibliography.html#abstraction-2013-bid37
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For unannotated code, the inference algorithms find necessary preconditions for almost 64% of methods
which contained warnings. In 27% of these cases the inferred preconditions were also sufficient, meaning
all warnings within the method body disappeared. For annotated code, the inference algorithms find necessary
preconditions for over 68% of methods with warnings. In almost 50% of these cases the preconditions
were also sufficient. Overall, the precision improvement obtained by precondition inference (counted as the
additional number of methods with no warnings) ranged between 9% and 21%.

Under-approximations to infer sufficient program conditions
Participant: Antoine Miné.

Keywords: Abstract interpretation, Backward analysis, Numerical abstract domains, Static analysis, Sufficient
condition inference, Under-approximations.

In [9] we discuss the automatic inference of sufficient preconditions by abstract interpretation and sketch
the construction of an under-approximating backward analysis. We focus on numeric properties of variables
and revisit three classic numeric abstract domains: intervals, octagons, and polyhedra, with new under-
approximating backward transfer functions, including the support for non-deterministic expressions, as well
as lower widenings to handle loops. We show that effective under-approximation is possible natively in these
domains without necessarily resorting to disjunctive completion nor domain complementation. Applications
include the derivation of sufficient conditions for a program to never step outside an envelope of safe states, or
dually to force it to eventually fail. We built a proof-of-concept prototype implementation based on the APRON
numeric domain library and experimented it on simple examples (the prototype is available for download and
usable on-line at http://www.di.ens.fr/~mine/banal).

6.4. Bisimulation metrics

6.4.1.

Bisimulation for MDP through Families of Functional Expressions
Participants: Norman Ferns, Sophia Knight [LIX], Doina Precup [McGill University].

Keywords: Markov decision processes, Bisimulation, Metrics.

We have transfered a notion of quantitative bisimilarity for labelled Markov processes [54] to Markov decision
processes with continuous state spaces. This notion takes the form of a pseudometric on the system states, cast
in terms of the equivalence of a family of functional expressions evaluated on those states and interpreted as a
real-valued modal logic. Our proof amounts to a slight modification of previous techniques [61], [60] used to
prove equivalence with a fixed-point pseudometric on the state-space of a labelled Markov process and making
heavy use of the Kantorovich probability metric. Indeed, we again demonstrate equivalence with a fixed-point
pseudometric defined on Markov decision processes [57]; what is novel is that we recast this proof in terms of
integral probability metrics [59] defined through the family of functional expressions, shifting emphasis back
to properties of such families. The hope is that a judicious choice of family might lead to something more
computationally tractable than bisimilarity whilst maintaining its pleasing theoretical guarantees. Moreover,
we use a trick from descriptive set theory to extend our results to MDPs with bounded measurable reward
functions, dropping a previous continuity constraint on rewards and Markov kernels.

This work is under submission.

6.4.2. Bisimulation Metrics are Optimal Value Functions

Participants: Norman Ferns, Doina Precup [McGill University].

Keywords: Markov decision processes, Bisimulation, Metrics.

We have proved that a behavioural pseudometric defined on the state space of a given Markov decision process
and whose kernel is stochastic bisimilarity [57] can be expressed as the optimal value function of another
Markov decision process. Furthermore, this latter process can be interpreted as an optimal coupling of two
copies of the original model.

This work is under submission.
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6.5. A Constraint Solver Based on Abstract Domains

Participants: Marie Pelleau [University of Nantes, LINA], Antoine Miné, Charlotte Truchet [University of
Nantes, LINA], Frédéric Benhamou [University of Nantes, LINA].

Keywords: Abstract interpretation, Backward analysis, Numerical abstract domains, Static analysis, Sufficient
condition inference, Under-approximations.

In [18] and [19] we apply techniques from abstract interpretation to constraint programming (which aims
at solving hard combinatorial problems with a generic framework based on first-order logics). We highlight
some links and differences between these fields: both compute fixpoints by iterations but employ different
extrapolation and refinement strategies; moreover, consistencies in constraint programming can be mapped
to non-relational abstract domains. We then use these correspondences to build an abstract constraint solver
that leverages abstract interpretation techniques (such as relational domains) to go beyond classic solvers. We
present encouraging experimental results obtained with our prototype implementation.

6.6. A Galois Connection Calculus for Abstract Interpretation
Participants: Patrick Cousot, Radhia Cousot.

Keywords: Abstract interpretation, Galois connection.

In [10], we introduce a Galois connection calculus for language independent specification of abstract in-
terpretations used in programming language semantics, formal verification, and static analysis. This Galois
connection calculus and its type system are typed by abstract interpretation.

6.7. Mechanically Verifying a Shape Analysis

Participant: Arnaud Spiwack.
Keywords: Program verification, Abstract interpretation, Static analysis, Shape analysis, Coq.

The result of a static analysis is only as good as the trust put into its correctness. For critical software,
the standards are very high, and trusting a complex tool requires costly inspection of its implementation.
Mechanically proving the correctness of static analysers is a way to lower these costs: the exigence of trust is
moved from various complex dedicated tools to a single simpler general purpose one.

In this context, Arnaud Spiwack worked on an ongoing Coq implementation and certification of a shape
abstract domain. The implementation, named Cosa, is based on Evan Chang and Xavier Rival’s Xisa. It targets
an intermediary language of Xavier Leroy’s Compcert C, and interfaces with the domains of the Verasco
project.

The development of Cosa lead Arnaud Spiwack to express the abstract interpretation correctness property
in term of refinement calculus, which allowed to use interaction structures (a type theoretic variant of the
refinement calculus) as a central structuring element of Cosa. Arnaud Spiwack started investigating how the
technology of nominal sets could be leveraged to prove the correctness of unfolding (which involves choosing
new names) in Cosa.

6.8. Modular Construction of Shape-Numeric Analyzers
Participants: Bor-Yuh Evan Chang [University of Colorado, Boulder, USA], Xavier Rival.

Keywords: Abstract interpretation, Memory abstraction, Shape abstract domains.
In [13], we discuss the modular construction of memory abstract domains.

The aim of static analysis is to infer invariants about programs that are precise enough to establish semantic
properties, such as the absence of run-time errors. Broadly speaking, there are two major branches of static
analysis for imperative programs. Pointer and shape analyses focus on inferring properties of pointers,
dynamically-allocated memory, and recursive data structures, while numeric analyses seek to derive invariants
on numeric values. Although simultaneous inference of shape-numeric invariants is often needed, this case is
especially challenging and is not particularly well explored. Notably, simultaneous shape-numeric inference
raises complex issues in the design of the static analyzer itself.
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In this paper, we study the construction of such shape-numeric, static analyzers. We set up an abstract
interpretation framework that allows us to reason about simultaneous shape-numeric properties by combining
shape and numeric abstractions into a modular, expressive abstract domain. Such a modular structure is highly
desirable to make its formalization and implementation easier to do and get correct. To achieve this, we choose
a concrete semantics that can be abstracted step-by-step, while preserving a high level of expressiveness. The
structure of abstract operations (i.e., transfer, join, and comparison) follows the structure of this semantics. The
advantage of this construction is to divide the analyzer in modules and functors that implement abstractions of
distinct features.

6.9. Reduced Product Combination of Abstract Domains for Shapes

6.10.

6.11.

Participants: Bor-Yuh Evan Chang [University of Colorado, Boulder, USA], Xavier Rival, Antoine Toub-
hans.

Keywords: Abstract interpretation, Memory abstraction, Shape abstract domains.
In [20], we discuss the construction of shape abstract domains by reduced product.

Real-world data structures are often enhanced with additional pointers capturing alternative paths through a
basic inductive skeleton (e.g., back pointers, head pointers). From the static analysis point of view, we must
obtain several interlocking shape invariants. At the same time, it is well understood in abstract interpretation
design that supporting a separation of concerns is critically important to designing powerful static analyses.
Such a separation of concerns is often obtained via a reduced product on a case-by-case basis. In this paper, we
lift this idea to abstract domains for shape analyses, introducing a domain combination operator for memory
abstractions. As an example, we present simultaneous separating shape graphs, a product construction that
combines instances of separation logic-based shape domains. The key enabler for this construction is a static
analysis on inductive data structure definitions to derive relations between the skeleton and the alternative
paths. From the engineering standpoint, this construction allows each component to reason independently
about different aspects of the data structure invariant and then separately exchange information via a reduction
operator. From the usability standpoint, we enable describing a data structure invariant in terms of several
inductive definitions that hold simultaneously.

Relational Thread-Modular Static Value Analysis

Participant: Antoine Miné.

Keywords: Abstract interpretation, Concurrency, Embedded software, Rely-guarantee methods, Run-time
errors, Safety.

We study in [17] thread-modular static analysis by abstract interpretation to infer the values of variables in
concurrent programs. We show how to go beyond the state of the art and increase an analysis precision
by adding the ability to infer some relational and history-sensitive properties of thread interferences. The
fundamental basis of this work is the formalization by abstract interpretation of a rely-guarantee concrete
semantics which is thread-modular, constructive, and complete for safety properties. We then show that
previous analyses based on non-relational interferences can be retrieved as coarse computable abstractions
of this semantics; additionally, we present novel abstraction examples exploiting our ability to reason more
precisely about interferences, including domains to infer relational lock invariants and the monotonicity of
counters. Our method and domains have been implemented in the ASTREEA static analyzer (5.3 ) that checks
for run-time errors in embedded concurrent C programs, where they enabled a significant reduction of the
number of false alarms.

Static Analyzers on the Cloud

Participants: Michael Barnett [Microsoft Research, Redmond, USA], Mehdi Bouaziz, Francesco Logozzo
[Microsoft Research, Redmond, USA], Manuel Fiahndrich [Microsoft Research, Redmond, USA].
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A cloud-based static analyzer runs as service. Clients issue analysis requests through the local network or over
the internet. The analysis takes advantage of the large computation resources offered by the cloud: the un-
derlying infrastructure ensures scaling and unlimited storage. Cloud-based analyzers may relax performance-
precision trade-offs usually associated with desktop-based analyzers. More cores enable more precise and
responsive analyses. More storage enables perfect caching of the analysis results, shareable among different
clients, and queryable off-line. To realize these advantages, cloud-based analyzers need to be architected dif-
ferently than desktop ones. In [11], we describe our ongoing effort of moving a desktop analyzer, Clousot, into
a cloud-based one, Cloudot.

6.12. Termination

We have explored the analysis of program termination and the inference of sufficient conditions to ensure
the definite termination of programs using abstract interpretation techniques. Following [40], we employ a
backward analysis over an abstract domain of ranking functions.

6.12.1. Abstract Domain of Segmented Ranking Functions
Participant: Caterina Urban.

We present in [24] and [23] a parameterized abstract domain that infers sufficient conditions for program
termination by automatically synthesizing piecewise-defined ranking functions over natural numbers. The
analysis uses over-approximations but we prove its soundness, meaning that all program executions respecting
these sufficient conditions are indeed terminating. The abstract domain is parameterized by a numerical
abstract domain for environments and a numerical abstract domain for functions. This parameterization allows
to easily tune the trade-off between precision and cost of the analysis. We describe an instantiation of this
generic domain with intervals and affine functions. We define all abstract operators, including widening
to ensure convergence. To experiment with this domain, we have implemented a research prototype static
analyzer FUNCTION (5.6 ) that yielded interesting preliminary results.

6.12.2. Abstract Domain to Infer Ordinal-Valued Ranking Functions
Participants: Caterina Urban, Antoine Miné.

We observed that, in some important cases (such as programs with unbounded non-determinism), there does
not exist any ranking function over natural numbers. In [22] and [29] we propose a new abstract domain to
automatically infer ranking functions over ordinals. We extended the domain of piecewise-defined natural-
valued ranking functions introduced in the previous section to polynomials in w, where the polynomial
coefficients are natural-valued functions of the program variables. The abstract domain is parametric in the
choice of the maximum degree of the polynomial, and the types of functions used as polynomial coefficients.
We have enriched the FUNCTION prototype analyzer (5.6 ) with an instantiation of our domain using affine
functions as polynomial coefficients. We successfully analyzed small but intricate examples that are out of the
reach of existing methods. To our knowledge this is the first abstract domain able to reason about ordinals.
Handling ordinals leads to a powerful approach for proving termination of imperative programs, which in
particular subsumes existing techniques based on lexicographic ranking functions.
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5. New Results

5.1. Self-describing objects

Participants: Michel Banatre, Nebil Ben Mabrouk, Paul Couderc [contact], Yann Glouche, Arnab Sinha.

Coupled objects enable basic integrity checking for physical objects, and use cases were demonstrated for
security and logistics applications. In these applications, high reliability in the RFID reading infrastructure is
assumed for the system to work. This suggest another idea for coupled objects: using control data structures
distributed over the physical objects in order to improve the reliability of RFID reading protocols. This is the
purpose of the Pervasive_RFID project, in collaboration with the IETR which is described in more details
below 7.1.2.

Another development in the line of the coupled objects principles are self-describing objects. While previous
works enabled integrity checking over a set of physical objects, these mechanisms were limited in two aspects:
expressiveness and autonomy. More precisely, coupled objects support the detection of special conditions
(such as a missing element), but not the characterization of these conditions (such as describing the problem,
identifying the missing element). Moreover, this compromises the autonomous feature of coupled objects,
which would depend on external systems for analyzing these special conditions. Self-describing objects are
an attempt to overcome these limitations, and to broaden the application perspectives of autonomous RFID
systems.

The principle is to implement distributed data structure over a set of RFID tags, enabling a complex object
(made of various parts) or a set of objects belonging to a given logical group to "self-describe" itself and
the relation between the various physical elements. Some applications examples includes waste management,
assembling and repair assistance, prevention of hazards in situations where various products / materials are
combined etc. The key property of self-describing objects is, like for coupled objects, that the vital data are
self-"hosted" by the physical element themselves (typically in RFID chips), not an external infrastructure like
most RFID systems. This property provides the same advantages as in coupled objects, namely high scalability,
easy deployment (no interoperability dependence/interference), and limited risk for privacy.

However, given the extreme storage limitation of RFID chips, designing such systems is difficult:
e data structures must be very frugal in terms of space requirements, both for the structure and for the
coding.
e Data structures must be robust and able to survive missing or corrupted elements if we want to ensure
the self-describing property for a damaged or incorrect object.
An application of self-describing objects has been proposed in for waste management, in the context of the bin

that think project 7.1.1 . A generic graph structure applicable to RFID systems for supporting self-describing
objects is proposed in Arnab Sinha’s thesis document (to be defended in April 2014).

5.2. Pervasive support for Smart Homes

Participants: Andrey Boytsov, Michele Dominici, Bastien Pietropaoli, Sylvain Roche, Frederic Weis [con-
tact].

A smart home is a residence equipped with information-and-communication-technology (ICT) devices con-
ceived to collaborate in order to anticipate and respond to the needs of the occupants, working to promote their
comfort, convenience, security and entertainment while preserving their natural interaction with the environ-
ment.
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The idea of using the Ubiquitous Computing paradigm in the smart home domain is not new. However,
the state-of-the-art solutions only partially adhere to its principles. Often the adopted approach consists in
a heavy deployment of sensor nodes, which continuously send a lot of data to a central elaboration unit,
in charge of the difficult task of extrapolating meaningful information using complex techniques. This is a
logical approach. ACES proposed instead the adoption of a physical approach, in which the information is
spread in the environment, carried by the entities themselves, and the elaboration is directly executed by
these entities "inside" the physical space. This allows performing meaningful exchanges of data that will
thereafter need a less complicate processing compared to the current solutions. The result is a smart home
that can, in an easier and better way, integrate the context in its functioning and thus seamlessly deliver more
useful and effective user services. Our contribution aims at implementing the physical approach in a domestic
environment, showing a solution for improving both comfort and energy savings.

5.2.1. A multi-level context computing architecture

522

Computing context is a major subject of interest in smart spaces such as smart homes. Contextual data are
necessary for services to adapt themselves to the context and to be as efficient as possible. Contextual data
may be obtained via augmented appliances capable of communicating their state and a bunch of sensors. It
becomes more and more real with the development of the Internet of Things. Unfortunately, the gathered data
are not always directly usable to understand what is going on and to build services on them. In order to address
this issue, we studied a multi-level context computing architecture divided in four layers:

e Exploitation layer: the highest layer, it exploits con- textual data to provide adapted services

e  Context and situation identification layer: this is what analyzes ongoing situations and potentially
predicts future situations

e Perception layer: it offers a first layer of abstraction for small pieces of context independent of
deployed sensors

e Sensing layer: it mainly consists of the data gathered by sensors

In this architecture, every layer is based on the results of its underlying layers. In 2013, we studied several
methods that enable the building of such levels of abstractions (see figure 2 ). The first level of abstraction
coming to mind when describing what people are doing in a Home is high level abstractions such as "cooking".
Those activities are then the highest level abstraction we want our system to be able to identify.

We proposed to use plan recognition algorithms to analyze sequences of actions and thus predict future actions
of users. It is, in our case, adapted to identify ongoing activities and predict future ones. There exist different
plan recognition algorithms. However, one interested us particularly, PHATT introduced by Goldman, Geib
and Miller. In order to understand how PHATT is working, it is important to understand the hierarchical task
network (HTN) planning problem which is "inverted" by the algorithm to perform plan recognition. It consists
in automatically generating a plan starting from a set of tasks to execute and some constraints. In our case,
we are able to predict future situations depending of the previously observed situations. To give an example,
if we want to predict that the situation dinner will occur soon, it is sufficient to have observed situations such
as cooking and/or setting the table. The performances of PHATT have been evaluated by Andrey Andrey
Boytstov and Frédéric Weis. These results will be published in 2014.

Propagation of BFT

Context-aware applications have to sense the environment in order to adapt themselves and provide with
contextual services. This is the case of Smart Homes equipped with sensors and augmented appliances.
However, sensors can be numerous, heterogeneous and unreliable. Thus the data fusion is complex and requires
a solid theory to handle those problems. For this purpose, we adopted the belief functions theory (BFT). The
aim of the data fusion, in our case, is to compute small pieces of context we call context attributes. Those
context attributes are diverse and could be for example the presence in a room, the number of people in a room
or even that someone may be sleeping in a room. Since the BFT requires a substantial amount of computations,
we proposed to reduce as much as possible the number of evidence required to compute a context attribute.
Moreover, the number of possible worlds, i.e. the number of possible states for a context attribute, is also an
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Figure 2. Multi-level context computing architecture
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important source of computation. Thus, reducing the number of possible worlds we are working on is also
important.

It is especially problematic when working on embedded systems, which may be the case when trying to
observe context in smart homes. Thus, with this objective in mind, we observed that some context attributes
could be used to compute others. By doing this, the number of gathered and combined evidence for each
context attribute could be drastically reduced. This principle is illustrated by Figure 3 : the sets of possible
worlds for "Presence” and "Posture” are seen as subsets of "Sleeping”. So we proposed and implemented a
method to propagate BFT through a set of possible states for a context attribute.

./../../../projets/aces/IMG/propagation.pnhg

Figure 3. Propagation of Belief Functions Theories

5.2.3. Definition of virtual sensors

In our multi-level architecture, the sensor measures may be imperfect for multiple reasons. The most annoying
reasons when deploying a system are biases and noisy measures. It requires fine tuning each type the system
is deployed in a new environment. In order to prevent from doing this work again and again at levels where
models are hard to build, we proposed to add a new sublayer to the sensing layer (see Figure 2 ): virtual
sensors. Instead of modifying high level models, we created sensor abstractions such as motion sensor, sound
sensor, temperature sensor, etc. It is particularly convenient when working with typed data such as temperature
or sound level. It is possible to use different brands of sensors for sensors of the same type. Thus, those
sensors, even if they are measuring the same physical event, can return very different data due to their range,
sensibility, voltage, etc. By creating abstraction of sensors, it is possible to build models directly from typed
data simplifying even more the building of models as those data have are understandable by humans. Those
virtual sensors are built very simply from common heuristics and can be used for ias and noise compensation,
Data aggregation and Meta-data generation.
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It is also possible in these virtual sensors to implement fault and failure detection mechanisms using the BFT.
It enables the detection of fault in the case of sensors of the same type. At higher level, those mechanisms
will detect inconsistency between sensors of different types which is not of the same utility. Thus, those
virtual virtual sensors, without disabling any features in our architecture, bring more stability for our models.
Moreover, by keeping the virtual sensors very simple, they are easy to adapt and tune in a new environment
and the overhead in terms of computation is reduced to the minimum and does not really impact the global
system performance. Finally, the fine tuning part is always reduced to this level of our architecture and nothing
else has to be changed when we move the system from one environment to another.
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6. New Results

6.1. Self-Adaptive Software Systems

Participants: Russel Nzekwa, Romain Rouvoy [correspondant], Lionel Seinturier.

The design of self-adaptive and autonomic software systems raises many challenges. In his PhD thesis, Russel
Nzekwa [12] proposes a new result with the CORONA framework that enables to build flexible autonomic
systems. CORONA relies on an architectural description language which reifies the structure of the control
system architecture. CORONA enables the flexible integration of non-functional-properties during the design
of autonomic systems. It also provides tools for checking conflicts in the architecture of autonomic systems.
Finally, the traceability between the design and the runtime implementation is carried out through the code
generation of skeletons from architectural descriptions of control systems. The work on CORONA goes toward
the long term objective of setting up an integrated design and programming solution for self-adaptive systems,
where feedback control loops play the central role as first class elements.

6.2. Energy Management in Software Systems
Participants: Rémi Druilhe, Laurence Duchien, Lionel Seinturier [correspondant].

Energy management and saving is a concern that spans the entire domain of information and communication
technologies and sciences. Recently it has been recognized that to improve its efficiency, energy has to be
managed, not only at the hardware level, but also at the level of software systems, especially in distributed
environments. In his PhD thesis, Rémi Druilhe [11] proposes a new result with the HOMENAP system for
networked digital home environments. This work is the result of a collaboration with Orange Labs. HOMENAP
takes into account three main properties: heterogeneity, dynamicity and quality of service. HOMENAP
proposes an autonomic decision-making system to deal with the placement of digital services on networked
devices. Based on the observation of relevant events, the system takes the decision to modify the distribution
of digital services on devices in order to preserve a defined tradeoff between energy efficiency and quality of
service. HOMENAP participates to the long term objective of dealing with energy as a main steering factor for
self-optimizing software systems.

6.3. Automated Software Repair

Participant: Martin Monperrus [correspondant].

Automated software repair aims at assisting developers in order to improve the quality of software systems,
for example by recommending some repair actions to fix bugs. In [15], we present some major results in this
direction by mining fix transactions of existing software repositories. From the empirical study of 14 software
repositories containing 89,993 versioning transactions, we show that we can learn a probability distribution of
repair actions. We show that certain distributions over repair actions can result in an infinite time (in average)
to find a repair shape while other fine-tuned distributions enable to find a repair shape in hundreds of repair
attempts. We now aim at going beyond this empirical study and theoretical analysis by exploring how to use
this learned knowledge for new software systems.
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6. New Results

6.1. Sparsity-Promoting Bayesian Dynamic Linear Models

Sparsity-promoting priors have become increasingly popular over recent years due to an increased number of
regression and classification applications involving a large number of predictors. In time series applications
where observations are collected over time, it is often unrealistic to assume that the underlying sparsity pattern
is fixed. We propose an original class of flexible Bayesian linear models for dynamic sparsity modelling. The
proposed class of models expands upon the existing Bayesian literature on sparse regression using generalized
multivariate hyperbolic distributions. The properties of the models are explored through both analytic results
and simulation studies. We demonstrate the model on a financial application where it is shown that it accurately
represents the patterns seen in the analysis of stock and derivative data, and is able to detect major events by
filtering an artificial portfolio of assets.

6.2. Evolutionnary algorithms and genetic programming

The regularity of a signal can be numerically expressed using Holder exponents, which characterize the
singular structures a signal contains. In particular, within the domains of image processing and image
understanding, regularity-based analysis can be used to describe local image shape and appearance. However,
estimating the Holder exponent is not a trivial task, and current methods tend to be computationally slow
and complex. This work presents an approach to automatically synthesize estimators of the pointwise Holder
exponent for digital images. This task is formulated as an optimization problem and Genetic Programming
(GP) is used to search for operators that can approximate a traditional estimator, the oscillations method.
Experimental results show that GP can generate estimators that achieve a low error and a high correlation with
the ground truth estimation. Furthermore, most of the GP estimators are faster than traditional approaches,
in some cases their runtime is orders of magnitude smaller. This result allowed us to implement a real-time
estimation of the Holder exponent on a live video signal, the first such implementation in current literature.
Moreover, the evolved estimators are used to generate local descriptors of salient image regions, a task for
which a stable and robust matching is achieved, comparable with state-of-the-art methods. In conclusion, the
evolved estimators produced by GP could help expand the application domain of Holder regularity within the
fields of image analysis and signal processing.

One of the main open problems within Genetic Programming (GP) is to meaningfully characterize the
difficulty (or hardness) of a problem. The general goal is to develop predictive tools that can allow us to
identify how difficult a problem is for a GP system to solve. On this topic, we identify and compare two main
approaches that address this question. We denote the first group of methods as Evolvability Indicators (EI),
which are measures that attempt to capture how amendable the fitness landscape is to a GP search. The best
examples of current EIs are the Fitness Distance Correlation (FDC) and the Negative Slope Coefficient (NSC).
The second, more recent, group of methods are what we call Predictors of Expected Performance (PEP), which
are predictive models that take as input a set of descriptive attributes of a particular problem and produce as
output the expected performance of a GP system. The experimental work presented here compares an EI, the
NSC, and a PEP model for a GP system applied to data classification. Results suggest that the EI fails at
measuring problem difficulty expressed by the performance of the GP classifiers, an unexpected result. On the
other hand, the PEP models show a very high correlation with the actual performance of the GP system. It
appears that while an EI can correctly estimate the difficulty of a given search, as shown by previous research
on this topic, it does not necessarily capture the difficulty of the underlying problem that GP is intended to
solve. Conversely, while the PEP models treat the GP system as a computational black-box, they can still
provide accurate performance predictions.
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Another research area is to predict the alertness of an individual by analyzing the brain activity through
electroencephalographic data (EEG) captured with 58 electrodes. Alertness is characterized here as a binary
variable that can be in a "normal" or "relaxed" state. We collected data from 44 subjects before and after a
relaxation practice, giving a total of 88 records. After a pre-processing step and data validation, we analyzed
each record and discriminate the alertness states using our proposed "slope criterion". Afterwards, several
common methods for supervised classification (k nearest neighbors, decision trees (CART), random forests,
PLS and discriminant sparse PLS) were applied as predictors for the state of alertness of each subject. The
proposed "slope criterion" was further refined using a genetic algorithm to select the most important EEG
electrodes in terms of classification accuracy. Results shown that the proposed strategy derives accurate
predictive models of alertness.

6.3. Moderate Deviations for Mean Field Particle Models

Our team is interested with moderate deviation principles of a general class of mean field type interacting
particle models. We discuss functional moderate deviations of the occupation measures for both the strong -
topology on the space of finite and bounded measures as well as for the corresponding stochastic processes on
some class of functions equipped with the uniform topology. Our approach is based on an original semigroup
analysis combined with stochastic perturbation techniques and projective limit large deviation methods.

6.4. Bifurcating autoregressive processes

We investigate the asymptotic behavior of the least squares estimator of the unknown parameters of random
coefficient bifurcating autoregressive processes. Under suitable assumptions on inherited and environmental
effects, we establish the almost sure convergence of our estimates. In addition, we also prove a quadratic strong
law and central limit theorems. Our approach mainly relies on asymptotic results for vector-valued martingales
together with the well-known Rademacher-Menchov theorem.

We study also the asymptotic behavior of the weighted least square estimators of the unknown parameters of
random coefficient bifurcating autoregressive processes. Under suitable assumptions on the immigration and
the inheritance, we establish the almost sure convergence of our estimators, as well as a quadratic strong law
and central limit theorems. Our study mostly relies on limit theorems for vector-valued martingales.

Finally, we study the asymptotic behavior of the weighted least squares estimators of the unknown parameters
of bifurcating integer-valued autoregressive processes. Under suitable assumptions on the immigration, we
establish the almost sure convergence of our estimators, together with the quadratic strong law and central
limit theorems. All our investigation relies on asymptotic results for vector-valued martingales.

6.5. Durbin-Watson statistic and first order autoregressive processes

We investigate moderate deviations for the Durbin-Watson statistic associated with the stable first-order
autoregressive process where the driven noise is also given by a first-order autoregressive process. We first
establish a moderate deviation principle for both the least squares estimator of the unknown parameter of the
autoregressive process as well as for the serial correlation estimator associated with the driven noise. It enables
us to provide a moderate deviation principle for the Durbin-Watson statistic in the easy case where the driven
noise is normally distributed and in the more general case where the driven noise satisfies a less restrictive
Chen-Ledoux type condition.

We investigate the asymptotic behavior of the Durbin-Watson statistic for the general stable p—order autore-
gressive process when the driven noise is given by a first-order autoregressive process. We establish the almost
sure convergence and the asymptotic normality for both the least squares estimator of the unknown vector pa-
rameter of the autoregressive process as well as for the serial correlation estimator associated with the driven
noise. In addition, the almost sure rates of convergence of our estimates are also provided. Then, we prove the
almost sure convergence and the asymptotic normality for the Durbin-Watson statistic. Finally, we propose a
new bilateral statistical procedure for testing the presence of a significative first-order residual autocorrelation
and we also explain how our procedure performs better than the commonly used Box-Pierce and Ljung-Box
statistical tests for white noise applied to the stable autoregressive process, even on small-sized samples.
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In arecent paper (to appear hal-00677600), we investigate the asymptotic behavior of the maximum Likelihood
estimators of the unknown parameters of positive recurrent Ornstein-Uhlenbeck processes driven by Ornstein-
Uhlenbeck processes.

6.6. Ornstein-Uhlenbeck process with shift

We investigate the large deviation properties of the maximum likelihood estimators for the Ornstein-Uhlenbeck
process with shift. We estimate simultaneously the drift and shift parameters. On the one hand, we establish a
large deviation principle for the maximum likelihood estimates of the drift and shift parameters. Surprisingly,
we find that the drift estimator shares the same large deviation principle as the one previously established
for the Ornstein-Uhlenbeck process without shift. Sharp large deviation principles are also provided. On the
other hand, we show that the maximum likelihood estimator of the shift parameter satisfies a large deviation
principle with a very unusual implicit rate function.

6.7. Markovian superquadratic BSDEs

In [Stochastc Process. Appl., 122(9):3173-3208], the author proved the existence and the uniqueness of
solutions to Markovian superquadratic BSDEs with an unbounded terminal condition when the generator and
the terminal condition are locally Lipschitz. In [8], we prove that the existence result remains true for these
BSDESs when the regularity assumptions on the generator and/or the terminal condition are weakened.

6.8. Non-Asymptotic Analysis of Adaptive and Annealed Feynman-Kac
Particle Models

Sequential and Quantum Monte Carlo methods, as well as genetic type search algorithms can be interpreted
as a mean field and interacting particle approximations of Feynman-Kac models in distribution spaces. The
performance of these population Monte Carlo algorithms is strongly related to the stability properties of
nonlinear Feynman-Kac semigroups. We analyze these models in terms of Dobrushin ergodic coefficients
of the reference Markov transitions and the oscillations of the potential functions. Sufficient conditions for
uniform concentration inequalities w.r.t. time are expressed explicitly in terms of these two quantities. We
provide an original perturbation analysis that applies to annealed and adaptive FK models, yielding what seems
to be the first results of this kind for these type of models. Special attention is devoted to the particular case
of Boltzmann-Gibbs measures’ sampling. In this context, we design an explicit way of tuning the number of
Markov Chain Monte Carlo iterations with temperature schedule. We also propose and analyze an alternative
interacting particle method based on an adaptive strategy to define the temperature increments.

6.9. A Robbins-Monro procedure for a class of models of deformation

We are interested with the statistical analysis of several data sets associated with shape invariant models with
different translation, height and scaling parameters. We propose to estimate these parameters together with the
common shape function. Our approach extends the recent work of Bercu and Fraysse to multivariate shape
invariant models. We propose a very efficient Robbins-Monro procedure for the estimation of the translation
parameters and we use these estimates in order to evaluate scale parameters. The main pattern is estimated by
a weighted Nadaraya-Watson estimator. We provide almost sure convergence and asymptotic normality for all
estimators. Finally, we illustrate the convergence of our estimation procedure on simulated data as well as on
real ECG data.

6.10. Individual load curves intraday forecasting

A dynamic coupled modelling is investigated to take temperature into account in the individual energy
consumption forecasting. The objective is both to avoid the inherent complexity of exhaustive SARIMAX
models and to take advantage of the usual linear relation between energy consumption and temperature for
thermosensitive customers. We first recall some issues related to individual load curves forecasting. Then,
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we propose and study the properties of a dynamic coupled modelling taking temperature into account as an
exogenous contribution and its application to the intraday prediction of energy consumption. Finally, these
theoretical results are illustrated on a real individual load curve. The authors discuss the relevance of such an
approach and anticipate that it could form a substantial alternative to the commonly used methods for energy
consumption forecasting of individual customers.
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ALF Project-Team

6. New Results

6.1. Processor Architecture within the ERC DAL project

Participants: Pierre Michaud, Nathanaél Prémillieu, Luis Germadn Garcia Morales, Bharath Narasimha
Swamy, Sylvain Collange, André Seznec, Arthur Perais, Surya Natarajan, Sajith Kalathingal, Tao Sun, Andrea
Mondelli, Aswinkumar Sridharan, Alain Ketterlin, Kamil Kedzierski.

Processor, cache, locality, memory hierarchy, branch prediction, multicore, power, temperature

Multicore processors have now become mainstream for both general-purpose and embedded computing.
Instead of working on improving the architecture of the next generation multicore, with the DAL project, we
deliberately anticipate the next few generations of multicores. While multicores featuring 1000s of cores might
become feasible around 2020, there are strong indications that sequential programming style will continue to
be dominant. Even future mainstream parallel applications will exhibit large sequential sections. Amdahl’s
law indicates that high performance on these sequential sections is needed to enable overall high performance
on the whole application. On many (most) applications, the effective performance of future computer systems
using a 1000-core processor chip will significantly depend on their performance on both sequential code
sections and single threads.

We envision that, around 2020, the processor chips will feature a few complex cores and many (may be 1000’s)
simpler, more silicon and power effective cores.

In the DAL research project, http:/www.irisa.fr/alf/index.php?option=com_content&view=article&id=55&Itemid=3&lang=en,
we explore the microarchitecture techniques that will be needed to enable high performance on such heteroge-
neous processor chips. Very high performance will be required on both sequential sections, -legacy sequential
codes, sequential sections of parallel applications-, and critical threads on parallel applications, -e.g. the main
thread controlling the application. Our research focuses essentially on enhancing single process performance.

6.1.1. Microarchitecture exploration of control flow reconvergence
Participants: Nathana&l Prémillieu, André Seznec.

After continuous progress over the past 15 years [8], [10], the accuracy of branch predictors seems to be reach-
ing a plateau. Other techniques to limit control dependency impact are needed. Control flow reconvergence
is an interesting property of programs. After a multi-option control-flow instruction (i.e. either a conditional
branch or an indirect jump including returns), all the possible paths merge at a given program point: the re-
convergence point.

Superscalar processors rely on aggressive branch prediction, out-of-order execution and instruction level
parallelism for achieving high performance. Therefore, on a superscalar core , the overall speculative execution
after the mispredicted branch is cancelled, leading to a substantial waste of potential performance. However,
deep pipelines and out-of-order execution induce that, when a branch misprediction is resolved, instructions
following the reconvergence point have already been fetched, decoded and sometimes executed. While some of
this executed work has to be cancelled since data dependencies exist, canceling the control independent work
is a waste of resources and performance. We have proposed a new hardware mechanism called SYRANT,
SYmmetric Resource Allocation on Not-taken and Taken paths, addressing control flow reconvergence at a
reasonable cost. Moreover, as a side contribution of this research we have shown that, for a modest hardware
cost, the outcomes of the branches executed on the wrong paths can be used to guide branch prediction on the
correct path [13].

6.1.2. Efficient Execution on Guarded Instruction Sets
Participants: Nathana&l Prémillieu, André Seznec.


http://www.inria.fr/equipes/alf
http://www.irisa.fr/alf/index.php?option=com_content&view=article&id=55&Itemid=3&lang=en
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid8
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid9
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid25

6.1.3.

29 Architecture, Languages and Compilation - New Results - Project-Team ALF

ARM ISA based processors are no longer low complexity processors. Nowadays, ARM ISA based processor
manufacturers are struggling to implement medium-end to high-end processor cores which implies implement-
ing a state-of-the-art out-of-order execution engine. Unfortunately providing efficient out-of-order execution
on legacy ARM codes may be quite challenging due to guarded instructions.

Predicting the guarded instructions addresses the main serialization impact associated with guarded instruc-
tions execution and the multiple definition problem. Moreover, guard prediction allows to use a global branch-
and-guard history predictor to predict both branches and guards, often improving branch prediction accuracy.
Unfortunately such a global branch-and-guard history predictor requires the systematic use of guard predic-
tions. In that case, poor guard prediction accuracy would lead to poor overall performance on some applica-
tions.

Building on top of recent advances in branch prediction and confidence estimation, we propose a hybrid
branch and guard predictor, combining a global branch history component and global branch-and-guard history
component. The potential gain or loss due to the systematic use of guard prediction is dynamically evaluated
at run-time. Two computing modes are enabled: systematic guard prediction use and high confidence only
guard prediction use. Our experiments show that on most applications, an overwhelming majority of guarded
instructions are predicted. Therefore a relatively inefficient but simple hardware solution can be used to execute
the few unpredicted guarded instructions. Significant performance benefits are observed on most applications
while applications with poorly predictable guards do not suffer from performance loss [35], [34], [13].

Revisiting Value Prediction
Participants: Arthur Perais, André Seznec.

Value prediction was proposed in the mid 90’s to enhance the performance of high-end microprocessors. The
research on Value Prediction techniques almost vanished in the early 2000’s as it was more effective to increase
the number of cores than to dedicate some silicon area to Value Prediction. However high end processor chips
currently feature 8-16 high-end cores and the technology will allow to implement 50-100 of such cores on a
single die in a foreseeable future. Amdahl’s law suggests that the performance of most workloads will not scale
to that level. Therefore, dedicating more silicon area to value prediction in high-end cores might be considered
as worthwhile for future multicores.

First, we introduce a new value predictor VTAGE harnessing the global branch history [32]. VTAGE directly
inherits the structure of the indirect jump predictor ITTAGE [8]. VTAGE is able to predict with a very high
accuracy many values that were not correctly predicted by previously proposed predictors, such as the FCM
predictor and the stride predictor. Three sources of information can be harnessed by these predictors: the global
branch history, the differences of successive values and the local history of values. Moreover, VTAGE does
not suffer from short critical prediction loops and can seamlessly handle back-to-back predictions, contrarily
to previously proposed, hard to implement FCM predictors.

Second, we show that all predictors are amenable to very high accuracy at the cost of some loss on prediction
coverage [32]. This greatly diminishes the number of value mispredictions and allows to delay validation until
commit-time. As such, no complexity is added in the out-of-order engine because of VP (save for ports on the
register file) and pipeline squashing at commit-time can be used to recover. This is crucial as adding selective
replay in the OoO core would tremendously increase complexity.

Third, we leverage the possibility of validating predictions at commit to introduce a new microarchitecture,
EOLE [31]. EOLE features Early Execution to execute simple instructions whose operands are ready in
parallel with Rename and Late Execution to execute simple predicted instructions and high confidence
branches just before Commit. EOLE depends on Value Prediction to provide operands for Early Execution and
predicted instructions for Late Execution. However, Value Prediction requires EOLE to become truly practical.
That is, EOLE allows to reduce the out-of-order issue-width by 33% without impeding performance. As such,
the number of ports on the register file diminishes. Furthermore, optimizations of the register file such as
banking further reduce the number of required ports. Overall EOLE possesses a register file whose complexity
is on-par with that of a regular wider-issue superscalar while the out-of-order components (scheduler , bypass)


http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid26
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid27
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid25
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid28
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid8
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid28
http://raweb.inria.fr/rapportsactivite/RA{$year}/alf/bibliography.html#alf-2013-bid29

6.1.4.

30 Architecture, Languages and Compilation - New Results - Project-Team ALF

are greatly simplified. Moreover, thanks to Value Prediction, speedup is obtained on many benchmarks of the
SPEC’00/°06 suite.

Helper threads

Participants: Bharath Narasimha Swamy, Alain Ketterlin, André Seznec.

As the number of cores on die increases with the improvements in silicon process technology, the strategy of
replicating identical cores does not scale to meet the performance needs of mixed workloads. Heterogeneous
Many Cores (HMC) that mix many simple cores with a few complex cores are emerging as a design alternative
that can provide both high performance and power-efficient execution. The availability of many simple cores
in a HMC presents an opportunity to utilize low power cores to accelerate sequential execution on the complex
core. For example simple cores can execute pre-computational (or helper) code and generate prefetch requests
for the main thread.

We explore the design of a lightweight architectural framework that provides instruction set support and a low-
latency interface to simple-cores for efficient helper code execution. We utilize static analyses and profile data
to generate helper codelets that target delinquent loads in the main thread. The main thread is instrumented to
initiate helper execution ahead of time, and utilizes instruction set support to signal helper execution on the
simple core, and to pass live-in values for the helper codelet. Pre-computational code executes on the simple
core and generates prefetch requests that install data into a shared last-level cache. Initial experiments with a
trace based simulation framework show that helper execution has the potential to cover cache-missing loads
on the main thread.

The restriction of prefetching to a lower level shared cache in a loosely coupled system limits the benefits of
helper execution. The main thread should have a low latency access mechanism to data prefetched by helper
execution. We plan to explore direct, yet light weight, mechanisms for data communication between the helper
core and the main core.

6.1.5. Adaptive Intelligent Memory Systems

6.1.6.

Participants: André Seznec, Aswinkumar Sridharan.

On multicores, the processors are sharing the memory hierarchy, buses, caches, and memory. The performance
of any single application is impacted by its environment and the behavior of the other applications co-running
on the multicore. Different strategies have been proposed to isolate the behavior of the different co-running
applications, for example performance isolation cache partitioning, while several studies have addressed the
global issue of optimizing throughput through the cache management.

However these studies are limited to a few cores (2-4-8) and generally features mechanisms that cannot scale to
50-100 cores. Moreover so far the academic propositions have generally taken into account a single parameter,
the cache replacement policy or the cache partitioning. Other parameters such as cache prefetching and its
aggressiveness already impact the behavior of a single thread application on a uniprocessor. Cache prefetching
policy of each thread will also impact the behavior of all the co-running threads.

Our objective is to define an Adaptive and Intelligent Memory System management hardware, AIMS. The
goal of AIMS will be to dynamically adapt the different parameters of the memory hierarchy access for each
individual co-running process in order to achieve a global objective such as optimized throughput, thread
fairness or respecting quality of services for some privileged threads.

Modeling multi-threaded programs execution time in the many-core era
Participants: Surya Natarajan, Bharath Narasimha Swamy, André Seznec.
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Multi-core have become ubiquitous and industry is already moving towards the many-core era. Many open-
ended questions remain unanswered for the upcoming many-core era. From the software perspective, it is
unclear which applications will be able to benefit from many cores. From the hardware perspective, the tradeoff
between implementing many simple cores, fewer medium aggressive cores or even only a moderate number
of aggressive cores is still in debate. Estimating the potential performance of future parallel applications on
the yet-to-be-designed future many cores is very speculative. The simple models proposed by Amdahl’s law
or Gustafson’s law are not sufficient and may lead to erroneous conclusions. In this paper, we propose a still
simple execution time model for parallel applications, the SNAS model. As previous models, the SNAS model
evaluates the execution time of both the serial part and the parallel part of the application, but takes into account
the scaling of both these execution times with the input problem size and the number of processors. For a given
application, a few parameters are collected on the effective execution of the application with a few threads and
small input sets. The SNAS model allows to extrapolate the behavior of a future application exhibiting similar
scaling characteristics on a many core and/or a large input set. Our study shows that the execution time of
the serial part of many parallel applications tends to increase along with the problem size, and in some cases
with the number of processors. It also shows that the efficiency of the execution of the parallel part decreases
dramatically with the number of processors for some applications. Our model also indicates that since several
different applications scaling will be encountered, hybrid architectures featuring a few aggressive cores and
many simple cores should be privileged.

Augmenting superscalar architecture for efficient many-thread parallel execution
Participants: Sylvain Collange, André Seznec, Sajith Kalathingal.

We aim at exploring the design of a unique core that efficiently run both sequential and massively parallel
sections. We explore how the architecture of a complex superscalar core has to be modified or enhanced to
be able to support the parallel execution of many threads from the same application (10’s or even 100’s a la
GPGPU on a single core).

SIMD execution is the preferred way to increase energy efficiency on data-parallel workloads. However,
explicit SIMD instructions demand challenging auto-vectorization or manual coding, and any change in SIMD
width requires at least a recompile, and typically manual code changes. Rather than vectorize at compile-time,
our approach is to dynamically vectorize SPMD programs at the micro-architectural level. The SMT-SIMD
hybrid core we propose extracts data parallelism from thread parallelism by scheduling groups of threads in
lockstep, in a way inspired by the execution model of GPUs. As in GPUs, conditional branches whose outcome
differ between threads are handled with conditionally masked execution. However, while GPUs rely on explicit
re-convergence instructions to restore lockstep execution, we target existing general-purpose instruction sets,
in order to run legacy binary programs. Thus, the main challenge consists in detecting re-convergence points
dynamically.

We proposed instruction fetch policies that apply heuristics to maximize the cycles spent in lockstep execution.
We evaluated their efficiency and performance impact on an out-of-order superscalar core simulator. Results
validate the viability of our approach, by showing that existing compiled SPMD programs are amenable to
lockstep execution without modification nor recompilation.

6.2. Other Architecture Studies

6.2.1.

Participants: Damien Hardy, Pierre Michaud, Ricardo Andrés Veldsquez, Sylvain Collange, André Seznec,
Sajith Kalathingal, Junjie Lai.

GPU, performance, simulation, vulnerability

Performance Upperbound Analysis of GPU applications

Participants: Junjie Lai, André Seznec.
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In the framework of the ANR Cosinus PetaQCD project (ended Oct 2012), we have been modeling the
demands of high performance scientific applications on hardware. GPUs have become popular and cost-
effective hardware platforms. In this context, we have been addressing the gap between theoretical peak
performance on GPU and the effective performance. There have been many studies on optimizing specific
applications on GPU and also a lot of studies on automatic tuning tools. However, the gap between the effective
performance and the maximum theoretical performance is often huge. A tighter performance upperbound of
an application is needed in order to evaluate whether further optimization is worth the effort. We designed
a new approach to compute the CUDA application’s performance upperbound through intrinsic algorithm
information coupled with low-level hardware benchmarking. Our analysis [11], [22] allows us to understand
which parameters are critical to the performance and have more insights of the performance result. As an
example, we analyzed the performance upperbound of SGEMM (Single-precision General Matrix Multiply)
on Fermi and Kepler GPUs. Through this study, we uncover some undocumented features on Kepler GPU
architecture. Based on our analysis, our implementations of SGEMM achieve the best performance on Fermi
and Kepler GPUs so far (5 % improvement on average).

6.3. Microarchitecture Performance Analysis

6.3.1.

6.3.2.

Participants: Ricardo Andrés Veldsquez, Pierre Michaud, André Seznec.

Selecting benchmark combinations for the evaluation of multicore throughput
Participants: Ricardo Andrés Velasquez, Pierre Michaud, André Seznec.

In [26], we have shown that fast approximate microarchitecture models such as BADCO [16] can be
useful for selecting multiprogrammed workloads for evaluating the throughput of multicore processors.
Computer architects usually study multiprogrammed workloads by considering a set of benchmarks and some
combinations of these benchmarks. However, there is no standard method for selecting such sample, and
different authors have used different methods. The choice of a particular sample impacts the conclusions of
a study. Using BADCO, we propose and compare different sampling methods for defining multiprogrammed
workloads for computer architecture. We evaluate their effectiveness on a case study, the comparison of several
multicore last-level cache replacement policies. We show that random sampling, the simplest method, is robust
to define a representative sample of workloads, provided the sample is big enough. We propose a method for
estimating the required sample size based on fast approximate simulation. We propose a new method, workload
stratification, which is very effective at reducing the sample size in situations where random sampling would
require large samples.

A systematic approach for defining multicore throughput metrics
Participant: Pierre Michaud.

This research was done in collaboration with Stijn Eyerman from Ghent University.

Measuring throughput is not as straightforward as measuring execution time. This has led to an ongoing
debate on what forms a meaningful throughput metric for multi-program workloads. In [29], we present a
method to construct throughput metrics in a systematic way: we start by expressing assumptions on job size,
job distribution, scheduling, etc., that together define a theoretical throughput experiment. The throughput
metric is then the average throughput of this experiment. Different assumptions lead to different metrics, so
one should select the metric whose assumptions are close to the real usage he/she has in mind. We elaborate
multiple metrics based on different assumptions. In particular, we identify the assumptions that lead to the
commonly used weighted speedup and harmonic mean of speedups. Our study clarifies that they are actual
throughput metrics, which was recently questioned. We also propose some new throughput metrics, whose
calculation sometimes requires approximation. We use synthetic and real experimental data to characterize
metrics and show how they relate to each other. Our study can also serve as a starting point if one needs to
define a new metric based on specific assumptions, other than the ones we consider in this study. Throughput
metrics should always be defined from explicit assumptions, because this leads to a better understanding of
the implications and limits of the results obtained with that metric.
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6.4. Compiler, vectorization, interpretation

Participants: Erven Rohou, Emmanuel Riou, Arjun Suresh, André Seznec, Nabil Hallou, Alain Ketterlin,
Sylvain Collange.

6.4.1. Vectorization Technology To Improve Interpreter Performance
Participant: Erven Rohou.

Recent trends in consumer electronics have created a new category of portable, lightweight software applica-
tions. Typically, these applications have fast development cycles and short life spans. They run on a wide range
of systems and are deployed in a target independent bytecode format over Internet and cellular networks. Their
authors are untrusted third-party vendors, and they are executed in secure managed runtimes or virtual ma-
chines. Furthermore, due to security policies, these virtual machines are often lacking just-in-time compilers
and are reliant on interpreter execution.

The main performance penalty in interpreters arises from instruction dispatch. Each bytecode requires a
minimum number of machine instructions to be executed. In this work we introduce a powerful and portable
representation that reduces instruction dispatch thanks to vectorization technology. It takes advantage of the
vast research in vectorization and its presence in modern compilers. Thanks to a split compilation strategy, our
approach exhibits almost no overhead. Complex compiler analyses are performed ahead of time. Their results
are encoded on top of the bytecode language, becoming new SIMD IR (i.e., intermediate representation)
instructions. The bytecode language remains unmodified, thus this representation is compatible with legacy
interpreters.

This approach drastically reduces the number of instructions to interpret and improves execution time.
[15]. SIMD IR instructions are mapped to hardware SIMD instructions when available, with a substantial
improvement.

6.4.2. Improving sequential performance: the case of floating point computations
Participants: Erven Rohou, André Seznec, Arjun Suresh.

One way to enhance sequential performance is to consider floating point computations. Languages and
instruction sets provide support for only a few representations, namely float and double, and programmers are
likely to use the most accurate (unless they handle large data structures). Still, in most cases, programmers do
not formally specify the precision they require from their applications, and have no guarantee on the precision
they actually get. This is an opportunity for a tradeoff between performance and precision: programs could
run faster at the expense of a less accurate result (note that existing compilers already embed some unsafe
transformations, for example when flags such as -fast or -ffastmath are used).

The first step consisted in applying memoization to the math library libm. In this case, results are still correct.
The performance improvement comes from caching results of pure functions, and retrieving them instead of
recomputing a result. This shows good results on floating point intensive benchmarks. In a next step, a helper
thread will monitor the patterns of parameters and precompute likely values to "prefetch" results ahead of
time.

Reduced precision comes into play when no pattern can be identified, but the new value is close enough to
already computed values. We plan to apply interpolation to compute the result faster than the standard code. We
will also investigate how we can leverage known properties of mathematical functions, as well as programmer
hints about useful properties of user-defined functions, and where reduced precision is acceptable.

6.4.3. Identifying divergence in GPU architectures

Participant: Sylvain Collange.

This research is done in collaboration with Fernando M. Q. Pereira, Diogo Sampaio and Rafael Martins de
Souza, UFMG, Brazil.
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GPU architectures rely on SIMD execution by vectorizing across SPMD threads. They achieve the best per-
formance when consecutive threads take the same paths through conditional branches and access contiguous
memory locations. Thus, many GPU code optimizations that target the control flow or memory access patterns
necessitate accurate information about which branches and memory accesses are divergent across threads.

To enable such optimizations, we proposed divergence analysis, a compiler pass that identifies similarities
in the control flow and data flow of concurrent threads [37]. This static analysis identifies program variables
that are affine functions of the thread identifier and propagate this knowledge to conditional branches and
memory accesses. Our analysis consistently outperforms other comparable analyses, thanks to the combination
of taking into account affine relations between variables and accurately modeling control dependencies.

Code Obfuscation

Participant: Erven Rohou.

This research is done in collaboration with the group of Prof. Ahmed El-Mahdy at E-JUST, Alexandria, Egypt.

We proposed to leverage JIT compilation to make software tamper-proof. The idea is to constantly generate
different versions of an application, even while it runs, to make reverse engineering hopeless. More precisely
a JIT engine is used to generate new versions of a function each time it is invoked, applying different
optimizations, heuristics and parameters to generate diverse binary code. A strong random number generator
will guarantee that generated code is not reproducible, though the functionality is the same [38].

On-Stack-Replacement has been previously proposed to recompile functions while they run. However, it relies
on compiler-generated switch points. We proposed a new technique to recompile functions at arbitraty points,
thus reinforcing the Obfuscating JIT approach. A prototype is being developed [27].

A new obfuscation technique based of decomposition of CFGs into threads has been proposed. We exploit
the mainstream multi-core processing in these systems to substantially increase the complexity of programs,
making reverse engineering more complicated. The novel method automatically partitions any serial thread
into an arbitrary number of parallel threads, at the basic-block level. The method generates new control-flow
graphs, preserving the blocks’ serial successor relations and guaranteeing that one basic-block is active at a
time through using guards. The method generates m™ different combinations for m threads and n basic-blocks,
significantly complicating the execution state. We also provide proof of correctness for the method.

Padrone
Participants: Erven Rohou, Alain Ketterlin, Emmanuel Riou.

The objective of the ADT PADRONE is to design and develop a platform for re-optimization of binary
executables at run-time. Development is ongoing, and an early prototype is functional. In [24], we described
the infrastructure of Padrone, and showed that its profiling overhead is minimum. We illustrated its use
through two examples. The first example shows how a user can easily write a tool to identify hotspots in
their application, and how well they perform (for example, by computing the number of executed instructions
per cycle). In the second example, we illustrate the replacement of a given function (typically a hotspot) by an
optimized version, while the program runs.

We believe PADRONE fills an empty design point in the ecosystem of dynamic binary tools.

6.4.6. Dynamic Analysis and Re-Optimization

Participants: Erven Rohou, Emmanuel Riou, Nabil Hallou, Alain Ketterlin.

This work is done in collaboration with Philippe Clauss (Inria CAMUS).

Dynamic binary analysis and re-optimization is specially interesting for legacy or commercial applications, but
also in the context of cloud deployment, where actual hardware is unknown, and other applications competing
for hardware resources can vary.

Initial results show that we are able to identify function hotspots that contain vectorized code for the Intel SSE
extension, analyze them, and reoptimize the loops to target the latest and more powerful AVX ISA extension.
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6.4.7. Branch Prediction and Performance of Interpreter
Participants: Erven Rohou, André Seznec, Bharath Narasimha Swamy.

Interpreters have been used in many contexts. They provide portability and ease of development at the expense
of performance. The literature of the past decade covers analysis of why interpreters are slow, and many
software techniques to improve them. A large proportion of these works focuses on the dispatch loop, and in
particular on the implementation of the switch statement: typically an indirect branch instruction. Conventional
wisdom attributes a significant penalty to this branch, due to its high misprediction rate. We revisit this
assumption [36], considering current interpreters, and modern predictors. Using both hardware counters and
simulation, we show that the accuracy of indirect branch prediction is no longer critical for interpreters. We
also compare the characteristics of these interpreters and analyze why the indirect branch is less important
than before.

6.5. WCET estimation

Participants: Damien Hardy, Benjamin Lesage, Hanbing Li, Isabelle Puaut, Erven Rohou, André Seznec.

Predicting the amount of resources required by embedded software is of prime importance for verifying that
the system will fulfill its real-time and resource constraints. A particularly important point in hard real-time
embedded systems is to predict the Worst-Case Execution Times (WCETS) of tasks, so that it can be proven
that tasks temporal constraints (typically, deadlines) will be met. Our research concerns methods for obtaining
automatically upper bounds of the execution times of applications on a given hardware. Our new results this
year are on (i) multi-core architectures (ii) WCET estimation for faulty architectures (iii) traceability of flow
information in compilers for WCET estimation.

6.5.1. WCET estimation and multi-core systems

6.5.1.1. Predictable shared caches for mixed-criticality real-time systems
Participants: Benjamin Lesage, Isabelle Puaut, André Seznec.

The general adoption of multi-core architectures has raised new opportunities as well as new issues in
all application domains. In the context of real-time applications, it has created one major opportunity and
one major difficulty. On the one hand, the availability of multiple high performance cores has created the
opportunity to mix on the same hardware platform the execution of a complex critical real-time workload
and the execution of non-critical applications. On the other hand, for real-time tasks timing deadlines must be
met and enforced. Hardware resource sharing inherent to multicores hinders the timing analysis of concurrent
tasks. Two different objectives are then pursued: enforcing timing deadlines for real-time tasks and achieving
highest possible performance for the non-critical workload.

In this work, we suggest a hybrid hardware-based cache partitioning scheme that aims at achieving these two
objectives at the same time. Plainly considering inter-task conflicts on shared cache for real-time tasks yields
very pessimistic timing estimates. We remove this pessimism by reserving private cache space for real-time
tasks. Upon the creation of a real-time task, our scheme reserves a fixed number of cache lines per set for the
task. Therefore uniprocessor worst case execution time (WCET) estimation techniques can be used, resulting
in tight WCET estimates. Upon the termination of the real-time task, this private cache space is released and
made available for all the executed threads including non-critical ones. That is, apart the private spaces reserved
for the real-time tasks currently running, the cache space is shared by all tasks running on the processor, i.e.
non-critical tasks but also the real-time tasks for their least recently used blocks. Experiments show that the
proposed cache scheme allows to both guarantee the schedulability of a set of real-time tasks with tight timing
constraints and enable high performance on the non-critical tasks.

This work is the main contribution of the PhD thesis of Benjamin Lesage [12].
6.5.1.2. WCET estimation for massively parallel processor arrays

Participant: Isabelle Puaut.

This is joint work with Dumitru Potop-Butucaru, Inria, EPI AOSTE.
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Classical timing analysis techniques for parallel code isolates micro-architecture analysis from the analysis
of synchronizations between cores by performing them in two separate analysis phases (WCET — worst-case
execution time — and WCRT — worst-case response time analyses). This isolation has its advantages, such
as a reduction of the complexity of each analysis phase, and a separation of concerns that facilitates the
development of analysis tools. But isolation also has a major drawback: a loss in precision which can be
significant. To consider only one aspect, to be safe the WCET analysis of each synchronization-free sequential
code region has to consider an undetermined micro-architecture state. This may result in overestimated
WCETs, and consequently on pessimistic execution time bounds for the whole parallel application. The
contribution of this work [33], [23] is an integrated WCET analysis approach that considers at the same time
micro-architectural information and the synchronizations between cores. This is achieved by extending a state-
of-the-art WCET estimation technique and tool to manage synchronizations and communications between the
sequential threads running on the different cores. The benefits of the proposed method are twofold. On the
one hand, the micro-architectural state is not lost between synchronization-free code regions running on the
same core, which results in tighter execution time estimates. On the other hand, only one tool is required
for the temporal validation of the parallel application, which reduces the complexity of the timing validation
toolchain.

Such a holistic approach is made possible by the use of deterministic and composable software and hardware
architectures (homogeneous multi-cores without cache sharing, static assignment of the code regions on the
cores). We demonstrate the interest of the approach using an adaptive differential pulse-code modulation
(adpcm) encoder where the integrated WCET approach provides significantly tighter response time estimations
than the more classical WCRT approaches, with a gain of 21% on average.

WCET estimation for architectures with faulty caches
Participants: Damien Hardy, Isabelle Puaut.

Semiconductor technology evolution suggests that permanent failure rates will increase dramatically with
scaling, in particular for SRAM cells. While well known approaches such as error correcting codes exist to
recover from failures and provide fault-free chips, they will not be affordable anymore in the future due to their
non-scalable cost. Consequently, other approaches like fine grain disabling and reconfiguration of hardware
elements (e.g. individual functional units or cache blocks) will become economically necessary. This fine-grain
disabling will lead to degraded performance compared to a fault-free execution.

A common implicit assumption in all static worst-case execution time (WCET) estimation methods is that the
hardware is not subject to faults. Their result is not safe anymore when using fine grain disabling of hardware
components, which degrades performance.

In [21] a method that statically calculates a probabilistic WCET bound in the presence of permanent faults
in instruction caches is provided. The method, from a given program, cache configuration and probability of
cell failure, derives a probabilistic WCET bound. The proposed method, because it relies on static analysis,
is guaranteed to identify the longest program path, its probabilistic nature only stemming from the presence
of faults. The method is computationally tractable because it does not require an exhaustive enumeration of
the possible locations of faulty cache blocks. Experimental results show that it provides WCET estimates very
close to, but never below, the method that derives probabilistic WCETSs by enumerating all possible locations
of faulty cache blocks. The proposed method not only allows to quantify the impact of permanent faults on
WCET estimates, but also can be used in architectural exploration frameworks to select the most appropriate
fault management mechanisms.

Traceability of flow information for WCET estimation
Participants: Hanbing Li, Isabelle Puaut, Erven Rohou.
This research is part of the ANR W-SEPT project.

Control-flow information is mandatory for WCET estimation, to guarantee that programs terminate (e.g.
provision of bounds for the number of loop iterations) but also to obtain tight estimates (e.g. identification
of infeasible or mutually exclusive paths). Such flow information is expressed though annotations, that may
be calculated automatically by program/model analysis, or provided manually.
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The objective of this work is to address the challenging issue of the mapping and transformation of the
flow information from high level down to machine code. In a first step, we have considered the issue of
conveying information through the compilation flow, without any optimization. We have created our own
WCET information type and used the annotation files FFX (Flow Fact in XML, provided by IRIT, partner
of the W-SEPT project), and applied them to the LLVM compiler framework. We are currently studying the
impact of optimizations on the traceability of annotations. We are currently designing a framework for flow
fact transformation for a large panel of compiler optimizations.

6.6. HPC and mobile computing

Participant: Francois Bodin.

We have initiated a research action on the interaction between mobile computing and HPC. We aim at studying
data representation linked to parallel programming in heterogeneous systems. In particular, we want to explore
energy tradeoffs when changing hardware resources from a light mobile platform to remote execution in a
datacenter.

As a test case, we are developing an application for inventorying art pieces in the public domain. This is done
in collaboration with University of Rennes 2. This test case is a pluridisplinary collaboration whose goal for
University of Rennes 2 is to study how mobile computing can contribute to art studies and dissemination.

6.7. Application-specific number systems
Participant: Sylvain Collange.

This research is done in collaboration with Mark G. Arnold, XLNS Research, USA.

Reconfigurable FPGA platforms let designers build efficient application-specific circuits, when the perfor-
mance or energy efficiency of general-purpose CPUs is insufficient, and the production volume is not enough
to offset the very high cost of building a dedicated integrated circuit (ASIC). One way to take advantage of the
flexibility offered by FPGA:s is to tailor arithmetic operators for the application. In particular, the Logarithmic
Number System (LNS) is suitable for embedded applications dealing with low-precision, high-dynamic range
numbers.

Like floating-point, LNS can represent numbers from a wide dynamic range with constant relative accuracy.
However, while standard floating-point offer so-called subnormal numbers to represent numbers close to zero
with constant absolute accuracy, LNS numbers abruptly overflow to zero, resulting in a gap in representable
numbers close to zero that can impact the accuracy of numerical algorithms.

We proposed a generalization of LNS that incorporate features analogous to subnormal floating-point [18],
[28]. The Denormal LNS (DLNS) system we introduce defines a class of hybrid number systems that offer
quasi-constant absolute accuracy close to zero and quasi-constant relative accuracy on larger numbers. These
systems can be configured to range from pure LNS (constant relative accuracy) to fixed-point (constant
absolute accuracy across the whole range).
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ALGORILLE Project-Team

6. New Results

6.1. Structuring applications for scalability

6.1.1.

6.1.2.

6.1.3.

In this domain we have been active on several research subjects: efficient locking interfaces, data management,
asynchronism, algorithms for large scale discrete structures and the use of accelerators, namely GPU.

In addition to these direct contributions within our own domain, numerous collaborations have permitted
us to test our algorithmic ideas in connection with academics of different application domains and through
our association with SUPELEC with some industrial partners: physics and geology, biology and medicine,
machine learning or finance.

Efficient linear algebra on accelerators.
Participants: Sylvain Contassot-Vivier, Thomas Jost.

The PhD thesis of Thomas Jost, co-supervised by S. Contassot-Vivier and Bruno Lévy (Alice INRIA team)
since January 2010, dealt with specific algorithms for GPUs, in particular linear solvers [32]. He also worked
on the use of GPUs within clusters of workstations via the study of a solver of non-linear problems [30], [33],
[29]. The defense of this thesis was initially planned in January 2013 but Thomas decided at the end of 2012
to stop his PhD and to leave for industry.

Development methodologies for parallel programming of clusters.
Participants: Sylvain Contassot-Vivier, Jens Gustedt, Stéphane Vialle.

We have conducted a particular effort in merging and synthesizing our respective experiences of parallel
programming of clusters (homogeneous, heterogeneous, hybrid). This has lead to two book chapters [19] and
[34] (to appear).

Combining locking and data management interfaces.
Participants: Jens Gustedt, Stéphane Vialle, Soumeya Leila Hernane, Rodrigo Campos-Catelin.

Handling data consistency in parallel and distributed settings is a challenging task, in particular if we want to
allow for an easy to handle asynchronism between tasks. Our publication [4] shows how to produce deadlock-
free iterative programs that implement strong overlapping between communication, IO and computation. The
thesis of Soumeya Hernane [12] has been defended in 2013. It extends distributed lock mechanisms and
combines them with implicit data management.

A new implementation (ORWL) of our ideas of combining control and data management in C has been
undertaken, see 5.2.1 . In 2013, work has demonstrated its efficiency for a large variety of platforms, see [22].
By using the example of dense matrix multiplication, we show that ORWL permits to reuse existing code for
the target architecture, namely open source library ATLAS, Intel’s compiler specific MKL library or NVidia’s
CUBLAS library for GPUs. ORWL assembles local calls into these libraries into efficient functional code, that
combines computation on distributed nodes with efficient multi-core and accelerator parallelism.

Additionally, during the internship of Rodrigo Campos-Catelin, a detailed instrumentation of the ORWL
library has been undertaken, and a new, less expensive strategy for cyclic FIFOs has been tested. This work
will be continued with a master thesis at the university of Buenos Aires that will summarize and extend the
results that were achieved during the internship.

Our next efforts will concentrate on the continuation of an implementation of a complete application (an
American Option Pricer) that was chosen because it presents a non-trivial data transfer and control between
different compute nodes and their GPU. ORWL is able to handle such an application seamlessly and efficiently,
a real alternative to home made interactions between MPI and CUDA.
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Discrete and continuous dynamical systems.
Participants: Sylvain Contassot-Vivier, Marion Guthmuller.

The continuous aspect of dynamical systems has been intensively studied through the development of
asynchronous algorithms for solving PDE problems. In past years, we have focused our studies on the interest
of GPUs in asynchronous algorithms [29]. Also, we have investigated the possibility to insert periodic
synchronous iterations inside the asynchronous scheme in order to improve the convergence detection delay.
This is especially interesting on small/middle sized clusters with efficient networks. The SimGrid environment
has been used to validate and evaluate load balancing strategies in parallel iterative algorithms on large scale
systems [28].

In 2011, the PhD thesis of Marion Guthmuller, supervised by M. Quinson and S. Contassot-Vivier, has started
on the subject of model-checking distributed applications inside the SimGrid simulator [31]. The expected
results of that work may provide a very interesting tool for studying dynamical systems expressed under the
form of a distributed application.

6.2. Transparent Resource Management for Clouds

6.2.1.

6.2.2.

6.2.3.

Participants: Julien Gossa, Rajni Aron, Stéphane Genaud, Etienne Michon, Marc-Eduard Frincu.

Provisioning strategies.

Our main achievement was the design of one comprehensive provisioning meta-strategy. This meta-strategy
only use one parameter as a deadline given by the user. Contrary to other deadline-based provisioning
strategies, our meta-strategy is able to combine any provisioning strategy in order to optimize the cost
while meeting the deadline. This is achieved through simulation of cost and makespan of every available
strategy thanks to SCHIaaS5.4.3 . It allows to apply the most inexpensive strategy as long as possible, before
progressively switching to more expensive strategy when the deadline becomes closer.

The next step is to asses this meta-strategy among an important set of applications and platforms, both in real
environments and simulation. The data are currently gathered and analyzed, and we should be able to draw
conclusions soon.

User workload analysis.

We have conducted one broad study about workflows execution on the cloud, from both the theoretical and
experimental point of view. In this study, we tried to discover causalities between the characteristics of
workflows and the performances of provisioning strategies. We concluded that, except very peculiar cases,
no causality can be identified. That is why we decided to make use of simulation to predict the strategies
performances.

This predictive process is now integrated as a module of our cloud broker. It can be invoked by a user to help
him decide which strategy should be used before any actual resource leasing.

We are now convinced that workload analysis is not a suitable approach because of its lack of generality.
Experimentations.

Given the very large consumption of CPU hours, the above work was supported mostly by simulation. We
have assessed the gap between the performances of real executions on a private cloud and simulation. The
latter proved to be very accurate, predicting almost perfectly the cost and makespan of every strategy on a
wide range of workloads.

However, we have also shown that the simulation can be very sensitive to user defined input parameters
(such as task runtimes) and may be mislead in borderline cases. Identifying the pitfalls and limitations of the
simulation is very important and should end up in recommendations for a wise interpretation of simulation
results.
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We have also extended the range of experimentations to assess our simulator. First, we have extended the
set of simulations with new applications, mostly workflows that are both generated and real applications
(i.e. Montage). Second, we have conducted intensive experimentations on new platforms (i.e. Bonfire). The
experimental data we have recently gathered in both cases is to be analyzed to further validate our approach.

6.3. Experimental methodologies for the evaluation of distributed systems

This year, M. Quinson defended his Habilitation on the experimental methodologies of distributed
systems [13]. This concludes 10 years of research on this topic (including the elements presented in this
section), and paves the road of future research.

6.3.1. Simulation and dynamic verification

6.3.1.1. MPI simulation
Participants: Martin Quinson, Paul Bédaride, Marion Guthmuller.

We continued our long-term effort toward the simulation of HPC application within SimGrid. We slightly
increased the API coverage of our reimplementation of MPI on top of SimGrid, and proposed a new model
of the network performance for MPI applications on top of Ethernet TCP networks. This model combines
the advantages of flow-based networks for large data transfers as previous SimGrid network models, but also
leverage algorithmic performance models extending the classical LogP models. As shown in [16], these models
greatly improve the realism of MPI simulations, enabling the prediction of the performance of a non-trivial
application in great details.

6.3.1.2. Dynamic verification and SimGrid
Participants: Marion Guthmuller, Martin Quinson, Gabriel Corona.

This year, our work toward the verification of liveness properties within SimGrid became fully functional
thanks to the PhD work of M. Guthmuller. This relies on a system-level introspection mechanism allowing the
model checker to finely explore the state of the verified programs. This is mandatory to detect the execution
cycles that constitute the counter examples to liveness properties. This introspection mechanism is also used
to implement a new reduction mechanism that can mitigate the state space explosion problem. A publication
presenting these results is currently under review.

6.3.1.3. SimGrid framework improvement
Participants: Paul Bédaride, Martin Quinson, Gabriel Corona.

We rolled out a new major version of the SimGrid framework to our users. It contains both the HPC network
models used to improve the prediction of MPI applications and all of our developments toward the dynamic
verification of distributed applications. We also improved further the usability of our framework, that is now
properly integrated within the Debian Linux distribution.

The next release is already underway, with a proper integration of the work from our partners on virtual
machines and with a full reimplementation of the simulation kernel in C++ for a better modularity.

6.3.1.4. Formal Verification of Distributed Algorithms
Participants: Esteban Campostrini, Martin Quinson, Stephan Merz.

M. Quinson co-advised an internship with S. Merz (project-team Veridis) on the formal verification of
distributed algorithm. The goal was to push further the PlusCal algorithmic language and its compiler to
TLA™T on which we are working since several years within the Veridis team.

We wanted to explore some hard problem raised by the verification of distributed protocol, such as how to
represent timeout errors in verification settings where the time is not present. We think that this could be
modeled somehow similarly to fairness properties, but more work is needed in this topic for a definitive
answer.
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6.3.2. Experimentation on testbeds and production facilities, emulation

6.3.2.1. Distem improvements: scalability and matrix-based inter-nodes latencies
Participants: Ahmed Bessifi, Emmanuel Jeanvoine, Lucas Nussbaum.

(For context, see sections 3.3 and 5.3 .)

Following our PDP’13 publication[ 18], we focused on improving Distem’s scalability. First, on the Distem
engine side, we parallelized the startup of physical nodes and virtual nodes, and added support for BTRFS
snapshots to enable starting a very large number of virtual nodes with their own filesystems. Second, during
the internship of Ahmed Bessifi we investigated several networking issues causing problems with large-scale
experiments (over 4000 virtual nodes). The resulting improvements to ARP parameters tunings were integrated
in Distem 0.8, and enabled network-intensive experiments with up to 8000 virtual nodes. We plan to publish
those results in early 2014.

In the context of the AEN HEMERA project, we worked with Trong-Tuan Vu (EPI DOLPHIN, Inria Lille
Nord Europe) to add support for specifying inter-nodes latencies using a matrix. This is especially useful for
experiments on load-balancing and locality.

6.3.2.2. Evaluating load balancing HPC runtimes with Distem
Participants: Joseph Emeras, Emmanuel Jeanvoine, Lucas Nussbaum.
(For context, see sections 3.3 and 5.3 .)

We aim at demonstrating the suitability of Distem to evaluate Exascale and Cloud runtime environments
providing load balancing and fault tolerance features. In that context, we reproduced some experiments
published at CCGrid’2013 on Charm++ load balancers. Preliminary results are promising, and we hope that
this will lead to collaborations with runtime developers.

A publication presenting how Distem to test HPC runtimes (scalability, fault tolerance and load balancing
capabilities) is in the works.

6.3.2.3. Further improvements to XPFlow
Participants: Tomasz Buchert, Lucas Nussbaum, Jens Gustedt.
(For context, see sections 3.3 and 5.6 .)

We strengthened our XPFlow experiment control system using several sets of experiments, including experi-
ments on the OpenStack TaaS Cloud stack on hundreds of Grid’5000 nodes.

A publication describing XPFlow was submitted to CCGrid’2014[21].
6.3.2.4. Further improvements to Kadeploy
Participants: Luc Sarzyniec, Emmanuel Jeanvoine, Lucas Nussbaum.
(For context, see sections 3.3 and 5.5 .)
We continued the development of Kadeploy:
e  The support for multi-partition images was added;

e The communication interface between the Kadeploy server and the Kadeploy client was completely
rewritten to use a REST API;

e A test framework, integrated with Inria’s Continuous Integration facility, was added.
Two new Kadeploy releases were published during 2013, including those changes.
6.3.2.5. Grid’5000
Participants: Sébastien Badia, Luc Sarzyniec, Emile Morel, Lucas Nussbaum.

(For context, see sections 3.3 and 5.7 .)
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The team continued to support Grid’5000. Highlights of 2013 include:

e Lucas Nussbaum is now a member of the Bureau and Comité d’Architectes of GIS Grid’5000. In the
context of the Comité d’Architectes, he led the writing on several internal documents (on possible
evolutions of the testbed).

e An article describing Grid’5000’s support for experiments on IaaS Clouds[15] was published at the
Testing The Cloud workshop.

e A new cluster, graphite, was installed in Nancy.
6.3.3. Convergence and co-design of experimental methodologies

6.3.3.1. Practical study on combining experimental methodologies
Participants: Maximiliano Geier, Lucas Nussbaum, Martin Quinson.

During an internship, we explored how simulation, emulation and experimentation on Grid’5000 could be
combined in practice. Starting with a simple question on a particular system, we used a representative frame-
work for each methodology: SimGrid for simulation, Distem for emulation and Grid’5000 for experimentation,
and described our experiments using the workflow logic provided by the XPFlow tool. We identified a set of
pitfalls in each paradigm that experimenters may encounter regarding models, platform descriptions and oth-
ers. We proposed a set of general guidelines to avoid these pitfalls. We showed these guidelines may lead to
accurate simulation results. Finally, we provided some insight to framework developers in order to improve
the tools and thus facilitate this convergence.

The results of this work were published at the WATERS workshop[17].

6.3.3.2. Organization of an event on reproducible research
Participant: Lucas Nussbaum.

We organized Realis, an event aiming at testing the experimental reproducibility of papers submitted to
Compas’2013. Associated to the Compas’13 conference, this workshop aimed at providing a place to discuss
the reproducibility of the experiments underlying the publications submitted to the main conference. We
hope that this kind of venue will motivate the researchers to further detail their experimental methodology,
ultimately allowing others to reproduce their experiments.
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5. New Results

5.1. Geometry Processing

5.1.1.

5.1.2.

Fitting Polynomial Volumes to Surface Meshes with Voronoi Squared Distance
Minimization
Participants: Gilles-Philippe Paillé, Bruno Lévy.

We propose a method for mapping polynomial volumes. Given a closed surface and an initial template volume
grid, our method deforms the template grid by fitting its boundary to the input surface while minimizing a
volume distortion criterion. The result is a point-to-point map distorting linear cells into curved ones. Our
method is based on several extensions of Voronoi Squared Distance Minimization (VSDM) combined with
a higher-order finite element formulation of the deformation energy. This allows us to globally optimize the
mapping without prior parameterization. The anisotropic VSDM formulation allows for sharp and semi-sharp
features to be implicitly preserved without tagging. We use a hierarchical finite element function basis that
selectively adapts to the geometric details. This makes both the method more efficient and the representation
more compact. We apply our method to geometric modeling applications in computer-aided design and
computer graphics, including mixed-element meshing, mesh optimization, subdivision volume fitting, and
shell meshing.

This work was presented at the “ACM Symposium on Geometry Processing” and published in the “Computer
Graphics Forum” journal [16].

Particle-Based Anisotropic Surface Meshing
Participant: Bruno Lévy.

This paper introduces a particle-based approach for anisotropic surface meshing. Given an input polygonal
mesh endowed with a Riemannian metric and a specified number of vertices, the method generates a metric-
adapted mesh. The main idea consists of mapping the anisotropic space into a higher dimensional isotropic
one, called “embedding space”. The vertices of the mesh are generated by uniformly sampling the surface in
this higher dimensional embedding space, and the sampling is further regularized by optimizing an energy
function with a quasi-Newton algorithm. All the computations can be re-expressed in terms of the dot
product in the embedding space, and the Jacobian matrices of the mappings that connect different spaces.
This transform makes it unnecessary to explicitly represent the coordinates in the embedding space, and
also provides all necessary expressions of energy and forces for efficient computations. Through energy
optimization, it naturally leads to the desired anisotropic particle distributions in the original space. The
triangles are then generated by computing the Restricted Anisotropic Voronoi Diagram and its dual Delaunay
triangulation. We compare our results qualitatively and quantitatively with the state-of-the-art in anisotropic
surface meshing on several examples, using the standard measurement criteria. This work was published in
the “ACM Transactions on Graphics” journal (SIGGRAPH conference proceedings) [19].

5.1.3. Approximating Functions on a Mesh with Restricted Voronoi Diagrams

Participant: Bruno Lévy.
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Figure 2. Fitting Polynomial Volumes to Surface Meshes with Voronoi Squared Distance Minimization
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We propose a method that computes a piecewise constant approximation of a function defined on a mesh. The
approximation is associated with the cells of a restricted Voronoi diagram. Our method optimizes an objective
function measuring the quality of the approximation. This objective function depends on the placement of
the samples that define the restricted Voronoi diagram and their associated function values. We study the
continuity of the objective function, derive the closed-form expression of its derivatives and use them to
design a numerical solution mechanism. The method can be applied to a function that has discontinuities,
and the result aligns the boundaries of the Voronoi cells with the discontinuities. Some examples are shown,
suggesting potential applications in image vectorization and compact representation of lighting. This work
was presented at the “ACM Symposium on Geometry Processing” and published in the “Computer Graphics
Forum” journal [15].

/.o./../../projets/alice/IMG/Approx-pegase.png

Figure 3. Approximating Functions on a Mesh with Restricted Voronoi Diagrams

5.1.4. Spectral Clustering of Plant Units From 3D Point Clouds

Participant: Dobrina Boltcheva.

High-resolution terrestrial Light Detection And Ranging (tLiDAR), a 3-D remote sensing technique, has
recently been applied for measuring the 3-D characteristics of vegetation from grass to forest plant species.
The resulting data are known as a point cloud which shows the 3-D position of all the hits by the laser beam
giving a raw sketch of the spatial distribution of plant elements in 3-D, but without explicit information on
their geometry and connectivity.

We have developed a new approach based on a delineation algorithm (Fig. 4 ) that clusters a point cloud into
elementary plant units such as internodes, petioles and leaves. The algorithm creates a graph (points + edges)
to recover plausible neighbouring relationships between the points and embeds this graph in a spectral space
in order to segment the point-cloud into meaningful elementary plant units.

We have presented this work at the 7th International Conference on Functional—Structural Plant Models
(FSPM) which took place in Finland this summer [21].

5.1.5. Fixing Normal Constraints for Generation of Polycubes
Participants: Nicolas Ray, Dmitry Sokolov.

A polycube is a piecewise linearly defined surface where all faces are squares that are perpendicular to an axis
of a global basis. Deforming triangulated surfaces to polycubes provides maps (form the original surface to the
polycube) that can be used for a number of applications including hex-meshing. To define such a deformation,
it is necessary to determine, for each point of the original surface, what will be its orientation (global axis) in
the polycube.
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Figure 4. From a point cloud scan of a plant to a segmentation of its leaves.
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This problem is actually tackled by heuristics that basically affect the closest global axis to the surface normal.
Coupled with a mesh deformation as pre-processing and some fixing rules as a post-processing, it is able to
provide nice results for a number of surfaces. However, nothing ensures that the surface can be deformed to a
polycube having these desired face orientations.

We have worked on a method able to determine if there exists a deformation of the surface that respects a given
orientation constraint on each point. We have also designed an automatic solution that can fix constraints that
would prevent the existence of a deformation into a polycube (Figure 5 ).

This study has highlighted that the constraints on desired orientation are global and requires constrained
optimization methods to be solved. Our current solution is able to manage many cases where previous works
would fail, but we can still produce some complex cases where interactions between dimension may lead to
deadlocks.

./../../../projets/alice/IMG/polycube.png

Figure 5. Upper row: the surface is deformed to make its normals closer to major axis, but to reach an equality, we
need to have a coherent "wished orientation" of the faces. Middle row: we define a valid deformation into a
polycube by editing the "wished orientation’. Lower row: the resolution is performed a dimension at a time.

5.1.6. Some Basic Geometric Considerations in Variational Multiview Stereo
Participant: Rhaleb Zayer.
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We developed a technique for processing correspondences originating from dense variational matching in the
context of multiview stereo. Such data tends to be very large and can easily encompass tens or hundreds of
millions of points, these figures keep growing as high resolution images are becoming mainstream. Inspired
by Lambert’s cosine law, we regard the matching as sequences of planar maps across neighboring views, and
show how to take advantage of geometric properties of such maps to favor image areas where the cosine angle
between the surface normal and the line of sight is maximal. As the approach operates in the planar domain
on smaller subsets of neighboring views, it is computationally efficient and has a low memory footprint. A
preprint is in preparation.

5.1.7. Multi-frontal Propagation Based Matching
Participants: Rhaleb Zayer, Patricio Galindo.

We consider the propagation-based matching problem, which deals with expanding a limited set of correspon-
dences towards a quasi-dense map across two views. Two issues which have not received much interest in
earlier work are raised here. The traversal of weakly textured regions is shown to negatively impact the quality
of subsequent correspondences. Analysis of the propagation results using the commonly adopted global best-
fit strategy reveals that only a small subset of the input seeds contributes effectively to the propagation, which
is probably not optimal since the quality of the matches may deteriorate as the propagation region becomes
significantly large as shown in figure 7 -bottom. This research extends existing propagation techniques in two
ways: (i) The selection of reliable expansion regions is automatized and adapted to the propagation by catego-
rizing the image into three regions, no-propagation regions, safe-propagation regions and buffer-regions where
seeds can propagate but cannot generate new seeds. (ii) A multi-frontal propagation approach is proposed with
emphasis on the balance between the greedy nature of the original algorithm and the contribution of the seeds.
A preprint is in preparation.

5.1.8. Large Deformations of Slender Objects
Participant: Rhaleb Zayer.

We studied the problem of large spatial deformation in the context of interactive editing of slender curve-like
objects. The deformation is analyzed in the local frame of the individual curve segments (beams) and the rigid
motion of the local frame is updated using a total Lagrangian approach. Analysis of the virtual work in the
light of this decoupling allows formulating the Hessian of the deformation in a simple but principled manner.
The resulting representation is sparser than existing derivations and can handle the simultaneous action of
torques, and forces, efficiently, so as to reproduce a natural behavior in such path dependent situations. The
proposed approach is conceptually simple, easy to implement, and suitable for object editing. The numerical
solution is carried out using an efficient iterative scheme which allows stable convergence. A preprint is in
preparation.

5.2. Computer Graphics

5.2.1. By-example Synthesis of Curvilinear Structured Patterns
Participants: Anass Lasram, Sylvain Lefebvre.

Many algorithms in Computer Graphics require to synthesize a pattern along a curve. This is for instance the
case with line stylization, to decorate objects with elaborate patterns (chains, laces, scratches), or to synthesize
curvilinear features such as mountain ridges, rivers or roads. We describe a simple yet effective method for
this problem. Our method addresses the main challenge of maintaining the continuity of the pattern while
following the curve. It allows some freedom to the synthesized pattern: It may locally diverge from the curve
so as to allow for a more natural global result. This also lets the pattern escape areas of overlaps or fold-overs.
This makes our method particularly well suited to structured, detailed patterns following complex curves.
Our synthesizer copies tilted pieces of the exemplar along the curve, following its orientation. The result
is optimized through a shortest path search, with dynamic programming. We speed up the process by an
efficient parallel implementation. Finally, since discontinuities may always remain we propose an optional
post-processing step optimally deforming neighboring pieces to smooth the transitions.
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Figure 6. Processing best viewed regions in the Fountain data set (top). Each view represents the central image of a
triplet (other two images not shown). The red-colored regions (middle) represent areas best viewed in the triplet.
Yellow-marked regions represent regions which are only visible in the triplet and therefore are included even if they
do not comply with the best view requirement. The resulting reconstruction (bottom) shows an almost outlier free

point cloud.
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Figure 7. Typical result of our approach (top), compared to a best-first strategy (bottom). In both experiments, the
same initial seeds were used (== 40 seeds). The descendants of each initial seed are uniquely colored. Our

approach clearly allows all seeds to contribute, whereas the greedy approach marginalize a majority of them.
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Figure 8. Typical editing examples of slender objects under various constraint, the faded snapshots shows initial or

5.2.2.

5.2.3.

5.24.

5.2.5.

intermediate configurations.

This work was presented at the Eurographics conference and published in the “Computer Graphics Forum”
journal [20].

Game Level Layout

Participant: Sylvain Lefebvre.

This work is a collaboration with the University of British Columbia. We consider a long standing problem
in the video game industry: How to automatically generate game levels. Most procedural game levels tend to
exhibit a random organization, reducing their interest. Instead, our approach lets a professional game designer
describe the global organization of the level through a planar graph, capturing the connectivity and sequencing
of different level ‘rooms’. Our approach then automatically generates multiple level geometries that correspond
to this high-level description.

The work will be presented at Eurographics 2014 [13].

Dynamic Element Textures
Participant: Sylvain Lefebvre.

This work is a collaboration with Microsoft Research Asia. We consider the problem of synthesizing animated
details from an example. We first define the notion of a ’textured’ animation and extract details from the
example animation. Intuitively, these are small scale repetitive motions found for instance for leaves in the
wind or in swarms. We then propagate these motions to a coarse scale animation. Our techniques work on 1D,
2D and 3D objects.

‘We published this work in ACM Transactions on Graphics (SIGGRAPH proceedings) [14].
Make It Stand: Balancing Shapes for 3D Fabrication

Participant: Sylvain Lefebvre.

This work is a collaboration with ETH Zurich. We consider the problem of balancing 3D models so that
they stand in static equilibrium on their base of support after printing. We formulate the problem as the joint
optimization of a voxel selection inside the model and a continuous detail preserving deformation of the outter
surface.

The work has been published in ACM Transactions on Graphics (SIGGRAPH proceedings) [18].

Clean Colors
Participants: Jean Hergel, Sylvain Lefebvre.
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Figure 9. Game Level Layout
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In this work we consider the problem of tool path planning for low-cost FDM (Fused Deposition Modeling)
printers when using multiple filaments. Our method is based on three components which together reduce most
of the defects found in such prints. Our algorithm first optimizes the orientation (azimuth angle) of the print
so as to minimize defects. It then builds a rampart in close proximity of the model. This captures most of
the strings of plastic oozing from idle extruders. Finally, we optimize for navigation paths minimizing the
apparition of defects.

The work will be presented at Eurographics 2014 [22].
Fast Fragment Sorting on the GPU

Participants: Sylvain Lefebvre, Samuel Hornus.

In this work, we build upon our result on “hashing on the GPU” from 2011 [1] to develop new techniques for
sorting per-pixel lists of fragments as the latter are rasterized. We can then obtain, for each pixel, the list of
surface elements visible through that pixel, sorted according to their distance to the viewpoint. The lists are
obtained in a single rasterization pass instead of two for some earlier work; this is a clear win for bandwidth
usage and processing time. Two important applications are the possibility to correctly visualize transparent
objects and to directly display constructive-solid-geometry models without having to compute their boundary
first (the boolean operations are performed on the fly, per pixel).

Our initial work has been published as a research report [25]. It has then been extended into a book
chapter [24].

The techniques developed in this work are extensively used in our 3D printing sotfware IceSL (see section 4.2

).
Techniques for Shooting Highly Coherent Rays

Participant: Samuel Hornus.

This work explores novels ways to exploit the coherence of some set of rays used in the ray-tracing and other
realistic image synthesis techniques. We propose new ways to traverse the usual data-structure for 3D indexes
and leverage optimized and exact geometric predicates. Our first results give a faster ray shooting technique for
pinhole camera rays and exhibit a remarkable increase in efficiency as the number of rays rises. A manuscript
was submitted but not accepted to Eurographics.

5.3. Algorithms and analysis

53.1.

5.3.2.

Participant: Laurent Alonso.

The Majority Problem

Given a set of n elements each of which is either red or blue, Boyer and Moore’s algorithm uses pairwise
equal/not equal color comparisons to determine the majority color. We analyze the average behavior of their
algorithm, proving that if all 2" possible inputs are equally likely, the average number of color comparisons

used is n — /2n/7 + O(1) and has variance T=2n — % + O(1). This joint work with Edward M.
Reingold was published in the IPL journal [8].

The X +Y Sorting Problem

Some combinatorial approaches were taken to try to find bounds on the X + Y problem: Given two lists:
X =(z1,....,2pn), Y = (¥1, ..., Ym), determine the ordering of the values x; + y; fori € [1,n],j € [1,m].

5.4. Fractal Geometry

Participant: Dmitry Sokolov.

Fractal geometry is a relatively new branch of mathematics that studies complex objects of non-integer
dimensions. It finds applications in many branches of science as objects of such complex structure often
exhibit interesting properties.
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In 1988 Barnsley presented the Iterative Function System (IFS) model that allows modelling complex fractal
shapes with only a limited set of contractive transformations. Later many other models were based on the IFS
model such as Language-Restricted IFS, Projective IFS, Controlled IFS and Boundary Controlled IFS. The
latter allows modeling complex shapes with control points and specific topology. These models cover classical
geometric models such as B-splines and subdivision surfaces as well as fractal shapes.

This year we focused on the analysis of the differential behaviour of the shapes described with Controlled
IFS and Boundary Controlled IFS. We derive the necessary and sufficient conditions for differentiability for
everywhere dense sets of points. Our study is based on the study of the eigenvalues and eigenvectors of the
transformations composing the IFS.

We apply the obtained conditions to modeling curves in surfaces. We describe different examples of differential
behaviour presented in shapes modeled with Controlled IFS and Boundary Controlled IFS. We also use the
Boundary Controlled IFS to solve the problem of connecting different subdivision schemes. We construct a
junction between Doo-Sabin and Catmull-Clark subdivision surfaces and analyse the differential behaviour of
the intermediate surface.

An article about this work is in the publication process in LNCS.

5.5. Scientific Computing for Linear and Nonlinear Wave Problems
Participant: Xavier Antoine.

We consider the Backward Euler SPectral (BESP) scheme that was proposed for computing the stationary
states of Bose-Einstein Condensates (BECs) through the Gross-Pitaevskii equation. We show that the fixed
point approach introduced earlier fails to converge for fast rotating BECs. A simple alternative approach based
on Krylov subspace solvers with a Laplace or Thomas-Fermi preconditioner is given. Numerical simulations
(obtained with the associated freely available Matlab toolbox GPELab) for complex configurations show that
the method is accurate, fast and robust for 2D/3D problems and multi-components BECs.

This work was published in the journal “Journal of Computational Physics” [9].

5.6. Accelerating Structural Biology Software
Participant: Xavier Cavin.

This work is a collaboration with Dave Ritchie (team ORPAILLEUR, Nancy). The aim of this project is to
leverage parallelism, multi-core computing and GPU in order to speed-up costly computations in cryo-electron
microscopy. Several tools have been developped. Two of those “gEM tools” have been the subject of two
articles were published in 2013 in “Journal of Structural Biology” [10] and “BMC Structural Biology” [11].
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6. New Results

6.1. Unsupervised segmentation of Mandarin Chinese

Participants: Pierre Magistry, Benoit Sagot.

In Chinese script, very few symbols can be considered as word boundary markers. The only easily identifiable
boundaries are sentence beginnings and endings, as well as positions before and after punctuation marks.
Although the script doesn’t rely on typography to define (orthographic) “words”, a word-level segmentation
is often re- quired for further natural language processing, which is a highly non-trivial task.

A great variety of methods have been proposed in the literature, mostly in supervised machine learning
settings. Our work addresses the question of unsupervised segmentation, i.e., without any manually segmented
training data. Although supervised learning typically performs better than unsupervised learning, we believe
that unsuper- vised systems are worth investigating as they require less human labour and are likely to be more
easily adaptable to various genres, domains and time periods. They can also provide more valuable insight for
linguistic studies.

Amongst the unsupervised segmentation systems described in the literature, two paradigms are often used:
Branching Entropy (BE) and Minimum Description Length (MDL). The system we have developed relies
on both. We have introduced a new algorithm [22] which searches in a larger hypothesis space using the
MDL criterion, thus leading to lower Description Lengths than other previously published systems. Still,
this improvement concerning the Description Length does not come with better results on the Chinese word
segmentation task, which raises interesting issues. However, it turns out that it is possible to add very simple
constraints to our algorithm in order to adapt it to the specificities of Mandarin Chinese in a way that leads to
results better than the state-of-the-art on the Chinese word segmentation task.

Moreover, an important part of discrepancies between the various segmentation guidelines concerns the so-
called “factoids.” This term covers a variety of language phenomena that include: numbers, dates, addresses,
email addresses, proper names, and others. We have shown that specific treatment of a subset of such
expressions is both sound (as factoids to not resort to general language, which we try and capture with our
segmentation model, both rather to conventions that are easy to encode as rules). By augmenting the local
grammars of SXPipe to deal with the aforementioned expressionsin Chinese, and use them as a pre-processing
for our task, we can discard the matched expressions from the training data and segment them accordingly to
the guidelines as a post-processing step. Our results show a significant improvement over previous results.

6.2. Dynamic extension of a French lexical resources based a text stream

Participants: Damien Nouvel, Benoit Sagot, Rosa Stern, Virginie Mouilleron, Marion Baranes.

Lexical incompleteness is a recurring problem when dealing with natural language and its variability. It seems
indeed necessary today to regularly validate and extend lexica used by tools processing large amounts of
textual data. This is even more true when processing real-time text flows. In this context, we have introduced
two series of techniques for addressing words unknown to lexical resources, and applied them to French within
the context of the EDyLex ANR project:

o Extending a morphological lexicon We have studied neology (from a theoretic and corpus-based
point of view) and developed modules for detecting neologisms in AFP news wires in real time and
inferring information about them (lemma, category, inflectional class) [24]. We have shown that we
are able, using among others modules for analyzing derived and compound neologisms, to generate
lexical entries candidates in real time and with a good precision, to be added in the Lefff lexicon.

o Extending an entity database We have also extended our previous work on named entities detection
and linking in order to be able to extract new named entities from AFP news wires and create
candidate entries for the Aleda entity database.
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6.3. Transferring lexical knowledge from a resourced language to a

closely-related resource-free language
Participants: Yves Scherrer, Benoit Sagot.

We have developed a generic approach for the transfer of part-of-speech (POS) annotations from a resourced
language (RL) towards an etymologically closely related non-resourced language (NRL), without using any
bilingual (i.e., parallel) data. We rely on two hypotheses. First, on the lexical level, the two languages share
a lot of cognates, i.e., word pairs that are formally similar and that are translations of each other. Second, on
the structural level, we admit that the word order of both languages is similar, and that the set of POS tags is
identical. Thus, we suppose that the POS tag of one word can be transferred to its translational equivalent in
the other language.

The proposed approach consists of two main steps. In the first step, we induce a translation lexicon from
monolingual corpora. This step relies on several methods, including a character-based statistical machine
translation model to infer cognate pairs, and 3-gram and 4-gram contexts to infer additional word pairs on the
basis of their contextual similarity. This step yields a list of < wnrr, wri, > pairs. In the second step, the
RL lexicon entries are annotated with POS tags with the help of an existing resource, and these annotations
are transferred onto the corresponding NRL lexicon entries. We complete the resulting tag dictionary with
heuristics based on suffix analogy. This results in a list of < wygL, ¢ > pairs, covering the whole NRL corpus.

We have evaluated our methods on several language pairs. We have worked among others onfive language
pairs of the Iberic peninsula, where Spanish and Portuguese play the role of RLs: Aragonese—Spanish, As-
turian—Spanish, Catalan—Spanish, Galician— Spanish and Galician—Portuguese [27]. We have also conducted
experiments on germanic [28] and slavic languages. We have also applied it in a slightly different context,
in collaboration with TomaZ Erjavec (IJS, Slovenia), namely that of inducing resources for historical Slovene
based on existing resources for contemporary Slovene [26]. Although no direct comparison can be performed,
because of the novelty of the task, our results are very satisfying in so far that they are almost as high as
published result on a related but simpler task, that of unsupervized part-of-speech tagging — which, contrarily
to our work, relies on an existing morphological lexicon for the language at hand.

6.4. Building a large-scale translation graph
Participants: Valérie Hanoka, Benoit Sagot.

Large-scale general-purpose multilingual translation databases are useful in a wide range of Natural Languages
Processing (NLP) tasks. This is especially true concerning researches tackling problems specific to under-
resourced languages, as translation databases can be used for adapting existing resources in other languages.
This has been applied for example for the development of wordnets in languages other than English. There is
thus a real need in NLP for open-source multilingual lexical databases that compiles as many translations as
can be found on any freely available resource in any language.

We have developed, and are about to release, a new open-source heavily multilingual (over 590 languages)
translation database built using several sources, namely various wiktionaries and the OPUS parallel corpora.

Our graph was built in several steps. We first extracted a preliminary set of translation and synonym pairs,
which we stored in a large translation and synonym graph. We then applied filtering techniques for increasing
the accuracy of this graph. We have evaluated the accuracy of our graph as being as high as 98% for translations
extracted from wiktionaries.

6.5. Computational morphology

Participant: Benoit Sagot.
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In 2013, following previous collaborative work [92], [105], we have designed and developed Alexinapagsy in
collaboration with Géraldine Walther (LLF and DDL), a formalism for encoding inflectional descriptions
(lexicon and grammar) that aims at filling the gap between morphologically and typologically motivated
approaches on the one hand and implemented approaches on the other hand, as will be discussed in the
remainder of this section. Indeed, Alexinapagrsy is both:

e an implementation formalism for PARSLI, a formal model of inflectional morphology [106] that
accounts for concepts underlying the canonical approach of morphological typology;

e an extension of the Alexina lexical framework developed at Alpage for modeling lexical infor-
mation and developing lexical resources. The Alexina framework now supports both morphological
grammars that use the original Alexina morphological formalism as well as new grammars devel-
oped in Alexinapagsy .

The Alexinaparsy; formalism and tools have been proven greatly beneficial to works both in descriptive and
formal morphology, in particular in studies about Latin passivisation and Maltese verbal inflection [106] and
in studies comparing the compacity of morphological descriptions [106], [92], [105], as well as in NLP, for
the efficient development of a large-scale and linguistically sound morphological lexicon for German (a paper
describing this new lexicon is to be presented at the LREC 2014 conference).

In collaboration with Géraldine Walther and Guillaume Jacques (CRLAO, CNRS), within operation LR4.11
from strand 6 of the LabEx EFL, we have also developed two Alexinapagrsy; descriptions of (part of) the
Khaling (Kiranti, Sino-Tibetan) verbal inflectional system, together with a medium-scale lexicon. Our study
shows that an explicit account for the so-called direct-inverse marking, based on concepts developed within
PARSLLI, allows for a more compact account of this inflectional system [42].

6.6. Extracting Derivational Relations from an Inflectional Lexicon
Participants: Marion Baranes, Benoit Sagot.

Derivational morphological can provide useful information for natural language processing tasks. Indeed, it
can improve any application which has to deal with unknown words such as information extraction, spell-
checking and others.

We define a morphological family as a set of semantically related lexical entries which differ by their
prefix and/or suffix, thus limiting ourselves to concatenative derivational morphology. We shall denote as
derivationally related two morphological lexical entries that belong to the same morphological family.

We have developed a system which performs an analogy-based unsupervized extraction of weighted trans-
formation rules that relate derivationally related lexical entries, and use these rules for extracting derivational
relations within an existing inflectional lexicon. Our transformation rules can also be used to infer morpholog-
ical information (both inflectional and derivational) for wordforms unknown to the inflectional lexicon. Our
system is language-independent, although restricted to concatenative derivational morphology. We have eval-
uated it on four languages: English, French, German and Spanish. Our results will be published at the LREC
2014 conference.

6.7. Improving post-OCR correction with shallow linguistic processing
Participants: Kata Géabor, Benoit Sagot.

Providing wider access to national cultural heritage by massive digitalization confronts the actors of the field
to a set of new challenges. State of the art optical character recognition (OCR) software currently achieve
an error rate of around 1 to 10% depending on the age and the layout of the text. While this quality may be
adequate for indexing, documents inteded for reading need to meet higher standards. A reduction of the error
rate by a factor of 10 to 100 becomes necessary for the diffusion of digitalized books and journals through
emerging technologies such as e-books.
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Within the PACTE project, an “Investissements d’avenir” project led by the Numen company, we have worked
on the automatic post-processing of digitalized documents in the aim of reducing the OCR error rate by using
contextual information and linguistic processing, by and large absent from current OCR engines. At the current
stage of the project, we are focusing on French texts coming from the archives of the French National Library
(Bibliotheque Nationale de France).

We adopted a hybrid approach, making use of both statistical classification techniques and linguistically
motivated modules to detect OCR errors and generate correction candidates. The technology is based on the
noisy chanel model, widely used in the field of machine translation and spelling correction and subsequently in
OCR post-correction. As to linguistically enhanced models, POS tagging was succesfully applied to spelling
correction. However, to our knowledge, little work has been done to exploit linguistic analysis for post-OCR
correction.

We have proposed to integrate a shallow processing module to detect certain types of named entities, and a POS
tagger trained specifically to deal with NE-tagged input. Our studies demonstrate that linguistically informed
processing can efficiently contribute to reduce the error rate by 1) detecting false corrections proposed by
the statistical correction module, 2) detecting a certain amount of OCR errors not detected by the statistical
correction module.

6.8. Named Entity Linking

Participants: Rosa Stern, Benoit Sagot.

The Ph.D. research work started in 2009 lead in 2013 to the development of a joint entity recognition and
linking system for the processing of textual data at the Agence France Presse (AFP).

This system, Nomos, allows to use any existing named entity recognition system, as well as combinations of
such systems; their results are passed to a linking module in charge of the association between each detected
mention and a unique reference within an existing data inventory. The two tasks (recognition and linking) are
jointly operated: the recognition module presents a set of possible detections, which are further disambiguated
by the linking module concurrently to the search for the best linking solution to each mention. This joint
approach is justified by the need to limit the error propagation between two such modules in a pipeline system.

Experiments were achieved in order to evaluate the performance of Nomos over AFP news wires. They showed
that the joint approach, relatively to a purely sequential one, improves the system’s global precision, i.e. the
linking accuracy as well as the named entity recognition task itself. A gain of 3 points (87,6) is observed
for the recognition precision with a low recall loss, while a gain of 8 points (92,9) is observed when several
recognition systems are combined - although with a more significant loss of recall.

The Nomos system also allows to anchor of the AFP’s textual production in the Linked Data network and
the Semantic Web paradigm, since the annotations derived from the entity linking associate each entity to an
identified resource in repositories such as Wikipedia, DBPedia, Geonames or the New York Times Linked
Data.

6.9. Treebanking at Alpage

Participants: Djamé Seddah, Benoit Sagot, Marie-Hélene Candito, Corentin Ribeyre, Benoit Crabbé, Eric
Villemonte de La Clergerie, Virginie Mouilleron, Vanessa Combet.

Since the advents of supervized methods for building accurate statistical parsing models, treebank engineering
has become of crucial importance. In fact building a treebank, namely a set of carefully annotated syntactic
parses with possibly different annotation layers and covering potentially different text domains, can be seen as
providing a parser with both a grammar and a set of probabilities used for disambiguation. The main problem
of such approaches lies in the nature of the lexical probabilities: they force the parsing model to be extremely
sensitive to its training data and hence limit its performance to some low upper-bound when applied in out-of-
domain scenario.
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Written French Treebanks

Originating from the merging of two NLP teams specialized in grammar engineering and in which the creation
of the first treebank for French was initiated [46], it is no wonder that we decided to increase the coverage
of our French Treebank-based parsers by building out-of-domain treebanks: the Sequoia Corpus, [55], [18],
made from Europarl, biomedical and wikipedia data, and the French Social Media Bank (outside English, the
first data set covering Facebook, Twitter and other social media noisy text data) [95], [96]. We built those two
corpus for two purposes: first, we wanted to evaluate the performance of our nlp chains (tokenization, tagging,
parsing) on out-of-domain data, being noisy or not ; then we increased the coverage of our French treebank
based models by simply adding those new data set to the canonical training set (using of-course many lexical
variation, morphological clustering, brown clustering, etc.). We’re also on the process of finalizing a new 2600
sentence data set, made essentially of questions, which are strikingly absent from all the treebanks we’ve been
using and developing. So far, only one such data set exist and only for English: the Question-Bank [66]. Our
very preliminary results show that simply adding a third of that corpus to the French Treebank greatly improve
our parser performance.

Finally, Alpage is leading, in collaboration with the Nancy-based team Calligrame, a project to annotate the
Sequoia corpus and the French Treebank with a richer, “deeper” syntactic layer, at the interface between syntax
and semantics. A paper describing this effort is to appear at the LREC 2014 conference.

Spoken French Treebank

In collaboration with Anne Abeillé (LLF, CNRS), we have also contributed to the deign of a spoken treebank
for French based on data produced in the ANR ETAPE. Contrary to other languages such as English, where
spoken treebanks such as the Switchboard corpus treebank (Meteer, 1995), there is no sizable spoken corpus
for French annotated for syntactic constituents and grammatical functions. Our project is to build such a
resource which will be a natural extension of the Paris 7 treebank (Abeillé et al. 2003) for written French, in
order to be able to compare with similar annotations written and spoken French. We have reused and adapted
the parser (Petrov et al., 2006) which has been trained on the written treebank, with manual correction and
validation. The first results are promising [32].

6.10. Linear time constituent parser

6.11.

Participant: Benoit Crabbé.

We have designed an efficient and accurate lexicalized LR inspired discriminative parsing algorithm that
recasts some current advances in dependency parsing to the constituency setting. We specifically designed
and evaluated a Graph Structured Stack-based parser (Huang et al. 2010) using some additional specific
approximate inference techniques such as the max violation update for the perceptron (Huang et al. 2012) . By
contrast with dependency parsing however, lexicalized constituent parsing raises some additional correctness
issues that motivate the explicit use of an LR automata instead of a simpler shift reduce framework.

The parsing model is linear in time and has been evaluated on French data, where it turns out to be state of the
art on SPMRL 2013 datasets [29] both in time and in accuracy. The parsing framework has been designed to
be further extended with compositional semantic representations and allows in principle an easy integration of
ressources — such as those developped in the team — considered to be important for parsing morphologically
rich languages.

Improving FRMG through partially supervised learning

Participant: Eric Villemonte de La Clergerie.

Since the emergence of several statistical parsers for French developed on the French TreeBank (FTB),
including those developed at Alpage, it was important to be able to compare the symbolic meta-grammar-
based parser FRMG with these statistical parsers on their native treebank, but also possibly to extend the
comparison for other treebanks.


http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid16
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid78
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid79
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid80
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid81
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid82
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid83
http://raweb.inria.fr/rapportsactivite/RA{$year}/alpage/bibliography.html#alpage-2013-bid0

61 Language, Speech and Audio - New Results - Project-Team ALPAGE

A first necessary step in this direction was a conversion from FRMG’s native dependency scheme into FTB’s
dependency scheme, a tedious task highlighting the differences in design at all levels (segmentation, parts of
speech, representation of the syntactic phenomena, etc.). A preliminary evaluation has shown that accuracy is
good, but largely below the scores reached by the statistical parsers.

A challenge was then to explore if training on the FTB could be used to improve the accuracy of a symbolic
parser like FRMG. However, the main difficulty arises from the fact that FTB’s dependency scheme has
little in common with FRMG’s underlying grammar, and that no reverse conversion from FTB to FRMG
structures is available. Such a conversion could be investigated but would surely be difficult to develop.
Instead, we tried to exploit directly FTB data, using only very minimal assumptions, nevertheless leading
to important gains and results close to those obtained by the statistical parsers [31]: it was possible to tune
the disambiguisation process of FRMG and strongly increase its accuracy, from 83% up to 87.17% (in terms
of CONLL Labeled Attachment Score), a level comparable to those reached by statistical parsers trained on
the FTB. Preliminary experiments show that (a) disambiguisation tuning also improve the performances on
other corpora and (b) that FRMG seems to be more stable than statistical parsers on corpora other than the
FTB. Finer-grained comparison of FRMG wrt statistical parsers have been done that provide some insight for
further improvements of FRMG.

The interest is that the technique should be easily adaptable for training data with different annotation schemes.
Furthermore, our motivation was not just to improve the performances on the FTB and for the annotation
scheme of FTB, for instance by training a reranker (as often done for domain adaptation), but to exploit the
FTB to achieve global improvement over all kinds of corpora and for FRMG native annotation scheme.

6.12. Statistical parsing of Morphologically Rich Languages

Participants: Djamé Seddah, Marie-Hélene Candito, Eric Villemonte de La Clergerie, Benoit Sagot.

6.12.1. The SPMRL shared task

Since several years, Djamé Seddah, together with Marie-Héléne Candito and more generally the whole Alpage
team, has played a major role in setting up and animating an international network of researchers focusing on
parsing morphologically rich languages (MRLs).

In 2013, Djamé Seddah led the organization of the first shared task on parsing MRLs, hosted by the fourth
SPMRL workshop and described in a 36-page overview paper that constitutes an in-depth state-of-the-art
analysis and review of the domain [29]. The primary goal of this shared task was to bring forward work on
parsing morphologically ambiguous input in both dependency and constituency parsing, and to show the state
of the art for MRLs. We compiled data for as many as 9 languages, which represents an immense scientific
and technical challenge.

6.12.2. DyALog-SR

The SPMRL 2013 shared task was the opportunity to develop and test, with promising results, a simple beam-
based shift-reduce dependency parser on top of the tabular logic programming system DYALOG. We used
(Huang and Sagae, 2010) as the starting point for this work, in particular using the same simple arc-standard
strategy for building projective dependency trees. The parser was also extended to handle ambiguous word
lattices, with almost no loss w.r.t. disambiguated input, thanks to specific training, use of oracle segmentation,
and large beams. We believe that this result is an interesting new one for shift-reduce parsing.

The current implementation scales correctly w.r.t. sentence length and, to a lesser extent, beam size. Never-
theless, for efficiency reasons, we plan to implement a simple C module for beam management to avoid the
manipulation in DYALOG of sorted lists. Interestingly, such a module, plus the already implemented model
manager, should also be usable to speed up the disambiguation process of DYALO0OG-based TAG parser FRMG
(de La Clergerie, 2005a). Actually, these components could be integrated in a slow but on-going effort to add
first-class probabilities (or weights) in DYALOG, following the ideas of (Eisner and Filardo, 2011) or (Sato,
2008).
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6.12.3. The Alpage-LIGM French parser

6.13.

The second Alpage system that participated to the SPMRL shared task, although on French language only,
was developed in collaboration with Mathieu Constant (LIGM), based on the Bonsai architecture. This system
is made of several single statistical dependency parsing systems whose outputs are combined into a reparser.
We use two types of single parsing architecture: (a) pipeline systems; (b)*joint” systems.

The pipeline systems first perform multi-word expression (MWE) analysis before parsing. The MWE analyzer
merges recognized MWE:s into single tokens and the parser is then applied on the sentences with this new
tokenization. The parsing model is learned on a gold training set where all marked MWEs have been merged
into single tokens. For evaluation, the merged MWEs appearing in the resulting parses are expanded, so that
the tokens are exactly the same in gold and predicted parses.

The “joint” systems directly output dependency trees whose structure comply with the French dataset
annotation scheme. Such trees contain not only syntactic dependencies, but also the grouping of tokens into
MWE:s, since the first component of an MWE bears dependencies to the subsequent components of the MWE
with a specific label. At that stage, the only missing information is the POS of the MWESs, which we predict
by applying a MWE tagger in a post-processing step.

This parsing system obtains the best results for French, both for overall parsing and for MWE recognition,

using a reparsing architecture that combines several parsers, with both pipeline architecture (MWE recognition
followed by parsing), and joint architecture (MWE recognition performed by the parser).

Towards a French FrameNet

Participants: Marie-Héléne Candito, Marianne Djemaa, Benoit Sagot, Eric Villemonte de La Clergerie,
Laurence Danlos.

The ASFALDA project ! is a three-year project which started in October 2012, with the objective of building
semantic resources (generalizations over predicates and over the semantic arguments of predicates) and a
corresponding semantic analyzer for French. We chose to build on the work resulting from the FrameNet
project [47], 2 which provides a structured set of prototypical situations, called frames, along with a semantic
characterization of the participants of these situations (called frame elements, FEs). The resulting resources
will consist of :

1. a French lexicon in which lexical units are associated to FrameNet frames,
2. asemantic annotation layer added on top of existing syntactic French treebanks
3. and a frame-based semantic analyzer, focused on joint models for syntactic and semantic analysis.

In the first year of the project, we focused on the first of these objectives. A team of 10 active members,
from Alpage, the Laboratoire de Linguistique Formelle (LLF), the MELODI team (IRIT - Toulouse) and the
CEA-List partners achieved :

e the delimitation and adaptation to French of a set of FrameNet frames, in order to cover a set
of specific notional domains (commercial transaction, communication, cognitive positions, judg-
ment/evaluation, temporal relations, spatial position, causality).

e and the semi-automatic construction of a French lexicon in which French lexical units are associated
with frames

The current resource contains 110 frames, and roughly 2500 lexical units / frame pairs. The next phase consists
in automatic pre-annotation of semantic annotations, that will serve as basis for the manual validation phase.

Note that a publication describing the project and these first achievements shall be presented at the LREC
2014 conference.

1 https://sites.google.com/site/anrasfalda/
2https://1“raunenet.icsi.berkeley.edu/
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Modelisation of discourse structures with DSTAG
Participant: Laurence Danlos.

This work was done within the ANR Polymnie, in collaboration with Sylvain Pogodalla and Philippe de Groote
from LORIA.

Neg-Raising (NR) verbs form a class of verbs with a clausal complement that show the following behavior:
when a negation syntactically attaches to the matrix predicate, it can semantically attach to the embedded
predicate. Such an implication does not always hold. Some contexts make it impossible to consider the
negation as having scope over the embedded predicate only. This corresponds to the non-NR reading of the
predicate.

We have developed and published [20] an account of NR predicates within Tree Adjoining Grammars (TAG)
that relies on a Montague-like semantics for TAG. The different properties of NR predicates are rendered
at different levels: the ambiguity of the readings is modeled by lexical ambiguity; the scoping and cyclicity
properties are modeled through the lexical semantics and the higher-order interpretation of adjunction nodes;
spurious am- biguities are avoided using fine-grained types for terms representing derivation trees. This
provides us with a base layer where to account for interactions with discourse connectives and discourse
representation represented in DSTAG.

Annotation of discourse structures on the FTB
Participants: Laurence Danlos, Margot Colinet.

With the aim of annotating the French TreeBank (FTB, already annotated for syntax) with discourse informa-
tion, we have been working on the first step of the project, namely identify all the occurrences of discourse
connectives in the FTB. This raises problems for lexemes which are ambiguous with a discourse usage and
other uses. In collaboration with Mathilde Dargnat (ATILF) and Grégoire Winterstein, we have been working
on the preposition pour (around 1500 occurrences) and the adverb alors (300 occurrences). This work is the
basis for a future annotation manual.

In parallel, we have been working on adverbial discourse connectives and published on the topic [17]. This
paper focuses on the following question: does the only syntactic argument of an adverbial discourse connective
correspond to its second semantic argument? It shows that this is not always the case, which is a problem for
the syntax-semantics interface. This interface brings us to distinguish two classes of adverbial connectives we
sketch the study of.

Pairwise coreference models

Participant: Emmanuel Lassalle.

In collaboration with Pascal Denis (Magnet, Inria), we have proposed a new method for significantly
improving the performance of pairwise coreference models [34]. Given a set of indicators, our method
learns how to best separate types of mention pairs into equivalence classes for which we construct distinct
classification models. In effect, our approach finds an optimal fea- ture space (derived from a base feature set
and indicator set) for discriminating coreferential mention pairs. Although our approach explores a very large
space of possible feature spaces, it remains tractable by exploiting the structure of the hierarchies built from
the indicators.

In the framework of decision trees, this method can be seen as a pruning procedure and thus can be combined
with different methods for expanding a decision tree. It can also be compared to polynomial kernels, but has
the advantage of a lower computational complexity [21]. Our experiments on the CoNLL-2012 Shared Task
English datasets (gold mentions) indicate that our method is robust relative to different clustering strategies
and evaluation metrics, showing large and consistent improvements over a single pairwise model using the
same base features. Our best system obtains a competitive 67.2 of average F1 over MUC, B3, and CEAF
which, despite its simplicity, places it above the mean score of other systems on these datasets.
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6.17. Identification of implicit discourse relations
Participant: Chloé Braud.

In collaboration with Pascal Denis (Magnet, Inria), we have developed a system for identifying “implicit”
discourse relations (that is, relations that are not marked by a discourse connective) [33]. Given the little
amount of available annotated data for this task, our system also resorts to additional automatically labeled
data wherein unambiguous connectives have been suppressed and used as relation labels, a method introduced
by Marcu and Echihabi (2002). As shown by Sporleder and Lascarides (2008) for English, this approach
doesn’t generalize well to implicit relations as annotated by humans. We have shown that the same conclusion
applies to French due to important distribution differences between the two types of data. In consequence,
we propose various simple methods, all inspired from work on domain adaptation, with the aim of better
combining annotated data and artificial data. We have evaluated these methods through various experiments
carried out on the ANNODIS corpus: our best system reaches a labeling accuracy of 45.6%, corresponding to
a 5.9% significant gain over a system solely trained on manually labeled data.
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6. New Results

6.1. Integral equations on multi-screens

We developed a new functional framework for the study of scalar wave scattering by objects, called multi-
screens, that are arbitrary arrangements of thin panels of impenetrable materials. From a geometric point of
view, multi-screens are a priori non-orientable non-Lipschitz surfaces. We use our new framework to study
boundary integral formulations of the scattering by such objects.

6.2. Second-kind Galerkin boundary element method for scattering at
composite objects

In the context of scattering of time-harmonic acoustic waves at objects composed of several homogeneous
parts with different material properties, a novel second-kind boundary integral formulation for this scatter-
ing problem was proposed in [X. Claeys, A single trace integral formulation of the second kind for acoustic
scattering, Report 2011-14, SAM, ETH Ziirich]. We recasted it into a variational problem set in L2 and inves-
tigated its Galerkin boundary element discretization from a theoretical and algorithmic point of view. Empiric
studies demonstrate the competitive accuracy and superior conditioning of the new approach compared to a
widely used Galerkin boundary element approach based on a first-kind boundary integral formulation.

6.3. Instability phenomenon for a rounded corner in presence of a negative
material

We studied a 2D transmission problem between a positive material and a negative material. In electromagnet-
ics, this negative material can be a metal at optical frequencies or a negative metamaterial. We highlighted an
unusual instability phenomenon in some configurations: when the interface between the two materials presents
arounded corner, it can happen that the solution depends critically on the value of the rounding parameter. To
prove this result, we provided an asymptotic expansion of the solution, when it is well-defined, in the geom-
etry with a rounded corner. Then, we demonstrated that the asymptotic expansion is not stable with respect
to the rounding parameter. We also conducted obtained numerical experiments with finite element methods to
validate these results.

6.4. Parallel design and performance of direction preserving preconditioners

In the context of preconditioned iterative methods, our work has focused on so called direction preserving
preconditioners. In [9] we consider the parallel design and performance of nested filtering factorization (NFF),
a multilevel parallel preconditioning technique for solving large sparse linear systems of equations by using
iterative methods. NFF is based on a recursive decomposition that requires first to permute the input matrix,
which can have an arbitrary sparsity structure, into a matrix with a nested block arrow structure. This recursive
factorization is a key feature in allowing NFF to have limited memory requirements and also to be very
well suited for hierarchical parallel machines. NFF is also able to preserve some directions of interest of the
input matrix A. Given a set of vectors T' which represent the directions to be preserved, the preconditioner
M satisfies a right filtering property MT = AT. This is a property which has been exploited in different
contexts, as multigrid methods [Brandt et al., 2011, SIAM J. Sci. Comput.], semiseparable matrices [Gu et
al, 2010, SIAM J. Matrix Anal. Appl.], incomplete factorizations [Wagner, 1997, Numer. Math] , or nested
factorization [Appleyard and Cheshire, 1983, SPE Symposium on Reservoir Simulation]. It is well known
that for difficult problems with heterogeneities or multiscale physics, the iterative methods can converge very
slowly, and this is often due to the presence of several low frequency modes. By preserving the directions
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corresponding to these low frequency modes in the preconditioner, their effect on the convergence is alleviated
and a much faster convergence is often observed. NFF can be seen as an extension of nested factorization that
can be used for matrices with arbitrary sparsity structure and for which the computation can be performed
in parallel. While the algebra of NFF has been introduced previously [Grigori et al, 2010, Inria tech. report],
we relate the arithmetic complexity of NFF to the depth of recursion of its decomposition, and with our data
distribution and implementation, we estimate its arithmetic and communication complexity. We also discuss
the convergence of NFF on a set of matrices arising from the discretization of a boundary value problem with
highly heterogeneous coefficients on three-dimensional grids. Our results show that on a 400 x 400 x 400
regular grid, the number of iterations with NFF increases slightly while increasing the number of subdomains
up to 2048. In terms of runtime performance on Curie, a Bullx system formed by nodes of two eight-
core Intel Sandy Bridge processors, NFF scales well up to 2048 cores and it is 2.6 times faster than the
domain decomposition preconditioner Restricted Additive Schwarz (RAS) as implemented in PETSc http://
www.mcs.anl.gov/petsc/. The choice of the filtering vectors plays an important role in direction preserving
preconditioners. There are problems for which we have prior knowledge of the near kernel of the input matrix,
and this is indeed the case for the problems tested in this paper. They can also be approximated by using
techniques similar to the ones used in deflation, however we do not discuss further this option here.

6.5. New resuls in communication avoiding algorithms for sparse linear
algebra

In the context of sparse linear algebra algorithms, our recent results focus on two operations, incomplete LU
factorization preconditioners and sparse matrix-matrix multiplication.

In [12] we present a communication avoiding ILUO preconditioner for solving large linear systems of equations
by using iterative Krylov subspace methods. Recent research has focused on communication avoiding Krylov
subspace methods based on so called s-step methods. However there was no communication avoiding
preconditioner available yet, and this represents a serious limitation of these methods. Our preconditioner
allows to perform s iterations of the iterative method with no communication, through ghosting some of the
input data and performing redundant computation. It thus reduces data movement by a factor of 3s between
different levels of the memory hierarchy in a serial computation and between different processors in a parallel
computation. To avoid communication, an alternating reordering algorithm is introduced for structured and
unstructured matrices, that requires the input matrix to be ordered by using a graph partitioning technique such
as k-way or nested dissection. We show that the reordering does not affect the convergence rate of the ILUO
preconditioned system as compared to k-way or nested dissection ordering, while it reduces data movement
and should improve the expected time needed for convergence. In addition to communication avoiding Krylov
subspace methods, our preconditioner can be used with classical methods such as GMRES or s-step methods
to reduce communication.

In [6] we consider a fundamental problem in combinatorial and scientific computing, the sparse matrix-matrix
multiplication problem. Obtaining scalable algorithms for this operations is difficult, since this operation has
a poor surface to volume ratio, that is a poor data re-use. We consider that the input matrices are random,
corresponding to Erdos-Renyi random graphs. We determine new lower bounds on communication for this
case, in which we assume that the algorithm is sparsity independent, where the computation is statically
partitioned to processors independent of the sparsity structure of the input matrices. We show in this paper that
existing algorithms for sparse matrix-matrix multiplication are sub-optimal in their communication costs, and
we obtain new algorithms which are communication optimal, communicating less than the previous algorithms
and matching new lower bounds.

6.6. New resuls in communication avoiding algorithms for dense linear algebra

In the context of dense linear algebra algorithms, we have focused on two operations, LU factorization and
rank revealing QR factorization.
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In [4] we present block LU factorization with panel rank revealing pivoting (block LU_PRRP), a decompo-
sition algorithm based on strong rank revealing QR panel factorization. Block LU_PRRP is more stable than
Gaussian elimination with partial pivoting (GEPP), with a theoretical upper bound of the growth factor of
1+ Tb)(n/ b)fl, where b is the size of the panel used during the block factorization, 7 is a parameter of the
strong rank revealing QR factorization, n is the number of columns of the matrix, and for simplicity we assume
that n is a multiple of b. We also assume throughout all the paper that 2 < b < n. For example, if the size of
the panel is b = 64, and 7 = 2, then (1 + 26)™/? =" = (1.079)" "% « 271, where 2"~ is the upper bound
of the growth factor of GEPP. Our extensive numerical experiments show that the new factorization scheme is
as numerically stable as GEPP in practice, but it is more resistant to pathological cases. The block LU_PRRP
factorization does only O(n2b) additional floating point operations compared to GEPP.

We also present block CALU_PRRP, a version of block LU_PRRP that minimizes communication, and
is based on tournament pivoting, with the selection of the pivots at each step of the tournament being
performed via strong rank revealing QR factorization. Block CALU_PRRP is more stable than CALU,
the communication avoiding version of GEPP, with a theoretical upper bound of the growth factor of
(1+ Tb)%(HH)_l, where H is the height of the reduction tree used during tournament pivoting. The upper
bound of the growth factor of CALU is 2*(#+D~1 Block CALU_PRRP is also more stable in practice and is
resistant to pathological cases on which GEPP and CALU fail.

We have also introduced CARRQR (paper submitted to SIAM Journal on Matrix Analysis and Applications),
a communication avoiding rank revealing QR factorization with tournament pivoting. We show that CARRQR
reveals the numerical rank of a matrix in an analogous way to QR factorization with column pivoting (QRCP).
Although the upper bound of a quantity involved in the characterization of a rank revealing factorization is
worse for CARRQR than for QRCP, our numerical experiments on a set of challenging matrices show that this
upper bound is very pessimistic, and CARRQR is an effective tool in revealing the rank in practical problems.
Our main motivation for introducing CARRQR is that it minimizes data transfer, modulo polylogarithmic
factors, on both sequential and parallel machines, while previous factorizations as QRCP are communication
sub-optimal and require asymptotically more communication than CARRQR. Hence CARRQR is expected to
have a better performance on current and future computers, where commmunication is a major bottleneck that
highly impacts the performance of an algorithm.

6.7. Scalable Schwarz domain decomposition methods

Domain decomposition methods are, alongside multigrid methods, one of the dominant paradigms in contem-
porary large-scale partial differential equation simulation. A lightweight implementation [8] of a theoretically
and numerically scalable preconditioner was developped in the context of overlapping methods. The perfor-
mance of this work is assessed by numerical simulations executed on thousands of cores, for solving various
highly heterogeneous elliptic problems in both 2D and 3D with billions of degrees of freedom. Such problems
arise in computational science and engineering, in solid and fluid mechanics.

For example, in 3D, the initial highly heterogeneous problem of 74 million unknowns is solved in 200 seconds
on 512 threads. Using 16384 threads, the problem is now made of approximately 2.3 billions unknowns,
and it is solved in 215 seconds, which yields an efficiency of ~ 90%. In 2D, the initial problem of 695
million unknowns is solved in 175 seconds on 512 threads. Using 16384 threads, the problem is now made of
approximately 22.3 billions unknowns, and it is solved in 187 seconds, which yields an efficiency of ~ 96%.

6.8. Schur domain decomposition methods

We have introduced spectral coarse spaces for the BDD and FETI methods in [5]. These coarse spaces are
specifically designed for the two-level methods to be scalable and robust with respect to the coefficients in the
equation and the choice of the decomposition. We achieve this by solving generalized eigenvalue problems on
the interfaces between subdomains to identify the modes which slow down convergence. Theoretical bounds
for the condition numbers of the preconditioned operators which depend only on a chosen threshold and the
maximal number of neighbours of a subdomain were proved. For FETI there are two versions of the two-level
method: one based on the full Dirichlet preconditioner and the other on the, cheaper, lumped preconditioner.
Some numerical tests confirm these results.
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6.9. Non conforming domain decomposition methods

We have designed and analyzed a new non-conforming domain decomposition method, named the NICEM
method, based on Schwarz-type approaches that allows for the use of Robin interface conditions on non-
conforming grids. The method is proven to be well posed. The error analysis is performed in 2D and in 3D for
P1 elements. Numerical results in 2D illustrate the new method. This work is in collaboration with C. Japhet
and Y. Maday.

6.10. Quadratic finite elements with non-matching grids for the unilateral
boundary contact

We analyze in [3] a numerical model for the Signorini unilateral contact, based on the mortar blue method,
in the quadratic finite element context. The mortar frame enables one to use non-matching grids and brings
facilities in the mesh generation of different components of a complex system. The convergence rates we
state here are similar to those already obtained for the Signorini problem when discretized on conforming
meshes. The matching for the unilateral contact driven by mortars preserves then the proper accuracy of the
quadratic finite elements. This approach has already been used and proved to be reliable for the unilateral
contact problems even for large deformations. We provide however some numerical examples to support the
theoretical predictions with FreeFem++ (http://www.freefem.org/ff++).
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5. New Results

5.1. RNA

./../../../projets/amib/IMG/designconstrained.png

Figure 3. Language-theoretical constructs for the constrained design of RNAs. Starting from a secondary structure,
the language of sequences compatible with base-pairing constraints is modeled as a context-free grammar (Left),
while forced and forbidden motifs (here, { AA} is forbidden, and {AGC, GG} are forced) can be modeled by a
dedicated automaton (Right).

5.1.1. RNA design through random generation

Extensive experiments revealed a drift of existing software towards sequences with a high G+C-content.
Relying on our random generation methods, we showed how to control this distributional bias in sequences
using a multidimensional Boltzmann sampling [30], [22]. We also explored the combination of random
generation (global sampling) and local search into a novel category of glocal approaches, yielding promising
results.

Finally, we explored language-theoretic constructs, namely products of finite-state automata and context-free
languages, to force or forbid the presence of identified functional motifs within designed sequences [33].
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Towards 3D modeling of large molecules

Ab initio research benefited from our works on research and classification of RNA structural motifs [63].
Significant progress towards the ab initio prediction of the 3D structure of large RNAs were achieved. This
problem is beyond the scope of current approaches and we proposed a promising coarse-grained approach
based on game theory [13] that scales up to several hundreds of bases.

Fast-fourier transform for riboswitch

In the field of RNA computational biology, many algorithms use dynamic programming to partition the folding
landscape according to a set of structural parameters. More precisely, the goal is to compute the number (resp.
cumulated Boltzmann weight) ¢, ,, ... Of secondary structures having p; occurrences of some structural
parameter P;, where P; may denote the distance to a reference structure, the number of # helices, base-
pairs...The resulting algorithms, although polynomial in theory, are usually unusable in practice, particularly
due to their unreasonable complexities (typically ©(n3+2%)/0Q(n?**) time/memory for k parameters) and
the intrinsic difficulties one encounters while trying to distribute their computation over multiple processors
(highly connected dependency graph).

In collaboration with P. Clote’s group (Boston College), we have described generic algorithmic principles
to dramatically decrease these complexities, and make this class of algorithms practical. The main idea
is to capture the partitioned space within a large polynomial, which can typically be efficiently evaluated
(typically in ©(n?)) as soon as the parameters are additive. One can then perform (possibly in parallel) ©(n*)
independent evaluations of the polynomial, and use the Discrete Fourier Transform to recover the coefficients
in ©(k - n* - log (n)) time. Applying these principles to the RNAbor algorithm, whose complexities were in
©(n%)/©(n?), we obtained an novel ©(n*) /O (n?) (parallelizable in ©(n?)/O(n?) time/memory on m — oo
processors), we obtained a novel algorithm to detect bistable thermodynamic structures, such as riboswitches,
which we presented at Recomb’13 [32].

5.2. Sequences

5.2.1.

Random generation

The random generation of decomposable combinatorial structures, pioneered by P. Flajolet in the 80s, provides
an elegant, yet powerful, framework to model and sample the objects which appear in computational biology.
Random samples can then be used to assert the significance of a given observable when closed form formulae
are difficult to obtain.

Messenger RNAs (mRNAs) encode proteins, but may also independently feature structured motifs which are
crucial to recoding and alternative splicing mechanisms. In order to predict such motifs, the stability of smaller
regions within a given mRNA must be compared to that of sequences generated with respect to a background
model which, at the same time, preserves the encoded amino-acid sequence and the capacity of the overall
sequence to form a stable fold (proxy-ed by the dinucleotide composition). Using multidimensional Boltzmann
sampling, we have revisited the underlying — well-defined, yet never solved exactly — random generation
problem, and provided the first unbiased and practical algorithm for the problem [27]. The algorithm,
developed in collaboration with McGill and Université de Montréal (Canada), has linear time complexity
as soon as a small tolerance (typically ©(1/4/n)) on the composition is allowed.

Some other biological objects, such as RNA secondary structures, naturally appear with probabilities which are
poorly modeled by the uniform distribution. To better model such objects, Denise ef al [3] have introduced the
weighted distribution, and adapted classic random generation algorithms such that each object within a given
combinatorial family can be generated with respect to it. However, the exponentially increasing probability
ratio between the most and least probable object sometimes leads to a large degree of redundancy within
generated sets . To work around this issue, and generate non-redundant sets of objects, we have proposed a
sequential algorithm with deterministically avoids any previously generated word, without introducing any
bias in the generation [17].
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./../../../projets/amib/IMG/sparcs.png

Figure 4. Workflow of our NASP pipeline [27]: An assessment of significantly (un)-structured regions in
protein-coding RNAs can be achieved through a dinucleotide-preserving random generation of sequences encoding
the same protein.
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Figure 5. A uniform random generation of words avoiding a predefined set of words can be achieved using a
dedicated data structure, leading to a careful correction of the emission probabilities. Enriching the set of
forbidden words after each generation, one obtains a non-redundant generation algorithm [17].
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Besides, in collaboration with the Fortesse group at LRI, we developed a new divide and conquer algorithm
for the random generation of words of regular languages, and we performed a complete benchmarking of all
state-of-the-art methods dedicates to this problem [56].

./../../../projets/amib/IMG/RNAPyro.png

Figure 6. While simultaneously sequencing the genome of a (microbial) community, Next-Generation Sequencing
techniques produce small genomic fragments, whose diversity arises from a combination of genetic variants and
sequencing errors. We used knowledge of the RNA secondary structure to develop a pre-filter that detects and
corrects post-mapping sequencing errors.

5.2.2. Next Generation Sequencing (NGS)

As a side-product of our previous collaborative studies with J. Waldispiihl (McGill, Canada), focusing on
sequence/structure relationship in RNA, we revisited the problem of detecting and correcting RNA sequences
obtained using pyrrosequencing techniques. Indeed, ribosomal RNAs are often used to estimate the population
diversity within a microbiome, and sequencing errors may lead to biased estimates. In this context, we
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investigated whether a complete knowledge of the RNA secondary structure could be exploited to detect and
correct errors in NGS reads.

To that end, we introduced a probabilistic model, defined over all sequences at maximal distance d from the
input read and their respective folding. This model captures both the stability of the induced fold and its com-
patibility with a reference multiple sequence alignment. We designed a linear-time inside/outside algorithm to
compute exactly the probability that a given position is mutated in the ensemble. Our initial implementation,
presented at RECOMB’ 13 [29] and published an extended version in Journal of Computational Biology [23],
revealed encouraging results, and we plan to combine it with a population diversity estimator to test its poten-
tial in a metagenomics context.

Combinatorics of motifs

An algorithm for pvalue computation has been proposed in [44] that takes into account a Hiddden Markov
Model and an implementation, SUFPREF, has been realized (http://server2.lpm.org.ru/bio).

Combinatorics of clumps have been extensively studied, leading to the definition of the so-called canonic
clumps. It is shown in [28] that they contain the necessary information needed to calculate, approximate, and
study probabilities of occurrences and asymptotics. This motivates the development of a clump automaton.
It allows for a derivation of pvalues, decreasing the space and time complexity of the generating function
approach or previous weighted automata.

Large deviations approximations are needed for very rare events, e.g. very small pvalues, as Gaussian
approximations are known not to be applicable. In [21], combinatorial properties of words allow to provide an
explicit and tractable formula for the tail distribution with a low space and time complexity and a guaranteed
tightness. Double strands counting problem is addressed where dependencies between a sequence and its
complement plays a fundamental role. A large deviation result is also provided for a set of small sequences,
with non-identical distributions. Possible applications are the search of cis-acting elements in regulatory
sequences that may be known, for example from ChIP-chip or ChipSeq experiments, as being under a similar
regulatory control. In a recent internship at L1X, F. Pirot detected a Chi-like motif in Archae genome.

In a collaboration with AlFarabi University, where M. Régnier acts as a foreign co-advisor), word statistics
were used to identify mRINA targets for miRNAs involved in various cancers [8], [9].

5.3. 3D Modelling and Interactions

Transmembrane beta-barrel proteins (TMB) account for 20 to 30% of identified proteins in a genome but, due
to difficulties with standard experimental techniques, they are only 2% of the RCSB Protein Data Bank.
Therefore, we study and design algorithmic solutions addressing the secondary structure, an abstraction
of the 3D conformation of a molecule, that only retains the contacts between its residues. Although this
representation may disregard some of the fine details of the molecule conformation, it still retains the
general architecture of molecules, and is especially useful in the study of RiboNucleic Acids (RNAs) and
transmembrane beta-barrel proteins (TMB). The latter class of proteins accounts for 20 to 30% of identified
proteins in a genome but, due to difficulties with standard experimental techniques, they constitute only
2As TMB perform many vital functions, the prediction of their structure is a challenge for life sciences,
while the small number of known structures prohibits knowledge-based methods for structure prediction. As
TMBs are strongly structured objects, model based methodologies [26], [25] are an interesting alternative to
these conventional methods. The efficiently obtained 3D structures provide a good model for further 3D and
interaction analyses.

In a recent work [34], we focused on the identification of protein-protein complexes based on the putative
interaction between pairs of proteins as the sole source of information. From the results obtained on E. coli,
we started working on the prediction of multi-body protein complexes from sequence information alone.

In our protein-RNA project, we managed to obtain the first learning results. We optimized the RosettaDock
scores and showed that such an optimization cannot be done efficiently without expert knowledge. The first
results are to be presented at EGC in 2014 [61].
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Large scale cross-docking study of the specificity of protein-protein interactions

The year 2013 saw the conclusion of a long-term collaboration, involving A. Carbone (UPMC) and A. Lopes
(IGM, Paris XI). In a recent paper published in the prestigious Plos Computational Biology [16] journal, we
showed that combining coarse-grain molecular cross-docking simulations and binding site predictions based
on evolutionary sequence analysis is a viable route to identify true interacting partners for hundreds of proteins
with a variate set of protein structures and interfaces. Also, we realized a large-scale analysis of protein binding
promiscuity and provided a numerical characterization of partner competition and level of interaction strength
for about 28000 false-partner interactions. Finally, we demonstrated that binding site prediction is useful to
discriminate native partners, but also to scale up the approach to thousands of protein interactions. This study
was based on a large computational effort made by thousands of internet users helping the World Community
Grid over a period of 7 months.

5.4. Data Integration

Work performed in the Data Integration axis this year has been dedicated to the design and implementation
of a new approach to reduce the complexity of scientific workflow structures. More precisely, we focused on
the presence of “anti-patterns” in the workflow structures, idiomatic structures that lead to over-complicated
design. We have then proposed the DistilFlow method and a tool for automatically detecting such anti-patterns
and replacing them with different patterns which result in a reduction in the workflow’s overall structural
complexity [10] (BMC Journal paper accepted, published early 2014). This work has been performed in close
collaboration with the Taverna group from the University of Manchester.

DistilFlow is part of J. Chen’s thesis who has defended his PhD on October 11th, 2013 [7] and is now back to
China as a research assistant in Lanzhou University.

5.5. Systems Biology

5.5.1.

Systems Biology includes the study of interaction networks such as gene regulatory, metabolic, or signaling
networks. It involves both designing the topology of the networks and predicting their dynamic and spatiotem-
poral aspects. It requires the import of concepts from across various disciplines and crosstalk between theory,
benchwork, modelling and simulation.

Topological analysis of metabolic networks

In [73] we have developed a biclustering algorithm for elementary flux modes that is based on the Agglom-
eration of Common Motifs (ACoM). This allows a drastic diminution of the number of less significant fluxes
and a kind of factorization of most important fluxes, yielding an algorithm running in quadratic time in the
number of elementary flux modes.

We applied this algorithm to describe the decomposition into elementary flux modes of the central carbon
metabolism in Bacillus subtilis and of the yeast mitochondrial energy metabolism. For Bacillus subtilis, a
specific inhibition on the second domain of the lipoamide dehydrogenase (pdhD) component of pyruvate
dehydrogenase complex that leads to the loss of all fluxes was exhibited [20]. Such a conclusion is not
predictable in the classical approach.

5.5.2. Evolution of metabolic networks

A collaboration with IGM on the evolution of metabolic networks is ungoing. We aim at understanding
how such networks would emerge over time among the variety of species, and how these changes could
be responsible for characteristic life traits. Our methodology to characterize the evolutionary origin of the
enzymatic repertoire of different fungal groups relies on machine learning. Preliminary results were presented
at JoBIM 2013 [35].
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Signaling networks

Our goal is to help the understanding of signaling pathways involving (GPCR) and to provide means
to semi-automatically construct the signaling networks. Our method takes into account various kinds of
biological experiments and their origin and automatically builds and draws the inferred network. Comparing
the automatically deduced network with an already known fragment of the FSHR network allowed us to obtain
new interesting hypotheses that are currently experimentally tested by biologists, our collaborators from INRA-
B1osin Tours. In the next months, experimental data for some GPCR (FSH, SHT2 et SHT4) will be prepared
by B10S and IGF (Montpellier), in the context of a GPCRNET ANR project.

Besides, in collaboration with K. Inoue, through the NII International Internship Program, we have studied
the System Biology Graphical Notation language, a standard for expressing molecular networks, especially
signaling networks, and proposed a translation of SBGN-AF into a logical formalism [31].

5.5.3.1. Modelling with Hsim

In a collaboration of P. Amar with microbiologists, the group of Marie-Joélle Virolle from the Institut de
Génétique et de Microbiologie, a first explicative model was proposed for the sigmoidicity of the shape of
the survival curve of bacteria (S. lividans) having a antibiotic resistance gene, expressed at different levels, in
presence of a constant concentration of antibiotics [24], [6], [18], [41].

This is particularly important since this method of inclusion of an antibiotics resistance gene to report the
activity of its promoter is widely used in the streptomyces community.

5.5.3.2. Cancer and metabolism

It is shown in M. Behzadi’s PhD thesis that most systems have very stable behaviours and that even large
variations of their chemical characteristics do not affect the nature of the equilibria. This very general situation
has been discovered by simulation but in some cases it is even possible to prove it mathematically.

Our collaborators M. Israél and L. Schwartz have listed more than a hundred tentative such bifurcations that
we intend to study systematically. A preliminary study of the mitotic cycle with L. Paulevé has also put in
evidence the strong influence of the pH of the cell on its capacity to duplicate. The PhD thesis of E. Bigan,
co-directed by S. Daoudi (Univ. Denis Diderot) and J.-M. Steyaert investigates the generic properties of such
complex systems and confirms that the ones we have already studied are not exceptions [43]. Some prospective
cases are studied in [14].
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6. New Results

6.1. Geophysical flows

6.1.1. A numerical scheme for the Saint-Venant equations

6.1.2.

6.1.3.

6.1.4.

6.1.5.

Participants: Emmanuel Audusse, Christophe Chalons [Univ. Versailles], Philippe Ung.

In order to improve the numerical simulations of the shallow-water equations, one has to face three important
issues related to the well-balanced, positivity and entropy-preserving properties, as well as the ability to handle
vacuum states. In that purpose, we propose a Godunov-type method based on the design of a three-wave
Approximate Riemann Solver (ARS) which satisfies all aformentioned properties.

Two-phase flows

Participants: Frédéric Coquel [CNRS], Jean-Marc Hérard [EDF], Khaled Saleh [IRSN], Nicolas Seguin.

After having developed numerical schemes for models of compressible two-phase flows [17], [19], we have
proven some fundamental properties of these systems: symmetrizability and (non strict) convexity of the
entropy [18]. This enables us now to address the well-posedness of these models when the relaxation terms
are included.

Non-hydrostatic models

Participants: Marie-Odile Bristeau, Dena Kazerani, Anne Mangeney, Jacques Sainte-Marie, Nicolas Seguin.

The objective is to derive a model corresponding to a depth averaged version of the incompressible Euler
equations with free surface. We have already contributed to this subject but the obtained results extend previous
ones [29] in several directions:

e the derivation of the model is more rigorous and follows the entropy-based moment closures
proposed in [28],

e the properties of the model and especially its connections with Green-Nagdhi model have been
investigated,

e afamily of analytical solutions for the proposed model have been obtained.

These analytical solutions emphasize the non-hydrostatic effects appearing for large slope variations.

Fluids with complex rheology

Participants: Anne Mangeney, Jacques Sainte-Marie.

‘We have been able

e to develop detection, characterization and localisation methods applicable to the seismic signals
generated by rockfalls and thus to analyse ths spatio-temporal change of rockfall localisation and
properties during several years, making it possible to show how rockfalls can be used as a precursor
of volcanic activity,

e to propose an empirical “universal” law describing friction weakening in landslides over a broad
range of volumes and geological contexts,

e to propose a new debris flow model with an energy balance,
e show the existence of a slow propagation phase in granular flows, playing a key role in their dynamics
and in erosion processes.
Dynamics of sedimentary river beds with stochastic fluctuations
Participants: Emmanuel Audusse, Philippe Ung.
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The Exner equation is a coarse model for the dynamics of sedimentary river beds, derived using both many
heuristics and empirism. Though, it is also quite practical for hydraulic engineering applications, and efficient
enough in numerous situations. Our goal in this work is to improve the model by including some effects
that have been neglected so far in the heuristics. In particular, inline with other current research directions in
the field, we study the possibility of introducing some stochasticity in the model. To this end, we suggest to
numerically experiment some recently proposed variations of the Exner equation based on the introduction of
stochastic fluctuations within the standard formulation.

This project has been the subject of a study during the 2013 session of the CEMRACS.

6.2. Ecology and sustainable energies

6.2.1. Hydrodynamic-biology coupling

Participants: Olivier Bernard [Inria BIOCORE], Anne-Céline Boulanger, Marie-Odile Bristeau, Raouf
Hamouda, Jacques Sainte-Marie.

An important part of our research activity is built around a biological and industrial problem: the simulation of
the coupling of hydrodynamics and biology in the context of industrial microalgae culture in outdoor raceways.
The numerical modelling is adressed with the use of a multilayer vertical discretization of hydrostatic Navier-
Stokes equations coupled with a light sensitive Droop model. Numerically, kinetic schemes allow for the
development of efficient, positivity preserving, well balanced and entropy satisfying schemes. Simulations are
carried out in 2D and 3D [1]. From a practical point of view, this model is capable of accounting for the utility
of a paddlewheel and exhibits Lagrangian trajectories underwent by algae. Hence providing hints on the light
history of algae in the pond, which is a key information to biologists, since it enables them to adapt their
phytoplankton growth models to those particular, non natural conditions.

6.3. Coupling methods

6.3.1. Data assimilation for conservation laws associated with kinetic description
Participants: Anne-Céline Boulanger, Philippe Moireau [Inria M3DISIM], Jacques Sainte-Marie.

In order to take advantage of the kinetic description of conservation laws already used for the building of
efficient schemes, an innovative data assimilation method for hyperbolic balance laws based in a Luenberger
observer on the kinetic equation is developed. It provides a nice theoretical framework for scalar conservation
laws, for which we study the cases of complete observations, partial observations in space, in time, and noisy
observations. As far as systems are concerned, we focus on the Saint-Venant system, which is hyperbolic,
nonlinear and has a topographic source term. We build an observer based only on water depths measurements.
Numerical simulations are provided in the case of scalar laws and systems, in one and two dimensions, which
validate the efficiency of the method [14].

6.3.2. Mach-parametrized flows
Participants: Stéphane Dellacherie [CEA], Bruno Després [UPMC Paris 6], Yohan Penel.

In order to enrich the modelling of fluid flows, we investigate in this paper a coupling between two models
dedicated to distinct regimes. More precisely, we focus on the influence of the Mach number as the low Mach
case is known to induce theoretical and numerical issues in a compressible framework. A moving interface is
introduced to separate a compressible model (Euler with source term) and its low Mach counterpart through
relevant transmission conditions. A global steady state for the coupled problem is exhibited. Numerical
simulations are then performed to highlight the influence of the coupling by means of a robust numerical
strategy [20].

6.3.3. Error analysis in a coupling strategy

Participants: Clément Cances [UPMC Paris 6], Frédéric Coquel [CNRS], Edwige Godlewski, Hélene Mathis
[Univ. Nantes], Nicolas Seguin.
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We have proposed in a simplified framework an error analysis for an adaptive method which automatically
selects the optimal model to use, the choice being between a reference model and an associated simplified
one, see [15]. In particular, we are able to balance the thickness of the coupling buffer zone with the threshold
on the modelling error which appears when introducing the coarse model.

6.4. Software development and assessments

6.4.1. Analytical solutions for the incompressible Euler system
Participants: Anne-Céline Boulanger, Marie-Odile Bristeau, Jacques Sainte-Marie.

We have proposed in [5] a large set of analytical solutions (FRESH-ASSESS) for the hydrostatic incompress-
ible Euler system in 2d and 3d. These solutions mainly concern free surface flows but partially free surface
flows are also considered. These analytical solutions can be especially useful for the validation of numerical
schemes.

6.4.2. Software

Several tasks have been achieved in the FRESHKISS3D software (§ 5.1 ):
e  First tests with a uniform pression before moving to the variable case;

e Rethinking of the C++ code with an object-oriented rewriting which provides a better memory
management;

e Automatic boundary conditions handling in the case of a fluid/solid transition;

e New computations of the particule trajectories when they leave out the domain by means of
directional interpolation procedures;

e Achievement of the 2nd-order space accuracy;

e Taking into account the wind.
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6. New Results

6.1. Process Networks with routing for parallel architectures

Participants: Robert de Simone, Emilien Kofman, Jean-Vivien Millo.

In the past we developed a dedicated Process Network (PN) formalism with explicit static switching/routing
schemes for data flow. This year we considered the practical use of our formalism to model data-streams in
specific applicative contexts.

In a first direction we considered the case of stencil algorithms, usually modeled with cellular automata (CA)
(as in heat or gas propagation models for instance). In that case, the application itself is modeled in a way
strongly similar to a physical architecture consisting of a regular mesh/array of parallel processors (MPPA).
Mapping can seem to be straighforward then, safe that the neighborhood and connection topology may differ
from the CA model to the MPPA. Our results consider efficient routing and propagation schemes on a given
MPPA interconnect fabric, so as to match all-to-all broadcast paterns up to a given distance (on the CA
topology). They are described in [20], and were implemented on Kalray MPPA256 prototype architecture.

A similar modeling effort was conducted, this time on FFT algorithm models (again described as parallel
pipe-lined tasks). Again switching/routing schemes were provided in our formal PN model to map the virtual
logical dependences onto concrete connection patterns in a MPPA256 model. This was the subject of Emilien
Kofman internship, of which preliminary results were presented in a junior workshop [36].

6.2. Formal analysis of MARTE Time Model and CCSL

Participants: Frédéric Mallet, Robert de Simone, Yuliia Romenska, Jean-Vivien Millo, Ling Yin.

We have worked on building analysis methods and tools for running exhaustive analyses on MARTE/CCSL
specifications. This was done by endowing CCSL with a State-Based semantics [51]. Each operator is
described as a boolean state machine, some operators require an infinite number of states. When this is the
case we rely on a lazy representation technique to capture symbolically the infinite number of states [45]. The
semantics of a CCSL specification is then expressed as the synchronized product of the (infinite) state machines
for each operator. Even though the operators are infinite, their composition can sometimes be bounded. When
the synchronized product has only a finite number of reachable states, it is said to be safe. We have identified a
set of representative and frequently used examples where this is the case [38]. When the product is not finite,
our (semi-)algorithm to build the product does not terminate, therefore it is important to be able to know in
advance whether or not the product is safe. We have thus proposed an algorithm to decide whether a CCSL
specification is safe [37]. It relies on an intermediate representation called Clock Causality Graph and uses
results from marked graph theory.

Building the product for a CCSL specification is exponential in the number of clocks and is not practical
for large specifications. So, to avoid building explicitly the product we have proposed another technique to
explore symbolically the state-space of a CCSL specification [49]. This relies on a liveness condition where
no conflict may prevent an infinite clock from ticking infinitely often. Branches that may lead to states where
an infinite clock dies are pruned by a fix-point algorithm.

These two solutions focus on the logical and discrete aspects of MARTE/CCSL, which was devised to unify
logical and physical time constraints. An attempt to support verification of the physical time constraints of
MARTE/CCSL was conducted through the use of UppAal timed automata and model-checker [46]. The
proposed technique combines the logical clocks of CCSL with the real-valued clocks of timed automata.
Synchronous/Polychronous aspects are solved with TimeSquare 5.1 while the UppAal model-checker is used
to explore the space derived from the real-valued clocks.
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6.3. Logical time in Model-Driven Engineering of embedded systems

Participants: Frédéric Mallet, Julien Deantoni, Robert de Simone, Marie-Agnes Peraldi Frati, Matias Vara-
Larsen, Arda Goknil.

In the context of our approach based on logical time to specify causalities and synchronizations on models, 3.2
, we developed an extension of the OMG OCL Object Constraint Language. Named ECL (Event Constraint
Language) it provides such specifications of causalitity and synchronization at syntactic language level, which
enabled then automatic generation of semantic logical time constraints for any model that conforms the
language.

This year, we extended to a new challenge, using logical time constraints to coordinate models of several
distinct languages used jointly for a large heterogeneous system description. This work is reported in [25],
[52].

It was illustrated in practice in the automotive domain by coordinating together the Timed Augmented
Description Language (TADL2) and the EAST-ADL language [34], [32] (the formalisms are rather similar,
but still with clear distinctions at places) .

Finally, we proposed a pattern to assemble the (possibly concurrent) semantics of a language associating our
logical time constraints (based on pure clocks) with a syntactic action language (providing behavior content).
By reifying events and constraints, this specification of the semantics is amenable to its composition [25].
Such approach has been, again, recently used for a first attempt to coordinate distinct behavioral models [47].

As part of our collaboration in the DAESD associated-team with ECNU Shone-SEI in Shanghai we studied the
coupling of discrete-logical with continuous-physical time models, ending with a proposal of Hybrid MARTE
statecharts [19] specified in a style much like a combinaison of MARTE state diagrams and timed automata.

In another setting we presented a new model of scenarios [21], dedicated to the specification and verification
of system behaviours in the context of software product lines (SPL). The formalism uses the logical time
modeling aproach, with a strong link to synchronous semantics. We draw our inspiration from some techniques
that are mostly used in the hardware community, and we show how they could be applied to the verification
of software components and product line variability. We point out the benefits of synchronous languages and
models to bridge the gap between both worlds.

6.4. Multiview modeling and power intent in Systems-on-chip

Participants: Carlos Gomez Cardenas, Ameni Khecharem, Emilien Kofman, Frédéric Mallet, Julien Dean-
toni, Robert de Simone.

Power models for embedded architectures (where power consumption is highly constrained) provide an ideal
example of a non-functional modeling framework with strong interactions with the functional and performance
models: more speed in computation comes at the cost of larger energy consumption. There was also a
demand for a framework allowing combinaison of models, each representing a distinct view of the system.
We demonstrated as part of the HeLP ANR project 8.2.1.1 , followed by the newly started HOPE ANR project
8.2.1.2 , how such multiview modeling could be done, and how it could be connected down to more concrete
simulation code or model, as in SystemC, Docea Power AcePlorer, or Scilab code. The multiview modeling
applied to power intent and power managers was described in [35], and led to the PhD defense of Carlos
Gomez Cardenas in December 2013 [16].

6.5. Performance variability analysis on manycore architectures

Participants: Sid Touati, Amin Oueslati, Franco Pestarini, Robert de Simone, Emilien Kofman.

In the context of the collaboration with Kalray (see 7.1.1 ), we conducted a systematic benchmarking campaign
to test the stability (or low variability) of the performances of the MPPA256 prototype manycore processor.
We first addressed issues of memory access and network latency, then programmed a distributed verson of the
classical ALL_PAIRS_SHORTEST_PATH parallel algorithm with an hybrid OpenMP/MPI style. This was the
objectif of Amin Oueslati Master2 internship. Results were encouraging, and showed stability of performance
over a large set of runs.
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This work is currently extended during the International Internship grant of Franco Pescarini. Specific on-
chip communication modes offered by the MPPA256 processor (namely portal and channel communication
modes) are being extensively benchmarked. Results show time predictability on the case of light on-chip
communication traffic, but stability gets degraded as performance decreases in presence of heavy traffic and
congestion (various runs show quite different execution time).

In another effort we conducted during the internship period of Emilien Kofman an experiment on MPPA256
quite similar to the work conducted as part of the collaboration with Kontron (see 7.1.3 ), exploring various
mapping options of FFT algorithm variants, with the goal of figuring how to best map (in the future) several
such algorithms onto the computation fabric of the many-cores available.

6.6. Off-line (static) mapping of real-time applications onto NoC-based

many-cores
Participants: Thomas Carle, Manel Djemal, Dumitru Potop Butucaru, Robert de Simone, Zhen Zhang.

Modern computer architectures are increasingly relying on multi-processor systems-on-chips (MPSoCs,
also called chip-multiprocessors), with data transfers between cores and RAM banks managed by on-chip
networks (NoCs). This reflects in part a convergence between embedded, general-purpose PC, and high-
performance computing (HPC) architecture designs. In past years we have identified and compared the
hardware mechanisms supporting precise timing analysis and efficient resource allocation in existing NoCs.
We determined that the NoC should ideally provide the means of enforcing a global communications schedule
that is computed off-line and which is synchronized with the scheduling of computations on CPU cores (and
we have built such a NoC).

This year we have focused on the problem of mapping applications onto NoC-based MPSoCs (discussed
in this section) and on the associated problem of timing analysis of the resulting parallel implementations
(discussed in section 6.7 ). On-chip networks used in MPSoCs pose significant challenges to both on-line and
off-line real-time scheduling approaches. They have large numbers of potential contention points, have limited
internal buffering capabilities, and network control operates at the scale of small data packets. Therefore,
precise schedulability analysis requires scalable algorithms working on hardware models with a level of detail
that is unprecedented in real-time scheduling.

We considered an off-line scheduling approach, and we targeted massively parallel processor arrays (MPPAs),
which are MPSoCs with large numbers (hundreds) of processing cores. We proposed a novel allocation and
scheduling method capable of synthesizing such global computation and communication schedules covering
all the execution, communication, and memory resources in an MPPA. To allow an efficient use of the hardware
resources, our method takes into account the specificities of MPPA hardware and implements advanced
scheduling techniques such as pre-computed preemption of data transmissions and pipelined scheduling.

Our method has been implemented within the Lopht tool presented in section 5.4 , and first results are presented
in [54]. One of the objectives of the collaboration with Kalray SA is the evaluation of the possibility of porting
Lopht onto the Kalray MPPA platform.

6.7. WCET estimation for parallel code

Participant: Dumitru Potop Butucaru.

This is joint work with Isabelle Puaut, Inria, EPI ALF.

Classical timing analysis techniques for parallel code isolate micro-architecture analysis from the analysis of
synchronizations between cores by performing them in two separate analysis phases (WCET — worst-case
execution time — and WCRT — worst-case response time analyses). This isolation has its advantages, such
as a reduction of the complexity of each analysis phase, and a separation of concerns that facilitates the
development of analysis tools. But isolation also has a major drawback: a loss in precision which can be
significant. To consider only one aspect, to be safe the WCET analysis of each synchronization-free sequential
code region has to consider an undetermined micro-architecture state. This may result in overestimated
WCETs, and consequently on pessimistic execution time bounds for the whole parallel application.
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The contribution of this work [56], [44] is an integrated WCET analysis approach that considers at the same
time micro-architectural information and the synchronizations between cores. This is achieved by extending
a state-of-the-art WCET estimation technique and tool to manage synchronizations and communications
between the sequential threads running on the different cores. The benefits of the proposed method are twofold.
On the one hand, the micro-architectural state is not lost between synchronization-free code regions running
on the same core, which results in tighter execution time estimates. On the other hand, only one tool is required
for the temporal validation of the parallel application, which reduces the complexity of the timing validation
toolchain.

Such a holistic approach is made possible by the use of deterministic and composable software and hardware
architectures (many-cores with no cache sharing and time-predictable interconnect, static assignment of the
code and data to the memory banks). Such code can be written by hand or automatically synthesized using the
Lopht tool 5.4 or other automatic parallelization techniques.

6.8. Real-time scheduling and code generation for time-triggered platforms

Participants: Thomas Carle, Raul Gorcitz, Dumitru Potop Butucaru, Yves Sorel.

We have continued this year the work on real-time scheduling and code generation for time-triggered plat-
forms. This work was mainly carried out as part of a bilateral collaboration with Astrium Space Transportation
(now part of Airbus Defence and Space), which co-funded with the CNES the post-doctorate of Raul Gorcitz
(started in September).

The work focused this year on the improvement of the real-time scheduling and code generation (the PhD work
of T. Carle), and on determining their adequacy to Astrium’s industrial needs (the post-doc of Raul Gorcitz).
We have improved our specification, mapping, and code generation technique at all levels. We have extended
the Lopht tool to allow automatic mapping and code generation for single-processor and multi-processor
partitioned targets (using an ARINC 653-compliant OS).

6.9. Uniprocessor Real-Time Scheduling

6.9.1.

Participants: Yves Sorel, Falou Ndoye, Daniel de Rauglaudre.

Formal Proofs of Uniprocessor Real-Time Scheduling Theorems

We continued writing a monograph about three formal proofs, done in 2011/2012, in Coq on scheduling
of fixed priority real-time preemptive tasks: one about the scheduling conditions of strict periodicity and
two about the worst response time in the case of preemptive deadline monotonic scheduling. This document
contains about 120 pages for the moment.

6.9.2. Real-Time Scheduling with Exact Preemption Cost

We proposed a new schedulability condition for dependent tasks executed on a uniprocessor which takes
into account the exact preemption cost. Unlike the work presented in [10] which achieves that goal only for
fixed priority tasks, our schedulability condition considers fixed as well as dynamic priorities tasks. Thus, we
can overcome priority inversions involved by data dependent tasks. The schedulability analysis based on this
schedulability condition led to an off-line scheduler [42] described by a scheduling table. Therefore, we have
proposed an on-line time-trigger scheduler which implements this scheduling table. Compared to classical
on-line schedulers, the proposed approach has two benefits. On the one hand the cost of the task selection
amounts only to read the task to be executed in the scheduling table built off-line, rather than using on-line a
scheduling algorithm like RM, DM, EDF, etc. On the other hand this cost is fixed since it does not depend on
the number of ready tasks. In addition, with our on-line scheduler we do not need to synchronize, on-line, the
utilization of the shared memory data, due to dependences, because this synchronization is performed during
the off-line schedulability analysis.
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6.10. Multiprocessor Real-Time Scheduling

Participants: Yves Sorel, Laurent George, Dumitru Potop-Butucaru, Falou Ndoye, Aderraouf Benyahia,
Cécile Stentzel, Meriem Zidouni.

6.10.1. Multiprocessor Partitioned Scheduling with Exact Preemption Cost

We finalized the work started in previous years on multiprocessor scheduling of preemptive independent real-
time tasks with exact preemption cost [43].

This year we proposed a heuristic for the multiprocessor scheduling of preemptive dependent real-time tasks
with exact preemption cost. We chose the partitioned approach that avoids migration of tasks and allows
the utilization of the uniprocessor schedulability condition, previously proposed, that takes into account
the exact preemption cost. In addition, this schedulability condition takes into account the inter-processor
communications and guarantees that no data is lost. The result of such an off-line scheduling provided by the
heuristic, is a scheduling table for every processor which includes also inter-processor communication tasks.
We compared our multiprocessor scheduling heuristic with a Branch & Bound exact algorithm using the same
schedulability condition. Our heuristic provides similar results and is very much faster.

6.10.2. Multiprocessor Semi-Partitioned Mixed Criticality Scheduling

We mainly focused on the mixed criticality scheduling problem applied to semi-partitioned scheduling
considering a static pattern of migration for jobs. We have studied this problem in the context of Mixed
Criticality (MC) scheduling, a promising approach that can be used to take into account applications of
different criticality levels on the same platform. The goal of MC approach is to better utilize computing
resources by allowing low criticality tasks to execute in conjunction with high criticality tasks when the system
criticality is not high.

6.10.3. Gateway with Modeling Languages for Certified Code Generation

This work was carried out in the P FUI project 8.2.2 . We defined a SynDEx UML profile for functional
specifications. We developed a gateway between the P pivot formalism and SynDEx. This gateway deals with
the data-flow modeling part of the P formalism which is compliant with the Simulink subset blocks supported
by the P project, except for the IF, FOR, MERGE and MUX blocks. Presently, we enhance the gatetway
to include these blocks and we colloborate with the other partners to define the architectural part of the P
formalism. This part is intended to replace the non functional specifications, presently described with the
UML profile MARTE (Modeling and Analysis of Real-Time Embedded Systems).

6.10.4. SynDEx updates with new results

We released an alpha version of SynDEx V8. This version is based on a new textual language whose compiler
may be launched with commandes-lines featuring various options. In Syndex V8, the adequation heuristic
which performs the multiprocessor real-time schedulability analysis on multi-periodic applications, is based
on the theorems and algorithms provided in the Mohamed Marouf’s thesis defended last year in the team.
These algorithms have been deeply improved for better consideration of data dependencies in the case of
multiprocessor architectures. On the other hand, the new heuristic generates a scheduling table composed of,
in addition to the usual permanent phase, a transient phase that takes into account the distribution constraints
defined by the user in the multi-periodic applications as well as in the mono-periodic applications.

6.11. Probabilistic Real-Time Systems

Participants: Liliana Cucu-Grosjean, Adriana Gogonel, Codé Lo, Dorin Maxim, Cristian Maxim.
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The adventof complex hardware, in response to the increasing demand for computing power in next generation
systems, exacerbates some of the limitations of static timing analysis for the estimation of the worst-case
execution time (WCET) estimation. In particular, the effort of acquiring (1) detail information on the hardware
to develop an accurate model of its execution latency as well as (2) knowledge of the timing behaviour of the
program in the presence of varying hardware conditions, such as those dependent on the history of previously
executed instructions. These problems are also known as the timing analysis walls. The probabilistic timing
analysis, a novel approach to the analysis of the timing behaviour of next-generation real-time embedded
systems, provides answers to timing analysis walls. In [17], [48], [31] timing analysis attacks the timing
analysis walls. We have also presented experimental evidence that shows how probabilistic timing analysis
reduces the extent of knowledge about the execution platform required to produce probabilistically-safe and
tight WCET estimations.

Based on existing estimations of WCET or minimal inter-arrival time, one may propose different probabilistic
schedulability analyses [39]. These results were reported in the (PhD thesis of Dorin Maxim, mostly conducted
in the Inria TRIO team (before its completion and the move to Aoste in Sept 2013).

2013 was also the year when through several invited talks [26], [28], [27], we had the opportunity to underline
historical misunderstandings on probabilistic real-time systems. The most common is related to the notion of
independence that is used with a wrong meaning by different papers.
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6. New Results

6.1. Source recovery problems

Participants: Laurent Baratchart, Kateryna Bashtova, Sylvain Chevillard, Juliette Leblond, Dmitry Pono-
marev.

This section is concerned with inverse problems for 3-D Poisson-Laplace equations. Though the geometrical
settings differ in the 2 sections below, the characterization of silent sources (that give rise to a vanishing
potential at measurement points) is one of the common problems to both which has been recently achieved in
the magnetization setup, see [14].

6.1.1. Application to EEG

This work is conducted in collaboration with Maureen Clerc and Théo Papadopoulo from the Athena Project-
Team, and with Jean-Paul Marmorat (Centre de mathématiques appliquées - CMA, Ecole des Mines de Paris).

In 3-D, functional or clinical active regions in the cortex are often modeled by point-wise sources that
have to be localized from measurements on the scalp of a potential satisfying a Laplace equation (EEG,
electroencephalography). In the work [3] it was shown how to proceed via best rational approximation on a
sequence of 2-D disks cut along the inner sphere, for the case where there are at most 2 sources. Last year, a
milestone was reached in the research on the behavior of poles in best rational approximants of fixed degree
to functions with branch points [6], to the effect that the technique carries over to finitely many sources (see
Section 4.2).

In this connection, a dedicated software “FindSources3D” is being developed, in collaboration with the team
Athena and the CMA. We took on this year algorithmic developments, prompted by recent and promising
contacts with the firm BESA (see Section 5.6 ), namely automatic detection of the number of sources (which is
left to the user at the moment) and simultaneous processing of data from several time instants. It appears that in
the rational approximation step, multiple poles possess a nice behavior with respect to branched singularities.
This is due to the very physical assumptions on the model (for EEG data, one should consider triple poles).
Though numerically observed in [8], there is no mathematical justification so far why multiple poles generate
such strong accumulation of the poles of the approximants. This intriguing property, however, is definitely
helping source recovery. It is used in order to automatically estimate the “most plausible” number of sources
(numerically: up to 2, at the moment).

In connection with the work [14] related to inverse magnetization issues (see Section 6.1.2 ), the character-
ization of silent sources for EEG has been carried out [42]. These are sums of (distributional) derivatives of
Sobolev functions vanishing on the boundary.

In a near future, magnetic data from MEG (magneto-encephalography) will become available along with EEG
data; indeed, it is now possible to use simultaneously corresponding measurement devices, in order to measure
both electrical and magnetic fields. This should enhance the accuracy of our source recovery algorithms.

Let us mention that discretization issues in geophysics can also be approached by such techniques. Namely,
in geodesy or for GPS computations, one is led to seek a discrete approximation of the gravitational potential
on the Earth’s surface, from partial data collected there. This is the topic of a beginning collaboration with
physicist colleagues (IGN, LAREG, geodesy). Related geometrical issues (finding out the geoid, level surface
of the gravitational potential) are worthy of consideration as well.

6.1.2. Magnetization issues

“wz

This work is carried out in the framework of the “équipe associée Inria” IMPINGE, comprising Eduardo
Andrade Lima and Benjamin Weiss from the Earth Sciences department at MIT (Boston, USA) and Douglas
Hardin and Edward Saff from the Mathematics department at Vanderbilt University (Nashville, USA),
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Localizing magnetic sources from measurements of the magnetic field away from the support of the magneti-
zation is the fundamental issue under investigation by IMPINGE The goal is to determine magnetic properties
of rock samples (e.g. meteorites or stalactites) from fine field measurements close to the sample that can nowa-
days be obtained using SQUIDs (supraconducting coil devices). Currently, rock samples are cut into thin slabs
and the magnetization distribution is considered to lie in a plane, which makes for a somewhat less indetermi-
nate framework than EEG as regards inverse problems because “less” magnetizations can produce the same
field (for the slab has no inner volume).

The magnetization operator is the Riesz potential of the divergence of the magnetization, see (1 ). Last year, the
problem of recovering a thin plate magnetization distribution from measurements of the field in a plane above
the sample led us to an analysis of the kernel of this operator, which we characterized in various functional
and distributional spaces [14]. Using a generalization of the Hodge decomposition, we were able to describe
all magnetizations equivalent to a given one. Here, equivalent means that the magnetizations generate the
same field from above and from below if, say, the slab is horizontal. When magnetizations have bounded
support, which is the case for rock samples, we proved that magnetizations equivalent from above are also
equivalent from below, but this is no longer true for unbounded supports. In fact, even for unidirectional
magnetizations, uniqueness of a magnetization generating a given field depends on the boundedness of the
support, as we proved that any magnetization is equivalent from above to a unidirectional one (with infinite
support in general). This helps explaining why methods in the Fourier domain (which essentially loose track
of the support information) do encounter problems. It also shows that information on the support must be used
in a crucial way to solve the problem.

This year, we produced a fast inversion scheme for magnetic field maps of unidirectional planar geological
magnetization with discrete support located on a regular grid, based on discrete Fourier transform [18]. Figures
5,6,7 and 8 show an example of reconstruction. As the just mentioned article shows, the Fourier approach
is computationally attractive but undergoes aliasing phenomena that tend to offset its efficiency. In particular,
estimating the total moment of the magnetization sample seems to require data extrapolation techniques which
are to take place in the space domain. This is why we have started to study regularization schemes based on
truncation of the support in connection with singular values analysis of the discretized problem.

./../../../projets/apics/IMG/inriaVisuel .png

Figure 5. Inria’s logo were printed on a piece of paper. The ink of the letters “In” were magnetized along a
direction Dy. The ink of the letters “ria” were magnetized along another direction D4 (almost orthogonal to D).

In a joint effort by all members of IMPINGE, we set up a heuristics to recover dipolar magnetizations, using
a discrete least square criterion. At the moment, it is solved by a singular value decomposition procedure of
the magnetization-to-field operator, along with a regularization technique based on truncation of the support.
Preliminary experiments on synthetic data give quite accurate results to recover the net moment of a sample,
see the preliminary document http://www-sop.inria.fr/apics/IMPINGE/Documents/NotesSyntheticExample.
pdf. We also ran the procedure on real data (measurements of the field generated by Lunar spherules) for
which the net moment can be estimated by other methods. The net moment thus recovered matches well the
expected moment.

This shows that the technique we use to reduce the support, which is based on thresholding contributions of
dipoles to the observations, is capable of eliminating some nearly silent dipole distributions which flaw the
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./../../../projets/apics/IMG/inriaMesureBZ.png

Figure 6. The Z-component of the magnetic field generated by the sample is measured by a SQUID microscope. The
measure is performed 200um above the sample.

./../../..[/projets/apics/IMG/inriaRecoverl.png

Figure 7. The field measured in Figure 6 is inversed, assuming that the sample is uni-dimensionally magnetized
along the direction Dy. The letters “In” are fairly well recovered while the rest of the letters is blurred (because the
hypothesis about the direction of magnetization is false for “ria”).

./../../../projets/apics/IMG/inriaRecover2.png

Figure 8. The field measured in Figure 6 is inversed, assuming that the sample is uni-dimensionally magnetized
along the direction Ds. The letters “ria” are fairly well recovered while the rest of the letters is blurred (because
the hypothesis about the direction of magnetization is false for “In”).
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singular value analysis. In order to better understand the geometric nature of such distributions, and thus affirm
theoretical bases to the above mentioned heuristics, we raised the question of determining an eigenbasis for the
positive self adjoint operator mapping a L? magnetization on a rectangle to the field it generates on a rectangle
parallel to the initial one. Once ordered according to decreasing eigenvalues, such a basis should retain “as
much information as possible” granted the order of truncation.

This is not such an easy problem and currently, in the framework of the PhD thesis of D. Ponomarev, we
investigate a simplified two-dimensional analog, defined via convolution of a function on a segment with
the Poisson kernel of the upper half-plane and then restriction to a parallel segment in that half-plane.
Surprisingly perhaps, this issue was apparently not considered in spite of its natural character and the fact that
it makes contact with classical spectral theory. Specifically, it amounts to spectral representation of certain
compressed Toeplitz operators with exponential-of-modulus symbols. Beyond the bibliographical research
needed to understand the status of this question, only preliminary results have been attained so far.

6.2. Boundary value problems

6.2.1.

Participants: Laurent Baratchart, Slah Chaabi, Sylvain Chevillard, Juliette Leblond, Dmitry Ponomareyv,
Elodie Pozzi.

This work was the occasion of collaborations with Alexander Borichev (Aix-Marseille University), Jonathan
Partington (Univ. Leeds, UK), and Emmanuel Russ (Univ. Grenoble, 1JF).

Generalized Hardy classes

As we mentioned in Section 4.4 2-D diffusion equations of the form div(cVu) = 0 with real non-negative
valued conductivity o can be viewed as compatibility relations for the so-called conjugate Beltrami equation:
Of = vdf with v = (1 —0)/(1 + o) [4]. Thus, the conjugate Beltrami equation is a means to replace the
initial second order diffusion equation by a first order system of two real equations, merged into a single
complex one. Hardy spaces under study here are those of this conjugate Beltrami equation: they are comprised
of solutions to that equation in the considered domain whose L” means over curves tending to the boundary
of the domain remain bounded. They will for example replace holomorphic Hardy spaces in Problem (P)
when dealing with non-constant (isotropic) conductivity. Their traces merely lie in LP (1 < p < 00), which
is suitable for identification from point-wise measurements, and turn out to be dense on strict subsets of
the boundary. This allows one to state Cauchy problems as bounded extremal issues in LP classes of
generalized analytic functions, in a reminiscent manner of what was done for analytic functions as discussed
in Section 3.3.1 .

The study of such Hardy spaces for Lipschitz o was reduced in [4] to that of spaces of pseudo-holomorphic
functions with bounded coefficients, which were apparently first considered on the disk by S. Klimentov.
Typical results here are that solution factorize as e® F', where I’ is a holomorphic Hardy function while s is
in the Sobolev space W for all » < oo (Bers factorization), and the analog to the M. Riesz theorem which
amounts to solvability of the Dirichlet problem for the initial conductivity equation with L” boundary data
for all p € (1, 00). Over the last two years, the case of W conductivities over finitely connected domains,
q > 2, has been carried out in [13] [61].

In 2013, completing a study begun last year in the framework of the PhD of S. Chaabi, we established similar
results in the case where log o lies in W12, which corresponds to the critical exponent in Vekua’s theory
of pseudo-holomorphic functions. This is completely new, and apparently the first example of a solvable
Dirichlet problem with LP boundary data where the conductivity can be both unbounded an vanishing at some
places. Accordingly, solutions may also be unbounded inside the domain of the equation, that is, the maximum
principle no longer holds. The proof develops a refinement of the Bers factorization based on Muckenhoupt
weights and on an original multiplier theorem for log W12 functions. A paper on this topic has been submitted
[28].
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The PhD work of S. Chaabi (defended December 2) contains further work on the Weinstein equation and
certain generalizations thereof. This equation results from 2-D projection of Laplace’s equation in the presence
of rotation symmetry in 3-D. In particular, it is the equation governing the free boundary problem of plasma
confinement in the plane section of a tokamak. A method dwelling on Fokas’s approach to elliptic boundary
value problems has been developed which uses Lax pairs and solves for a Riemann-Hilbert problem on a
Riemann surface. It was used to devise semi-explicit forms of solutions to Dirichlet and Neumann problems
for the conductivity equation satisfied by the poloidal flux.

In another connection, the conductivity equation can also be regarded as a static Schrédinger equation for
smooth coefficients. In particular, a description of laser beam propagation in photopolymers can be crudely
approximated by a stationary two-dimensional model of wave propagation in a medium with negligible change
of refractive index. In this setting, Helmholtz equation is approximated by a linear Schrodinger equation with
one spatial coordinate as evolutionary variable. This phenomenon can be described by a non-stationary model
that relies on a spatial nonlinear Schrodinger (NLS) equation with time-dependent refractive index. A model
problem has been considered in [20], when the rate of change of refractive index is proportional to the squared
amplitude of the electric field and the spatial domain is a plane.

We have also studied composition operators on generalized Hardy spaces in the framework of [13]. In the work
[32] submitted for publication, we provide necessary and/or sufficient conditions on the composition map,
depending on the geometry of the domains, ensuring that these operators are bounded, invertible, isometric or
compact.

6.2.2. Best constrained analytic approximation

Several questions about the behavior of solutions to the bounded extremal problem (P) of Section 3.3.1 have
been considered. For instance, truncated Toeplitz operators have been studied in [17], that can be used to
quantify robustness properties of our resolution schemes in H? and to establish error estimates. Moreover we
considered additional interpolation constraints on the disk in Problem (P), and derived new stability estimates
for the solution [46]. Such interpolation constraints arise naturally in inverse boundary problems like plasma
shaping in last generation tokamaks, where some measurements are performed inside the chamber 4.4 . Of
course the version studied so far is much simplified, as it must be carried over to non-constant conductivities
and annular geometries.

6.3. Synthesis of compact multiplexers and de-embedding of multiplexers

6.3.1.

Participants: Martine Olivi, Sanda Lefteriu, Fabien Seyfert.

This work has been done in collaboration with Stéphane Bila (XLIM, Limoges, France), Hussein Ezzedin
(XLIM, Limoges, France), Damien Pacaud (Thales Alenia Space, Toulouse, France), Giuseppe Macchiarella
(Politecnico di Milano, Milan, Italy), and Matteo Oldoni (Siae Microelettronica, Milan, Italy).

Synthesis of compact multiplexers

We focused our research on multiplexer with a star topology. These are comprised of a central /NV-port junction,
and of filters plugged on all but common ports (see Figure 9 ). A possible approach to synthesis of the
multiplexer’s response is to postulate that each filter channel has to match the multiplexer at nj frequencies
(ng being the order of the filter) while rejecting the energy at my other frequencies (my, being the order the
transmission polynomial of the filter). The desired synthesis can then be cast into computing of a collection
of filter’s responses matching the energy as prescribed and rejecting it at specified frequencies when plugged
simultaneously on the junction. Whether such a collection exists is one of the main open issues facing co-
integration of systems in electronics. Investigating the latter led us to consider the simpler problem of matching
a filter, on a frequency-varying load, while rejecting energy at fixed specified frequencies. If the order of the
filter is n this amounts to fix a given transmission polynomial r and to solve for a unitary polynomial p meeting
interpolation conditions of the form:

j=1-n, (wj) =, |yl <1

ISH k]
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where ¢ is the unique monic Hurwitz polynomial satisfying the Feldtkeller equation
qq" =pp" +rr’.

This problem can be seen as an extended Nevanlinna-Pick interpolation problem, which was considered in [65]
when the interpolation frequencies lie in the open left half-plane. Last year we conjectured the existence and
uniqueness of a solution, which were eventually proved true this year when 7 has no roots on the imaginary
axis. We already communicated on the subject (9.1 ), and a scientific report as well as an article are being
written on this result [30]. The proof relies on the local invertibility of an evaluation map that is established
using a differential argument and the structure of particular Pick matrices. The case where r has zeros on
the imaginary axis is of great interest, and though existence then holds again uniqueness is still not well-
understood: it is conjectured that under minor restrictions on the localization of the 7, s (typically off an
algebraic subvariety) the main results still hold.

This research lies at heart of our collaboration with CNES on multiplexer synthesis and the core of the starting
ANR project COCORAM on co-integration of filters and antennas (see Section 8.1.1 ).

6.3.2. De-embedding of multiplexers

Let S be the external scattering parameters of a multiplexer composed of a N-port junction with response 7’
and NV — 1 filters with responses F, - - - F'y_1 as plotted on Figure 9 . The de-embbeding problem concerns the
recovery of the F}; and can be considered under different hypotheses. Last year we studied the de-embedding
problem where S and T are known [76] but no particular structure on the F}, is assumed. It was shown that for a
generic junction 7" and for N > 3 the de-embedding problem has a unique solution. It was however observed
that in practice the junction’s response is far from being generic (as it is usually obtained by assembly of
smaller T'-junctions) which renders the problem extremely sensitive to measurement noise. It was also noticed
that in practical applications, scattering measurements of the junction are hardly available.

It was therefore natural to consider following de-embedding problem. Given S the external scattering
measurement of the multiplexer, and under the assumptions:

e the F}, are rational of known McMillan degree,
e the coupling geometry of their circuital realization is known,

what can be said about the filter’s responses ? It was shown that under the above hypotheses, in particular with
no a priori knowledge of T, the filter’s responses are identifiable up to a constant chain matrix chained at their
second port (nearest to the junction) [24]. It was also shown that this uncertainty bears only on the resonant
frequency of the last cavity of each filter, as well as on their output coupling. Most of the filters’ important
parameters can therefore be recovered. The approach is constructive and relies on rational approximation
of certain external scattering parameters, and on an extraction procedure similar to Darlington’s synthesis
for filters. Software developments have been pursued to implement the latter and practical studies are under
way with data furnished by Thales Alenia Space and by Siae Microelettronica. A medium term objective is to
extend the Presto-HF (5.3 ) software to de-embedding problems for multiplexers and more general multi-ports.

This work is pursued in collaboration with Thales Alenia Space, Siae Microelettronica, XLIM and CNES in
particular under contract with CNES on compact N-port synthesis (see Section 7.1 ).

6.4. Detection of the instability of amplifiers
Participants: Laurent Baratchart, Sylvain Chevillard, Martine Olivi, Fabien Seyfert.
This work is conducted in collaboration with Jean-Baptiste Pomet from the McTao team. It is a continuation of

a collaboration with CNES and the University of Bilbao.The goal is to help developing amplifiers, in particular
to detect instability at an early stage of the design.
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./../../../projets/apics/IMG/Multiplexer.png

Figure 9. Multiplexer made of a junction T" and filtering devices Fy, Fs - - - Fy
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Currently, electrical engineers from the University of Bilbao, under contract with CNES (the French Space
Agency), use heuristics to diagnose instability before the circuit is physically implemented. We intend to set
up a rigorously founded algorithm, based on properties of transfer functions of such amplifiers which belong
to particular classes of analytic functions.

In non-degenerate cases, non-linear electrical components can be replaced by their first order approximation
when studying stability to small perturbations. Using this approximation, diodes appear as perfect negative
resistors and transistors as perfect current sources controlled by the voltages at certain points of the circuit.

In previous years, we had proved that the class of transfer functions which can be realized with such ideal
components and standard passive components (resistors, selfs, capacitors and transmission lines) is rather large
since it contains all rational functions in the variable and in the exponentials thereof. This makes possible to
design circuits that are unstable, although they have no pole in the right half-plane. This remains true even
if a high resistor is put in parallel of the circuit, which is rather unusual. These pathological examples are
unrealistic, though, because they assume that non-linear elements continue to provide gain even at very high
frequencies. In practice, small capacitive and inductive effects (negligible at moderate frequencies) make these
components passive for very high frequencies.

In 2013, we showed that under this simple assumption that there are small inductive and capacitive effects in
active components, the class of transfer functions of realistic circuits is much smaller than in previous situation.
Our main result is that a realistic circuit is unstable if and only if it has poles in the right half-plane. Moreover,
there can only be finitely many of them. Besides this result, we also generalized our description of the class
of transfer functions achievable with ideal components, to include the case of transmission lines with loss. An
article is currently being written on this subject.

6.5. Rational and meromorphic approximation
Participants: Laurent Baratchart, Sylvain Chevillard.

This work has been done in collaboration with Herbert Stahl (Beuth-Hochsch.), Maxim Yattselev (Purdue
Univ. at Indianapolis, USA), Tao Qian (Univ. Macao).

We published last year an important result in approximation theory, namely the counting measure of poles
of best H? approximants of degree n to a function analytically continuable, except over finitely many
branchpoints lying outside the unit disk, converges to the Green equilibrium distribution of the compact set
of minimal Green capacity outside of which the function is single valued [6] (see also [21]). This result
warrants source recovery techniques used in Section 6.1.1 . We considered this year a similar problem for best
uniform meromorphic approximants on the unit circle (so-called AAK approximants after Adamjan, Arov and
Krein), in the case where the function may have poles and essential singularities. The technical difficulties are
considerable, and though a line of attack has been adopted we presently struggle with the proof.

We also studied partial realizations, or equivalently Padé approximants to transfer functions with branchpoints.
Identification techniques based on partial realizations of a stable infinite-dimensional transfer function are
known to often provide unstable models, but the question as to whether this is due to noise or to intrinsic
instability was not clear. This year, we published a paper showing that, in the case of 4 branchpoints, the pole
behavior generically has deterministic chaos to it [15].

We also considered the issue of lower bounds in rational approximation. Prompted by renewed interest for
linearizing techniques such as vector fitting in the identification community, we studied linearized errors in
light of the topological approach in [51], to find that, when properly normalized, they give rise to lower
bounds in L? rational approximation. Moreover, these make contact with AAK theory which furnishes more,
easily computable lower bounds. This is an interesting finding, for lower bounds are usually difficult to
get in approximation and though quite helpful to get an appraisal of what can be hoped for in modeling.
Dwelling on this, we established for the first time lower bounds in L? rational approximation to some badly
L approximable functions (Blaschke products) and showed equivalence, up to a constant, of best L? and
L°° approximation to functions with branchpoints (such as those appearing in inverse source problems for
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EEG, see Section 6.1.1 ). An article on this subject is currently submitted for publication in the Journal of
Approximation Theory [29].

6.6. Tools for numerically guaranteed computations
Participant: Sylvain Chevillard.

The overall and long-term goal is to enhance the quality of numerical computations. The progress made during
year 2013 is the following:

e Publication of a work with Marc Mezzarobba (who was with Aric project-team at that time, and who
is now with LIP6) about the efficient evaluation of the Airy Ai(x) function when x is moderately
large [22]. The Taylor series of the Airy Ai function (as many others such as, e.g., Bessel functions
or erf) is ill-conditioned when x is not small. To overcome this difficulty, we extend a method by
Gawronski, Miiller and Reinhard, known to solve the issue in the case of the error function erf.
We rewrite Ai(x) as G(x)/F(z) where F' and G are two functions with well-conditioned series.
However, the coefficients of G turn out to obey a three-terms ill-conditioned recurrence. We evaluate
this recurrence using Miller’s backward algorithm with a rigorous error analysis. Function Ai is an
example, but ideally the process could be automated to handle some appropriate class of functions
in a future work.

e A more general endeavor is to develop a tool that helps developers of libms in their task. This is
performed by the software Sollya 3, developed in collaboration with C. Lauter (Université Pierre
et Marie Curie) and M. Joldes (LAAS). In 2013, we released version version 4.0 (in May) and 4.1
(in November) of Sollya. Among other things these releases make available to the user all features
of Sollya as a C library. They also introduce the possibility of computing Chebyshev models, and
a generalization of Remez algorithm allowing the user to compute a L> best approximation of a
real-valued function on a bounded real interval by any linear combination of given functions.

3http://sollya.gforgc.inria.fr/
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ARAMIS Team

6. New Results

6.1. Spatial and anatomical regularization of SVM
Participants: Rémi Cuingnet, Joan Glaunes, Marie Chupin, Habib Benali, Olivier Colliot [Correspondant].

We developed a general framework to introduce spatial and anatomical priors in SVM for brain image analysis
based on regularization operators. A notion of proximity based on prior anatomical knowledge between the
image points is defined by a graph (e.g. brain connectivity graph) or a metric (e.g. Fisher metric on statistical
manifolds). A regularization operator is then defined from the graph Laplacian, in the discrete case, or from
the Laplace-Beltrami operator, in the continuous case. The regularization operator is then introduced into the
SVM, which exponentially penalizes high frequency components with respect to the graph or to the metric
and thus constrains the classification function to be smooth with respect to the prior. It yields a new SVM
optimization problem whose kernel is a heat kernel on graphs or on manifolds. We then present different types
of priors and provide efficient computations of the Gram matrix. The proposed framework is finally applied
to the classification of brain magnetic resonance (MR) images (based on gray matter concentration maps and
cortical thickness measures) from 137 patients with Alzheimer’s disease and 162 elderly controls. The results
demonstrate that the proposed classifier generates less-noisy and consequently more interpretable feature maps
(Figure 1) with high classification performances.

More details in [4].

6.2. Segmentation of the hippocampus in neurodegenerative dementias

Participants: Leonardo Cruz de Souza, Marie Chupin, Maxime Bertoux, Stéphane Lehéricy, Bruno Dubois,
Foudil Lamari, Isabelle Le Ber, Michel Bottlaender, Olivier Colliot [Correspondant], Marie Sarazin.

Our team develops various applications of our automatic segmentation method SACHA to neurological
disorders, in particular in neurodegenerative dementias. This research is done in close collaboration with IM2A
(Institut de la Mémoire et de la Maladie d’ Alzheimer, Bruno Dubois and Marie Sarazin) at Pitié-Salpétriere
hospital.

We previously showed that automatic hippocampal segmentation can discriminate patients with Alzheimer’s
disease (AD) from elderly control subjects, with high sensitivity and specificity. In patients with Alzheimer’s
disease, we further studied the relationship between hippocampal atrophy and memory deficits. We also
showed that hippocampal volume loss is correlated to tau and hyperphosphorylated tau levels measured in
the cerebro-spinal fluid (CSF) but not with A3,42 levels.

Here, our objective was to study the ability of hippocampal volumetry (HV) to differentiate between two
neurodegenerative dementias: Alzheimer’s disease (AD) and fronto-temporal dementia (FTD). Seventy-two
participants were included: 31 AD patients with predominant and progressive episodic memory deficits
associated with typical AD cerebrospinal fluid (CSF) profile and/or positive amyloid imaging (PET with
11C-labeled Pittsburgh Compound B [PiB]), 26 patients with behavioral variant FTD (bvFTD) diagnosed
according to consensual clinical criteria and with no AD CSF profile, and 15 healthy controls without
amyloid retention on PiB-PET exam. HV were segmented with our automated method and were normalized
to total intracranial volume (nHV). Significant reductions in HV were found in both AD and bvFTD patients
compared with controls, but there were no significant difference between AD and bvFTD patients. Mean nHV
distinguished normal controls from either AD or bvFTD with high sensitivity (80.6% and 76.9%, respectively)
and specificity (93.3% for both), but it was inefficient in differentiating AD from bvFTD (9.7% specificity).
There was no difference in the clinical and neuropsychological profiles according to HV in bvFTD and AD
patients. In conclusion, when considered alone, measures of HV are not good markers to differentiate AD from
bvFTD. Hippocampal sclerosis associated with FTD may explain the high degree of overlap in nHV between
both groups.
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Figure 1. Anatomical regularization of support vector machines for automatic classification of patients with
Alzheimer’s disease. The figure displays the normalized vector orthogonal to the optimal margin hyperplane, for
increasing levels of regularization.
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More details in [5].

6.3. Diffeomorphic Iterative Centroids for Template Estimation on Large
Datasets

Participants: Claire Cury [Correspondant], Joan Glaunes, Olivier Colliot.

A common approach for analysis of anatomical variability relies on the estimation of a template representative
of the population. The Large Deformation Diffeomorphic Metric Mapping is an attractive framework for that
purpose. However, template estimation using LDDMM is computationally expensive, which is a limitation
for the study of large datasets. We proposed an iterative method which quickly provides a centroid of the
population in the shape space. This centroid can be used as a rough template estimate or as initialization
of a template estimation method. The approach was evaluated on datasets of real and synthetic hippocampi
segmented from brain MRI. The results showed that the centroid is correctly centered within the population and
is stable for different orderings of subjects. When used as an initialization, the approach allows to substantially
reduce the computation time of template estimation.

More details in [30].

6.4. Sparse Adaptive Parameterization of Variability in Image Ensembles
Participants: Stanley Durrleman [Correspondant], Sarang Joshi, Stéphanie Allassonniére.

We introduce a new parameterization of diffeomorphic deformations for the characterization of the variability
in image ensembles. Dense diffeomorphic deformations are built by interpolating the motion of a finite set of
control points that forms a Hamiltonian flow of self-interacting particles. The proposed approach estimates a
template image representative of a given image set, an optimal set of control points that focuses on the most
variable parts of the image, and template-to-image registrations that quantify the variability within the image
set. The method automatically selects the most relevant control points for the characterization of the image
variability and estimates their optimal positions in the template domain. The optimization in position is done
during the estimation of the deformations without adding any computational cost at each step of the gradient
descent. The selection of the control points is done by adding a L' prior to the objective function, which is
optimized using the FISTA algorithm.

Related publication: [12]

6.5. Toward a comprehensive framework for the spatiotemporal statistical
analysis of longitudinal shape data

Participants: Stanley Durrleman [Correspondant], Xavier Pennec, Alain Trouvé, José Braga, Guido Gerig,
Nicholas Ayache.

We introduce a comprehensive framework for the statistical analysis of longitudinal shape data. The proposed
method allows the characterization of typical growth patterns and subject-specific shape changes in repeated
time-series observations of several subjects. This can be seen as the extension of usual longitudinal statistics
of scalar measurements to high-dimensional shape or image data.

The method is based on the estimation of continuous subject-specific growth trajectories and the comparison
of such temporal shape changes across subjects. Differences between growth trajectories are decomposed into
morphological deformations, which account for shape changes independent of time, and time warps, which
account for different rates of shape changes over time.

Given a longitudinal shape data set, we estimate a mean growth scenario representative of the population, and
the variations of this scenario both in terms of shape changes and in terms of change in growth speed. Then,
intrinsic statistics are derived in the space of spatiotemporal deformations, which characterize the typical
variations in shape and in growth speed within the studied population. They can be used to detect systematic
developmental delays across subjects.
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Figure 2. Left: template image estimated from 20 images of the US postal database. Momentum vectors are placed
at the most variable places and paramterize mappings from the template to each image in the data set. Right:
sample images from the data set (top) and template image deformed to match the corresponding sample image
(bottom)
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In the context of neuroscience, we apply this method to analyze the differences in the growth of the
hippocampus in children diagnosed with autism, developmental delays and in controls. Result suggest that
group differences may be better characterized by a different speed of maturation rather than shape differences
at a given age. In the context of anthropology, we assess the differences in the typical growth of the
endocranium between chimpanzees and bonobos. We take advantage of this study to show the robustness
of the method with respect to change of parameters and perturbation of the age estimates.

Related publication: [13]

6.6. Bayesian Atlas Estimation for the Variability Analysis of Shape Complexes

Participants: Pietro Gori [Correspondant], Olivier Colliot, Yulia Worbe, Linda Marrakchi-Kacem, Sophie
Lecomte, Cyril Poupon, Andreas Hartmann, Nicholas Ayache, Stanley Durrleman.

We propose a Bayesian framework for multi-object atlas estimation based on the metric of currents which
permits to deal with both curves and surfaces without relying on point correspondence. This approach aims to
study brain morphometry as a whole and not as a set of different components, focusing mainly on the shape
and relative position of different anatomical structures which is fundamental in neuro-anatomical studies. We
propose a generic algorithm to estimate templates of sets of curves (fiber bundles) and closed surfaces (sub-
cortical structures) which have the same “form” (topology) of the shapes present in the population. This atlas
construction method is based on a Bayesian framework which brings to two main improvements with respect
to previous shape based methods. First, it allows to estimate from the data set a parameter specific to each
object which was previously fixed by the user: the trade-off between data-term and regularity of deformations.
In a multi-object analysis these parameters balance the contributions of the different objects and the need for
an automatic estimation is even more crucial. Second, the covariance matrix of the deformation parameters is
estimated during the atlas construction in a way which is less sensitive to the outliers of the population.

Related publication: [33]

6.7. Geodesic regression of shape and image data
Participants: James Fishbaugh [Correspondant], Marcel Prastawa, Guido Gerig, Stanley Durrleman.

Shape regression is emerging as an important tool for the statistical analysis of time dependent shapes.
We develop a new generative model which describes shape change over time, by extending simple linear
regression to the space of shapes represented as currents in the large deformation diffeomorphic metric
mapping (LDDMM) framework. By analogy with linear regression, we estimate a baseline shape (intercept)
and initial momenta (slope) which fully parameterize the geodesic shape evolution. This is in contrast to
previous shape regression methods which assume the baseline shape is fixed. We further leverage a control
point formulation, which provides a discrete and low dimensional parameterization of large diffeomorphic
transformations. This flexible system decouples the parameterization of deformations from the specific shape
representation, allowing the user to define the dimensionality of the deformation parameters. We present an
optimization scheme that estimates the baseline shape, location of the control points, and initial momenta
simultaneously via a single gradient descent algorithm.

Shapes can be given as 3D meshes (as in [32]) or as 3D images (as in [31]).
Related publications: [32], [31].

6.8. Discriminating brain microbleeds using phase contrast MRI in a
multicentre clinical dataset

Participants: Takoua Kaaouana [Correspondant], Marie Chupin, Didier Dormont, Ludovic de Rochefort,
Thomas Samaille.
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a- Temporal regression of endocasts of bonobos (top) and chimpanzees (bottom)
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b - morphological deformation
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Figure 4. Atlas construction from a data set of left caudate nucleus and its associated fiber bundle that were
segmented in images of patients with Gilles de la Tourette syndrome and controls. An initial template complex
determines the topology of the model. Its shape is optimized given the patients data or the controls data only, thus
resulting in two atlases showing different distributions of the fibers on the surface of the nucleus.
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Figure 5. Average development of genu fiber tract from 2 to 24 months. Top row shows observed data for all
subjects, which is clustered around 2, 12, and 24 months. Bottom row shows genu fiber tracts estimated from
geodesic regression at several time points with velocity of fiber development displayed on the estimated fibers.
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Brain microbleeds (BMBs) have emerged as a new imaging marker of small vessel diseases and they may play
a crucial role in degenerative pathology such as Alzheimer’s disease. Composed of hemosiderin, BMBs can be
efficiently detected with MRI sequences sensitive to magnetic susceptibility (e.g. gradient recalled echo T2*W
images). Nevertheless, that identification remains challenging because of confounding structures and lesions.
Most T2*-weighted hyposignals result from local magnetic field inhomogeneity and can be identified either
as BMBs, veins or brain micro-calcifications (BMCs). Differential diagnosis of BMBs and BMCs usually
requires an additional CT scan. Quantitative susceptibility mapping techniques were proposed to discriminate
between diamagnetic and paramagnetic structures, but they require a full 3D dataset and complex post-
processing. We introduced a fast 2D phase processing technique including unwrapping and harmonic filtering
thus yielding the internal field map, namely the field map generated only by sources within the volume of
interest. We demonstrate its applicability and robustness on multicenter data acquired in standardized clinical
settingand and its ability to discriminate between paramagnetic BMBs and diamagnetic BMCs through the use
of the orientation of the dipolar pattern.

Related publications: [36].

6.9. Network symmetries and functional modules in the brain

Participants: Vincenzo Nicosia, Miguel Valencia, Mario Chavez [Correspondant], Albert Diaz-Guilera, Vito
Latora.

We study the classical Kuramoto model in which the oscillators are associated to the nodes of a network
and the interactions include a phase frustration, thus preventing full synchronization. The system organizes
into a regime of remote synchronization where pairs of nodes with the same network symmetry are fully
synchronized, despite their distance on the graph. We provide analytical arguments to explain this result and
we show how the frustration parameter affects the distribution of phases. An application to brain networks
suggests that anatomical symmetry plays a role in neural synchronization by determining correlated functional
modules across distant locations.

Related publication: [19]

6.10. Accessibility of cortical networks during motor tasks

Participants: Mario Chavez [Correspondant], Fabrizio de Vico Fallani, Miguel Valencia, Mario Chavez, Julio
Artieda, Vito Latora, Donatella Mattia, Fabio Babiloni.

Recent findings suggest that the preparation and execution of voluntary self-paced movements are accompa-
nied by the coordination of the oscillatory activities of distributed brain regions. We used electroencephalo-
graphic source imaging methods to estimate the cortical movement-related oscillatory activity during finger
ex- tension movements. We applied network theory to investigate changes (expressed as differences from the
baseline) in the connectivity structure of cortical networks related to the preparation and execution of the
movement. We computed the topological accessibility of different cortical areas, measuring how well an area
can be reached by the rest of the network. Analysis of cortical networks revealed specific agglomerates of
cortical sources that become less accessible during the preparation and the execution of the finger movements.
The observed changes neither could be explained by other measures based on geodesics or on multiple paths,
nor by power changes in the cortical oscillations.

Related publication: [3]

6.11. Abnormal functional connectivity between motor cortex and

pedunculopontine nucleus following chronic dopamine depletion

Participants: Miguel Valencia, Mario Chavez [Correspondant], Julio Artieda, J. Paul Bolam, Juan Mena-
Segovia.
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Figure 6. Philips (a,b,c,d) and Siemens (e,f,g,h) sample cases. Magnitude image (a,e), native phase image (b,f), and
internal field map; axial (c,g) and sagittal (d,h). Zoom in white rectangle showing a dipolar pattern BMB (white
arrow) and a physiologic calcification of the choroid plexus (black arrow).
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Figure 7. a) Brain areas with similar and dissimilar phases of the frustrated Kuramoto model are colored and
superimposed onto an anatomical image. b) Examples of functional data from one subject recorded at the brain
areas indicated in panel a). Colors are the same as those used in the anatomical image. c) Functional correlation
(normalised values) Z between pairs of nodes as a function of their phase differences A8 according to the
simulated Kuramoto dynamics. The black solid curve corresponds to the average value over all the subjects, while

the gray area covers the 5™ and the 95t percentiles of the distribution. The dashed horizontal line indicates the
threshold for statistical significant correlations (p < 0.05, corrected for multiple comparisons).
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Figure 8. a) Averaged EMG and EEG (recorded at the postcentral region) signals of a subject during the execution
of finger movements. Boxes define the three temporal epochs of EEG activity studied here: baseline (BASE),
preparation (PRE) and execution period (EXE). Vertical dotted line indicates the movement onset. Examples of
scalp and source-level networks obtained from one subject, at the frequency band Betal, during the epoch EXE are
shown in panels b) and c), respectively. Color map codes the number of connections.
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The activity of the basal ganglia is altered in Parkinson’s disease (PD) as a consequence of the degeneration
of dopamine neurons in the substantia nigra pars compacta. This results in aberrant discharge patterns and
expression of exaggerated oscillatory activity across the basal ganglia circuit. Altered activity has also been
reported in some of the targets of the basal ganglia, including the pedunculopontine nucleus (PPN), possibly
due to its close interconnectivity with most regions of the basal ganglia. However, the nature of the involvement
of the PPN in the pathophysiology of PD has not been fully elucidated. We recorded local field potentials in
the motor cortex and the PPN in the 6-hydroxydopamine (6-OHDA )-lesioned rat model of PD under urethane
anesthesia. By means of linear and nonlinear statistics, we analyzed the synchrony between the motor cortex
and the PPN, and the delay in the interaction between these two structures. We observed the presence of
coherent activity between the cortex and the PPN in low- (5-15 Hz) and high-frequency bands (25-35 Hz)
during episodes of cortical activation. In each case the cortex led the PPN. Dopamine depletion strengthened
the interaction of the low-frequency activities by increasing the coherence specifically in the theta and alpha
ranges and reduced the delay of the interaction in the gamma band. Our data show that cortical inputs play a
determinant role in leading the coherent activity with the PPN, and support the involvement of the PPN in the
pathophysiology of PD.

Related publication: [25]

Subthalamic Nucleus High-Frequency Stimulation Restores Altered

Electrophysiological Properties of Cortical Neurons in Parkinsonian Rat
Participants: Bertrand Degos, Jean Michel Deniau, Mario Chavez [Correspondant], Nicolas Maurice.

Electrophysiological recordings performed in parkinsonian patients and animal models have confirmed the
occurrence of alterations in firing rate and pattern of basal ganglia neurons, but the outcome of these changes
in thalamo-cortical networks remains unclear. Using rats rendered parkinsonian, we investigated, at a cellular
level in vivo, the electrophysiological changes induced in the pyramidal cells of the motor cortex by the
dopaminergic transmission interruption and further characterized the impact of high-frequency electrical
stimulation of the subthalamic nucleus, a procedure alleviating parkinsonian symptoms. We provided evidence
that a lesion restricted to the substantia nigra pars compacta resulted in a marked increase in the mean firing rate
and bursting pattern of pyramidal neurons of the motor cortex. These alterations were underlain by changes
of the electrical membranes properties of pyramidal cells including depolarized resting membrane potential
and increased input resistance. The modifications induced by the dopaminergic loss were more pronounced
in cortico-striatal than in cortico-subthalamic neurons. Furthermore, subthalamic nucleus high- frequency
stimulation applied at parameters alleviating parkinsonian signs regularized the firing pattern of pyramidal
cells and restored their electrical membrane properties.

Related publication: [7]

Non-parametric resampling of random walks for spectral networks
clustering

Participants: Fabrizio de Vico Fallani [Correspondant], Vincenzo Nicosia, Vito Latora, Mario Chavez.

Parametric resampling schemes have been recently introduced in complex network analysis with the aim
of assessing the statistical significance of graph clustering and the robustness of community partitions.
We proposed a method to replicate structural features of complex networks based on the non-parametric
resampling of the transition matrix associated with an unbiased random walk on the graph. We tested this
bootstrapping technique on synthetic and real-world modular networks and we showed that the ensemble of
replicates obtained through resampling can be used to improve the performance of standard spectral algorithms
for spectral clustering of graphs.

Related publication: [43]
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Multiscale topological properties of functional brain networks during
motor imagery after stroke

Participants: Fabrizio de Vico Fallani [Correspondant], Floriana Pichiorri, Giovani Morone, Marco Molinari,
Fabio Babiloni, Febo Cincotti, Donatella Mattia.

In recent years, network analyses have been used to evaluate brain reorganization following stroke. However,
many studies have often focused on single topological scales, leading to an incomplete model of how focal
brain lesions affect multiple network properties simultaneously and how changes on smaller scales influence
those on larger scales. In an EEG-based experiment on the performance of hand motor imagery (MI) in 20
patients with unilateral stroke, we observed that the anatomic lesion affects the functional brain network
on multiple levels. In the beta (13-30 Hz) frequency band, the MI of the affected hand (Ahand) elicited a
significantly lower smallworldness and local efficiency (Eloc) versus the unaffected hand (Uhand). Notably,
the abnormal reduction in Eloc significantly depended on the increase in interhemispheric connectivity, which
was in turn determined primarily by the rise of regional connectivity in the parieto-occipital sites of the affected
hemisphere. Further, in contrast to the Uhand MI, in which significantly high connectivity was observed for
the contralateral sensorimotor regions of the unaffected hemisphere, the regions with increased connectivity
during the Ahand MI lay in the frontal and parietal regions of the contralaterally affected hemisphere. Finally,
the overall sensorimotor function of our patients, as measured by Fugl-Meyer Assessment (FMA) index,
was significantly predicted by the connectivity of their affected hemisphere. These results improve on our
understanding of stroke-induced alterations in functional brain networks.

Related publication: [6]

Wavelet analysis in ecology and epidemiology: impact of statistical tests
Participants: Bernard Cazelles, Kevin Cazelles, Mario Chavez [Correspondant].

Wavelet analysis is now frequently used to extract information from ecological and epidemiological time
series. Statistical hypothesis tests are conducted on associated wavelet quantities to assess the likelihood
that they are due to a random process. Such random processes represent null models and are generally
based on synthetic data that share some statistical characteristics with the original time series. This allows
the comparison of null statistics with those obtained from original time series. When creating synthetic
datasets, different techniques of resampling result in different characteristics shared by the synthetic time
series. Therefore, it becomes crucial to consider the impact of the resampling method on the results. We
have addressed this point by comparing seven different statistical testing methods applied with different real
and simulated data. Our results showed that statistical assessment of periodic patterns is strongly affected
by the choice of the resampling method, so two different resampling techniques could lead to two different
conclusions about the same time series. Moreover, we showed the inadequacy of resampling series generated
by white noise and red noise that are nevertheless the methods currently used in the wide majority of wavelets
applications in epidemiology. Our results highlight that the characteristics of a time series, namely its Fourier
spectrum and autocorrelation, are important to consider when choosing the resampling technique. Results
suggest that data-driven resampling methods should be used such as the hidden Markov model algorithm and
the ‘beta-surrogate’ method.

Related publication: [2]


http://raweb.inria.fr/rapportsactivite/RA{$year}/aramis/bibliography.html#aramis-2013-bid14
http://raweb.inria.fr/rapportsactivite/RA{$year}/aramis/bibliography.html#aramis-2013-bid15

109 Computational Neuroscience and Medecine - New Results - Team ARAMIS

./../../../projets/aramis/IMG/figureFabrizio. jpg

Figure 9. Grand average of brain networks in the Beta band during the MI of the unaffected Uhand and affected
Ahand hand. Top plots: Scalp representation relative to Uhand (panel A) and Ahand (panel B) condition. Nodes are
positioned according the actual EEG montage scheme. Blue and red lines denote the links within the unaffected
(Uhemi) and the affected (Ahemi) hemisphere, respectively. Gray lines denote the inter-hemispheric links. The
intensity of the color and the thickness of the lines vary as function of the number of patients exhibiting that
significant link. Bottom part: graph representation of the brain networks relative to Uhand (panel A) and Ahand
(panel B) condition. In this representation nodes are spatially repositioned through a force-based algorithm so that
all the links are approximately of equal length with as few crossing edges as possible. Only links that were in
common to more than 4 patients (20% of the sample) are illustrated here. Blue and red nodes indicate scalp
electrodes placed over the undamaged (Uhemi) and damaged (Ahemi) hemisphere, respectively. The midline scalp
electrodes (from Fpz to Oz) are illustrated as white nodes
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6. New Results
6.1. Cryptography and lattices

6.1.1.

6.1.2.

Group signatures

Group signatures are cryptographic primitives where users can anonymously sign messages in the name of a
population they belong to. Gordon et al. (Asiacrypt 2010) suggested the first realization of group signatures
based on lattice assumptions in the random oracle model. A significant drawback of their scheme is its linear
signature size in the cardinality N of the group. A recent extension proposed by Camenisch et al. (SCN 2012)
suffers from the same overhead.

F. Laguillaumie, A. Langlois, B. Libert (Technicolor), and D. Stehlé described in [24] the first lattice-based
group signature schemes where the signature and public key sizes are essentially logarithmic in N (for any
fixed security level). Their basic construction only satisfies a relaxed definition of anonymity (just like the
Gordon et al. system) but readily extends into a fully anonymous group signature (i.e., that resists adversaries
equipped with a signature opening oracle). They proved the security of their schemes in the random oracle
model under the SIS and LWE assumptions.

Classical hardness of learning with errors

Z. Brakerski (Stanford U.), A. Langlois, C. Peikert (Georgia Institute of Technology), O. Regev (Courant
Institute, New York U.), and D. Stehlé showed in [16] that the Learning with Errors (LWE) problem is
classically at least as hard as standard worst-case lattice problems, even with polynomial modulus. Previously
this was only known under quantum reductions. Their techniques capture the tradeoff between the dimension
and the modulus of LWE instances, leading to a much better understanding of the landscape of the problem.
The proof is inspired by techniques from several recent cryptographic constructions, most notably fully
homomorphic encryption schemes.

6.1.3. Improved Zero-knowledge Proofs of Knowledge for the ISIS Problem, and Applications

In all existing efficient proofs of knowledge of a solution to the infinity norm Inhomogeneous Small Integer
Solution ISIS ., problem, the knowledge extractor outputs a solution vector that is only guaranteed to be O(n)
times longer than the witness possessed by the prover. As a consequence, in many cryptographic schemes that
use these proof systems as building blocks, there exists a gap between the hardness of solving the underlying
ISIS. problem and the hardness underlying the security reductions. Together with S. Ling, K. Nguyen, and
H. Wang (Nanyang Technological University, Singapore), D. Stehlé generalized in [26] Stern’s protocol to
obtain two statistical zero-knowledge proofs of knowledge for the ISIS, problem that remove this gap. Their
result yields the potential of relying on weaker security assumptions for various lattice-based cryptographic
constructions. As applications of their proof system, they introduced a concurrently secure identity-based
identification scheme based on the worst-case hardness of the SIVP O(n1-5) problem (in the L2 norm) in general
lattices in the random oracle model, and an efficient statistical zero-knowledge proof of plaintext knowledge
with small constant gap factor for Regev’s encryption scheme.

6.1.4. Decoding by Embedding: Correct Decoding Radius and DMT Optimality

In lattice-coded multiple-input multiple-output (MIMO) systems, optimal decoding amounts to solving the
closest vector problem (CVP). Embedding is a powerful technique for the approximate CVP, yet its remarkable
performance is not well understood. In [8], C. Ling (Imperial College, London), L. Luzzi (ENSEA, U.
Cergy Pontoise), and D. Stehlé analyzed the embedding technique from a bounded distance decoding (BDD)
viewpoint. They proved that the Lenstra, Lenstra and Lovész (LLL) algorithm can achieve 1/(2v)-BDD
for v =~ O(2"/*), yielding a polynomial-complexity decoding algorithm performing exponentially better
than Babai’s which achieves v = O(2"/2). This substantially improves the existing result v = O(2") for
embedding decoding. They also proved that BDD of the regularized lattice is optimal in terms of the diversity-
multiplexing gain tradeoff (DMT).
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6.1.5. A New View on HJLS and PSLQ: Sums and Projections of Lattices

The HJLS and PSLQ algorithms are the de facto standards for discovering non-trivial integer relations between
a given tuple of real numbers. In [19], J. Chen, D. Stehlé, and G. Villard provided a new interpretation of these
algorithms, in a more general and powerful algebraic setup: they view them as special cases of algorithms that
compute the intersection between a lattice and a vector subspace. Further, they extracted from them the first
algorithm for manipulating finitely generated additive subgroups of a Euclidean space, including projections
of lattices and finite sums of lattices. They adapted the analyses of HILS and PSLQ to derive correctness and
convergence guarantees. They also investigated another approach based on embedding the input in a higher
dimensional lattice and calling the LLL lattice reduction algorithm.

6.2. Certified computing and computer algebra

6.2.1.

6.2.2.

Polynomial system solving

Polynomial system solving is a core topic of computer algebra. While the worst-case complexity of this
problem is known to be hopelessly large, the practical complexity for large families of systems is much more
reasonable. Progress has been made in assessing precise complexity estimates in this area.

First, M. Bardet (U. Rouen), J.-C. Faugere (PolSys team), and B. Salvy studied the complexity of Grobner
bases computations, in particular in the generic situation where the variables are in simultaneous Noether
position with respect to the system. They gave a bound on the number of polynomials of each degree in a
Grobner basis computed by Faugere’s F5 algorithm in this generic case for the grevlex ordering (which is also
a bound on the number of polynomials for a reduced Grobner basis), and used it to bound the exponent of the
complexity of the F5 algorithm [35].

Next, a fundamental problem in computer science is to find all the common zeroes of m quadratic polynomi-
als in n unknowns over F5. The cryptanalysis of several modern ciphers reduces to this problem. Up to now,
the best complexity bound was reached by an exhaustive search in 4 log, n 2™ operations. In [1], M. Bardet
(U. Rouen), J.-C. Faugere (PolSys team), B. Salvy, and P.-J. Spaenlehauer (CARAMEL team) gave an algo-
rithm that reduces the problem to a combination of exhaustive search and sparse linear algebra. This algorithm
has several variants depending on the method used for the linear algebra step. Under precise algebraic assump-
tions, they showed that the deterministic variant of their algorithm has complexity bounded by O(20-841")
when m = n, while a probabilistic variant of the Las Vegas type has expected complexity O(2%-792"). Experi-
ments on random systems showed that the algebraic assumptions are satisfied with probability very close to 1.
They have also given a rough estimate for the actual threshold between their method and exhaustive search,
which is as low as 200, and thus very relevant for cryptographic applications.

Linear differential equations

Creative telescoping algorithms compute linear differential equations satisfied by multiple integrals with pa-
rameters. Together with A. Bostan and P. Lairez (SpecFun team), B. Salvy described a precise and elementary
algorithmic version of the Griffiths—Dwork method for the creative telescoping of rational functions. This leads
to bounds on the order and degree of the coefficients of the differential equation, and to the first complexity
result which is simply exponential in the number of variables. One of the important features of the algorithm is
that it does not need to compute certificates. The approach is vindicated by a prototype implementation [15].

In [2], B. Salvy proved with A. Bostan (SpecFun team) and K. Raschel (U. Tours) that the sequence (ef)nzo

of excursions in the quarter plane corresponding to a nonsingular step set & C {0, il}2 with infinite group
does not satisfy any nontrivial linear recurrence with polynomial coefficients. Accordingly, in those cases, the
trivariate generating function of the numbers of walks with given length and prescribed ending point is not
D-finite. Moreover, they displayed the asymptotics of €. This completes the classification of these walks.
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With F. Johansson and M. Kauers (RISC, Linz, Austria), M. Mezzarobba presented in [23] a new algorithm for
computing hyperexponential solutions of ordinary linear differential equations with polynomial coefficients.
The algorithm relies on interpreting formal series solutions at the singular points as analytic functions and
evaluating them numerically at some common ordinary point. The numerical data is used to determine a small
number of combinations of the formal series that may give rise to hyperexponential solutions.

Exact linear algebra

Transforming a matrix over a field to echelon form, or decomposing the matrix as a product of simpler matrices
that reveal the rank profile, is a fundamental building block of computational exact linear algebra. For such
tasks the best previously available algorithms were either rank sensitive (i.e., of complexity expressed in terms
of the exponent of matrix multiplication and the rank of the input matrix) or in place (i.e., using essentially
no more memory that what is needed for matrix multiplication). In [6] C.-P. Jeannerod, C. Pernet, and A.
Storjohann (U. Waterloo, Canada) have proposed algorithms that are both rank sensitive and in place. These
algorithms required to introduce a matrix factorization of the form A = CU P with C' a column echelon form
giving the row rank profile of the input matrix A, U a unit upper triangular matrix, and P a permutation matrix.

Certified multiple-precision evaluation of the Airy Ai function

The series expansion at the origin of the Airy function Ai(z) is alternating and hence problematic to evaluate
for z > 0 due to cancellation. S. Chevillard (APICS team) and M. Mezzarobba showed in [20] how an arbitrary
and certified accuracy can be obtained in that case. Based on a method recently proposed by Gawronski,
Miiller, and Reinhard, they exhibited two functions F' and GG, both with nonnegative Taylor expansions at the
origin, such that Ai(x) = G(x)/F(x). The sums are now well-conditioned, but the Taylor coefficients of G
turn out to obey an ill-conditioned three-term recurrence. They then used the classical Miller algorithm to
overcome this issue. Finally, they bounded all errors and proposed an implementation which, by allowing an
arbitrary and certified accuracy, can be used for example to provide correct rounding in arbitrary precision.

Standardization of interval arithmetic

The IEEE 1788 working group is devoted to the standardization of interval arithmetic. V. Lefevre and N. Revol
are very active in this group. This year is the last year granted by IEEE for the preparation of a draft text of
the standard. 2014 will be devoted to a ballot on the whole text, first by the standardization working group and
then by a group of experts appointed by IEEE. In 2013, the definition of interval literals, of constructors, and
of input and output has been adopted. The work now concentrates on portions of the final text [42].

Parallel product of interval matrices

The problem considered here is the multiplication of two matrices with interval coefficients. Parallel imple-
mentations by N. Revol and Ph. Théveny [10] compute results that satisfy the inclusion property, which is the
fundamental property of interval arithmetic, and offer good performances: the product of two interval matrices
is not slower than 15 times the product of two floating-point matrices.

Numerical reproducibility

What is called numerical reproducibility is the problem of getting the same result when the scientific
computation is run several times, either on the same machine or on different machines. In [43], the focus
is on interval computations using floating-point arithmetic: N. Revol identifies implementation issues that
may invalidate the inclusion property, and presents several ways to preserve this inclusion property. This work
has also been presented at several conferences [30], [29], [31].

6.3. Floating-point arithmetic

6.3.1. Improved error bounds for complex floating-point arithmetic with a fused-multiply add

Assuming that a fused multiply-add (FMA) instruction is available, C.-P. Jeannerod, N. Louvet, and J.-M.
Muller [22] obtained sharp error bounds for various alternatives to Kahan’s FMA-based algorithm for 2 x
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2 determinants (which they had analyzed in [5]). They showed how to combine such variants with Kahan’s
original scheme in order to derive componentwise-accurate algorithms for complex floating-point division.
Finally, they established sharp or reasonably sharp error bounds for each of these division algorithms.

C.-P. Jeannerod, P. Kornerup (U. of Southern Denmark), N. Louvet, and J.-M. Muller [36] studied the impact
of the FMA on the normwise relative accuracy of complex floating-point multiplication. They showed that the
classical normwise relative error bound v/5 u (with u the unit roundoff) can be decreased further to 2u, and
that this new constant is best possible for several FMA-based multiplication algorithms.

J.-M. Muller analyzed in [41] another 2 x 2 determinant algorithm, due to Cornea, Harrison, and Tang, and
showed that for radix 2 it admits a sharp relative error bound of the form 2u + O(u?).

Improved error bounds for numerical linear algebra

C.-P. Jeannerod and S. M. Rump (Hamburg University of Technology) [7] showed that when evaluating sums
of n real numbers in standard floating-point arithmetic, the usual fraction +,, = nu/(1 — nu), which has the
form nu + O(u?) and requires nu < 1, can be replaced by nu without any restriction on n. Applications
include simpler and more general error bounds for inner products, matrix-vector multiplication, and classical
matrix multiplication.

In [45] they extended these results to LU and Cholesky factorizations as well as to triangular linear system
solving by showing that the constants -, that appear classically in the backward error bounds for such
problems can all be replaced by O(u?)-free and unconditional constants nu. To get these new bounds the
main ingredient is a general framework for bounding expressions of the form |p — s|, where s is the exact sum
of a floating-point number and n — 1 real numbers, and where p is a real number approximating the computed
sum s.

On Ziv’s rounding test

F. de Dinechin, J.-M. Muller and S. Torres studied with C. Lauter (Univ. Paris 6) the rounding test introduced
by Ziv in its libultim software [4]. This test determines if an approximation to the value f(x) of an elementary
function at a given point z suffices to return the floating-point number nearest to f(x). They showed that
the same test may be used for efficient implementation of floating-point operations with input and output
operands of different formats. That test depends on a "magic constant" e and they also showed how to choose
that constant to make the test reliable and efficient. Various cases are considered, depending on the availability
of an FMA instruction, and on the range of f(z).

Various issues related to double roundings

Double rounding is a phenomenon that may occur when different floating-point precisions are available on the
same system. Although double rounding is, in general, innocuous, it may change the behavior of some useful
floating-point algorithms. G. Melquiond (Toccata team), E. Martin-Dorel (then in the Marelle team), and J.-M.
Muller analyzed in [9] the potential influence of double rounding on the Fast2Sum and 2Sum algorithms, on
some summation algorithms, and Veltkamp’s splitting. When performing divisions using Newton-Raphson (or
similar) iterations on a processor with a floating-point fused multiply-add instruction, one must sometimes
scale the iterations, to avoid over/underflow and/or loss of accuracy. This may lead to double-roundings,
resulting in output values that may not be correctly rounded when the quotient falls in the subnormal range.
J.-M. Muller showed in [13] how to avoid this problem.

Comparison between binary and decimal floating-point numbers

The IEEE 754-2008 standard for floating-point arithmetic arithmetic specifies binary as well as decimal
formats. N. Brisebarre, C. Lauter (Univ. Paris 6), M. Mezzarobba, and J.-M. Muller introduced in [17] an
algorithm that allows one to quickly compare a binary64 floating-point number and a decimal64 floating-point
number, assuming the “binary encoding” of the decimal formats specified by the IEEE-754 standard is used.
It is a two-step algorithm: a first pass, based on the exponents only, makes it possible to quickly eliminate
most cases; then, when the first pass does not suffice, a more accurate second pass is required. They provide
an implementation of several variants of their algorithm, and compare them.
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Conversions between binary and decimal floating-point numbers

Conversion between binary and decimal floating-point representations is ubiquitous. Floating-point radix con-
version means converting both the exponent and the mantissa. O. Kupriianova and C. Lauter (Univ. Paris 6) and
J.-M. Muller developed in [38] an atomic operation for floating-point radix conversion with simple straight-
line algorithm, suitable for hardware design. Exponent conversion is performed with a small multiplication
and a lookup table. It yields the correct result without error. Mantissa conversion uses a few multiplications
and a small lookup table that is shared amongst all types of conversions. The accuracy changes by adjusting
the computing precision.

Table-maker’s dilemma

Computing hardest-to-round cases of elementary functions is a key issue when one wants to develop an
efficient and reliable implementation of such a function. The algorithms developed until now required a
large amount of computation and produced a simple yes/no answer. In [40], G. Hanrot developed together
with E. Martin-Dorel (Toccata team), M. Mayero (IUT Villetaneuse, LIPN), and L. Théry (Marelle team) a
certificate-based approach of the SLZ algorithm where the execution produces certificates which can then be
validated using Coq. This allows one to validate a posteriori the fact that for a given function, a given input
precision p and bound p’, there is no pair (z,y) of floating-point representable numbers in precision p such
that 2=¢»(F(#))| f(2) — y| < 277", This approach has been tested on the exponential function over [1/2,1],
with an input precision of 53 bits and p’ = 300.

6.4. Hardware and FPGA arithmetic

6.4.1.

6.4.2.

Reconfiguring arithmetic

With B. Pasca (Altera), F. de Dinechin contributed a book chapter about of the opportunities and challenges
of computer arithmetic for reconfigurable/FPGA computing [32]. The main point of this chapter is to look
beyond the heritage of processor arithmetic. Using many examples from the FloPoCo project and others, it
shows the benefits of merging and fusing standard operators, it introduces an open-ended space of non-standard
operators, and illustrates the power of machine-generation of such arithmetic cores.

The bit heap framework for fixed-point arithmetic

N. Brunie, F. de Dinechin, and M. Istoan, with students G. Sergent, K. Illyes, and B. Popa, extended FloPoCo
with a versatile framework for manipulating sums of weighted bits [28], [18]. Such bit heaps may be used to
express and optimize at the bit level a wide range of operators (from adders and multipliers to polynomials,
filters, and other coarse arithmetic cores). A single piece of code can then be used to generate an architecture
for any of these operators.

6.4.3. Elementary functions

F. de Dinechin, with P. Echeverria and M. Lopez-Vallejo (U. Madrid) and B. Pasca (Altera), published a
hardware architecture for the floating-point pow and powr functions of the IEEE-754-2008 standard [3]. These
functions compute x¥, and differ only in the specification of special cases. The implementation, distributed
in FloPoCo, is parameterized in exponent and significand size. It combines suitably modified exponential and
logarithm units.

F. de Dinechin and M. Istoan, with student G. Sergent, compared several hardware algorithms for the
implementation of sine, cosine, and combined sine/cosine [21]: unrolled CORDIC in two variants with several
minor improvements, polynomial approximation, and an ad-hoc architecture based on trigonometric identities.
A surprising result is that the ad-hoc architecture betters CORDIC even when its multipliers and tables are
synthesized as logic.
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Contributions to processor architecture

S. Collange (ALF team) and N. Brunie with G. Diamos (Nvidia) suggested improvements for the architecture
of general-purpose graphical processing units [11]. As threads take different paths across the control-flow
graph, SIMD lockstep execution is partially lost, and must be regained whenever possible in order to maximize
the occupancy of SIMD units. Two techniques are described to handle SIMT control divergence and identify
reconvergence points. The most advanced one operates in constant space and handles indirect jumps and
recursion. In terms of performance, this solution is at least as efficient as state-of-the-art techniques in use in
current GPUs.

N. Brunie and F. de Dinechin studied with B. de Dinechin (Kalray) the integration of a tightly coupled
reconfigurable accelerator in a massively parallel multiprocessor [27]. For this purpose, they described an
architecture exploration framework that produces an architecture along with the relevant compilation software.
This framework was demonstrated on AES, SHA?2, and a FIR filter.
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6. New Results

6.1. Introduction

The ARLES project-team investigates solutions in the forms of languages, methods, tools and supporting
middleware to assist the development of distributed software systems, with a special emphasis on mobile
distributed systems enabling the ambient intelligence/pervasive computing vision.

Our research activities in 2013 have in particular accounted for the increasingly connected networking
environment, as envisioned by the Future Internet, and further focused on one of its major components that is
the Internet of Things, which allows connecting the physical with the digital word. In more detail, our research
has focused on the following areas:

e Dynamic interoperability among networked systems toward making them eternal, by way of on-the-
fly generation of connectors based on adequate system models (§ 6.2 );

e Revisiting service-oriented computing toward the Future Internet, in particular dealing with the
composition of highly heterogeneous services while ensuring quality of service (§ 6.3 );

e Service oriented middleware for the ultra large scale future mobile Internet of Things (§ 6.4 );

e Abstractions for enabling domain experts to easily compose applications on the Internet of Things
(86.5);
e Lightweight streaming middleware for the Internet of Things (§ 6.6 ); and

e Dynamic decision networks for decision-making in self-adaptive systems (§ 6.7 ).

6.2. Emergent Middleware

Participants: Emil Andriescu, Amel Bennaceur, Valérie Issarny.

Interoperability is a fundamental challenge for today’s extreme distributed systems. Indeed, the high-level
of heterogeneity in both the application layer and the underlying infrastructure, together with the conflicting
assumptions that each system makes about its execution environment hinder the successful interoperation
of independently developed systems. At the application layer, components may exhibit disparate data types
and operations, and may have distinct business logics. At the middleware layer, they may rely on different
communication standards, which define disparate data representation formats and induce different architectural
constraints. Finally, at the network layer, data may be encapsulated differently according to the network
technology in place.

A wide range of approaches have thus been proposed to address the interoperability challenge, as surveyed
in [26]. However, solutions that require performing changes to the systems are usually not feasible since the
systems to be integrated may be built by third parties (e.g., COTS —Commercial Off-The-Shelf— components
or legacy systems); no more appropriate are approaches that prune the behavior leading to mismatches since
they also restrict the systems’ functionality. Therefore, many solutions that aggregate the disparate systems
in a non-intrusive way have been investigated. These solutions use intermediary software entities, called
mediators, to interconnect systems despite disparities in their data and/or interaction models by performing
the necessary coordination and translations while keeping them loosely-coupled. However, creating mediators
requires a substantial development effort and a thorough knowledge of the application-domain, which is best
understood by domain experts. Moreover, the increasing complexity of today’s distributed systems, sometimes
referred to as Systems of Systems, makes it almost impossible to develop ‘correct’ mediators manually; correct
mediators guarantee that the components interact without errors (e.g., deadlocks) and reach their termination
successfully. Therefore, formal approaches are used to synthesize mediators automatically.
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We posit that interoperability should neither be achieved by defining yet another middleware nor yet another
ontology but rather by exploiting existing middleware together with knowledge encoded in existing domain
ontologies to synthesize and implement mediators automatically. In [2], we have introduced the notion of
emergent middleware for realizing mediators, which was initiated as part of the FP7 FET IP CONNECT project.
Our work during the year 2013 has more specifically focused on the further elaboration of a comprehensive
approach to mediator synthesis, including dealing with interoperability across protocol layers.

Mediator synthesis for emergent middleware: We focus on functionally-compatible components, i.e., com-
ponents that at some high level of abstraction require and provide compatible functionalities, but are unable to
interact successfully due to mismatching interfaces and behaviors. To address these differences without chang-
ing the components, mediators that systematically enforce interoperability between functionally-compatible
components by mapping their interfaces and coordinating their behaviors are required. Our approach for the
automated synthesis of mediators is performed in several steps.

The first step is interface matching, which identifies the semantic correspondence between the actions required
by one component and those provided by the other. We incorporate the use of ontology reasoning within
constraint solvers, by defining an encoding of the ontology relations using arithmetic operators supported by
widespread solvers, and use it to perform interface matching efficiently. For each identified correspondence,
we generate an associated matching process that performs the necessary translations between the actions of the
two components’ interfaces. The second step is the synthesis of correct-by-construction mediators. To do so,
we analyze the behaviors of components so as to generate the mediator that combines the matching processes
in a way that guarantees that the two components progress and reach their final states without errors. The
synthesised mediator is the most general component that ensures freedom of both communication mismatches
and deadlock in the composition of the components [15]. The last step consists in making the synthesized
mediator concrete by incorporating all the details about the interaction of components. To do so, we compute
the translation functions necessary to reconcile the differences in the syntax of the input/output data used by
each component and coordinate the different interaction patterns that can be used by middleware solutions.

We refer the interested reader to [7] for a complete description of the approach. Our contribution primarily lies
in handling interoperability from the application to the middleware layer in an integrated way. The mediators
we synthesize act as: (i) translators by ensuring the meaningful exchange of information between components,
(ii) controllers by coordinating the behaviors of the components to ensure the absence of errors in their
interaction, and (iii) middleware by enabling the interaction of components across the network so that each
component receives the data it expects at the right moment and in the right format.

Automated mediation for cross-layer protocol interoperability: Existing approaches to interoperability are
restricted to solving either application heterogeneity when the underlying middlewares are compatible, or solv-
ing middleware heterogeneity at each protocol layer separately. In real world scenarios, this does not suffice:
application and middleware boundaries are ill-defined and solutions to interoperability must consider them
in conjunction. We have been studying the case of cross-layer interoperability where protocol mediation is
performed between protocol stacks, rather than between protocol layers separately. Such interoperability ap-
proaches are appropriate for systems that rely on complex protocol stacks, where application and middleware
layers are tightly coupled.

Systems relying on tightly coupled protocol stacks exchange complex messages that consist of a composition
of heterogeneous data formats. To enable interoperation, complex messages from one system must be
translated into a different complex format that another system accepts such that the two can interact. While
Off-The-Shelf and third party message parsers are widely available for simple message formats (i.e., message
formats corresponding to a single protocol layer), complex message formats are typically unique since they are
the result of a protocol binding. Protocol binding represents the connection between one protocol and another
to create a new communication flow. Some middleware protocols recommend or restrict to certain types of
default binding (e.g., HTTP provides an extensive set of rules for binding, such as Content-Encoding and
Content-Type). However, real systems are often designed following a custom binding mechanism, restricting
the application of automated mediation solutions. This problem occurs primarily because complex message
formats cannot be easily interpreted.
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Many solutions address this composition issue by introducing Domain Specific Languages that can be used
by experts to specify parsers for complex message formats. Yet, whenever messages have a more complicated
syntax, providing their DSL descriptions becomes difficult as well. Further, such approaches are not future
proof as more protocols are expected to emerge, which will not be accounted for by DSLs that are defined
according to known message formats. An alternative is to generate parsers based on the composition of third-
party parsers that are usually included with protocol implementations. However, third-party parsers cannot be
used unless the protocol binding rules are identified by an expert, further allowing to implement the bridge
between one parser’s output data and the other parser’s input data. To this end, we designed an approach for
generating composed parsers that can process complex messages, accompanied by a formal mechanism for
defining complex message formats based on existing data formats. Our approach relies on user-provided parser
composition rules, which reflect the binding requirements of complex message formats.

We posit that our method is more efficient than implementing complex parsers, defining them using DSLs, or
directly implementing the binding of protocols. Furthermore, with this solution, we support the automated
synthesis of mediators at the application layer using the mapping-based approach discussed above, by
automatically generating an abstract representation of the application data exchanged by the interoperating
components.

6.3. Service-oriented Computing in the Future Internet
Participants: Georgios Bouloukakis, Nikolaos Georgantas, Valérie Issarny, Ajay Kattepur.

With an increasing number of services and devices interacting in a decentralized manner, choreographies
represent a scalable framework for the Future Internet. The service oriented architecture inherent to chore-
ographies allows abstracting multiple devices as components, that interact through middleware connectors via
standard protocols. However, the heterogeneous nature of devices leads to choreographies that not only include
conventional services, but also sensor-actuator networks, databases and service feeds. We reason about their
behavior through abstract middleware interaction paradigms, such as client-service (CS), publish-subscribe
(PS) and tuple space (TS), made interoperable through the eXtensible Service Bus (XSB) connector.

Extensible Service Bus for the Future Internet: XSB is an abstract service bus that deals effectively with the
cross-integration of heterogeneous interaction paradigms [17]. Inside the XSB, the CS, PS and TS paradigms
are modeled as abstract base connectors. Their space coupling semantics are represented with programming
interfaces used by applications (APIs) and corresponding application interface description languages (IDLs).
Their behavioral semantics are formally specified in terms of LTS (Labeled Transition Systems). We formally
verify the correctness of these behavioral specifications with respect to time coupling and concurrency
properties expressed in LTL temporal logic. This allows stating the correctness of the connector models
with respect to the semantics that they must have. This further enables identifying the behavioral semantics
of the XSB connector derived from the interconnection of base connectors. More specifically, in order to
identify the time coupling and concurrency semantics of XSB and construct a converter among the base
connectors, we build upon the formal method of protocol conversion via projections'®. According to this
method, conversion between two different protocols is possible if both protocols can be projected (where
projection is an abstraction defined as a set of transformations on the protocol LTS) to a functionally sufficient
common image protocol. Then, the end-to-end protocol of the interconnection of the two protocols is this
image protocol.

We have implemented our XSB solution into an extensible development and execution platform for application
and middleware designers. Using this platform, they can easily develop composite applications: they only need
to build descriptions for the constituent services and directives for data mapping among them. Our platform
then deals with reconciling among the heterogeneous interaction paradigms and protocols of the services by
employing binding components (BCs) that adapt between the native middleware of the services and the XSB
bus protocol. The XSB itself is implemented on top of an existing ESB substrate. Support for new middleware
platforms, new ESB substrates, or even new interaction paradigms can be incorporated in a facilitated way
thanks to the provided XSB architectural framework.

10Lam, S.S.: Protocol Conversion. IEEE Trans. Softw. Eng. 14(3) (1988) 353-362.
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QoS composition and analysis of heterogeneous choreographies: Leveraging on the functional interoper-
ability across interaction paradigms offered by the XSB, we study the Quality of Service (QoS) performance
of choreographies [21]. QoS dependency plays an important role in the service oriented system lifecycle, in-
cluding discovery, runtime selection, replacement and contractual guarantees. Consequently, QoS composition
among choreographed devices should tackle multi-dimensional probabilistic metrics combined with message
passing constraints imposed at design-time. We make use of an algebraic QoS composition model that is ap-
plied at the interaction paradigm level to study the composition of QoS metrics, and the subsequent tradeoffs.
While traditional QoS composition analysis has been done purely at the application level, analyzing the effect
of middleware interactions allows us to study CS, PS and TS based device compositions. This produces inter-
esting insights such as selection of a particular system and its middleware during design-time, or end-to-end
QoS expectation/guarantees during runtime. Our formulation also allows for runtime reconfiguration, in order
to optimally produce design time QoS expectations. Such flexible reconfiguration policies are crucial in the
case of large scale choreographies with high variability in runtime performance of participating devices.

Further, we study the effect of time/space coupling on the latency of successful transactions across the XSB
connector [20]. XSB models the message passing among peers through generic post and get operations, that
represent peer behavior with both tight (CS) and loose (PS/TS) time/space coupling. The heterogeneous lease
and timeout behaviors of these operations severely affect latency and success rates of messages passed either
synchronously or through callbacks. By precisely studying the timing thresholds using timed automata models,
we verify conditions for accurate message transactions with XSB connectors. This offers choreography
designers the ability to set these timing thresholds (bottom-up) or select a particular interaction paradigm
(top-down) for runtime enaction.

6.4. Service-oriented Middleware for the Mobile Internet of Things

Participants: Sara Hachem, Valérie Issarny, Georgios Mathioudakis, Animesh Pathak.

The Internet of Things (IoT) is characterized by an increasing number of Things embedding sensing, actuating,
processing, and communication capacities. A considerable portion of those Things will be mobile Things,
which come with several advantages yet lead to unprecedented challenges. The most critical challenges, that
are directly inherited from, yet amplify, today’s Internet issues, lie in handling i) the large scale of users
and mobile Things, ii) providing interoperability across the heterogeneous Things, and iii) overcoming the
unknown dynamic nature of the environment, due to the mobility of an ultra-large number of Things.

Service-Oriented Architecture (SOA) provides solid basis to address the above challenges as it allows the
functionalities of sensors/actuators embedded in Things to be provided as services, while ensuring loose-
coupling between those services and their hosts, thus abstracting their heterogeneous nature. In spite of
its benefits, SOA has not been designed to address the ultra-large scale of the mobile IoT. Consequently,
an alternative is provided within a novel Thing-based Service-Oriented Architecture, that revisits SOA
interactions and functionalities, service discovery and composition in particular. The novel architecture is
concretized within MobloT, a middleware solution that is specifically designed to manage and control the
ultra-large number of mobile Things in partaking in IoT-related tasks.

In accordance with SOA, MobloT comprises Discovery, Composition & Estimation, and Access components,
yet modifies their internal functionalities. In more detail, the Discovery component enables Thing-based ser-
vice registration (for Things to advertise hosted services) and look-up (for Things to retrieve remote services
of interest). In order to handle the ultra large number of mobile Things and their services in the IoT, the compo-
nent revisits the Service-Oriented discovery and introduces probabilistic discovery to provide, not all, but only
a sufficient subset of services that can best approximate the result that is being sought after [18], [11]. Fur-
thermore, the Composition & Estimation component (C&E) provides automatic composition of Thing-based
services. This capacity is of interest in the case where no service can perform a required measurement/action
task directly (based on its atomic functionalities). Thing-based service composition executes in three phases:
1) expansion, where composition specifications are automatically identified; ii) mapping, where actual ser-
vice instances (running services) are selected based on their functionalities and the physical attributes of their
hosts; and iii) execution, where the services are accessed and the composition specifications are executed.
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Thing-based service composition revisits Service-Oriented composition by executing seamlessly with no in-
volvement from developers or end users. Last but not least, the Access component provides an easy to use
interface for developers to sample sensors/actuators while abstracting sensor/actuator hardware specifications.
Additionally, it revisits Service-Oriented access by executing access to services transparently and wrapping
access functionalities internally. Thus, it alleviates that burden from users, initially in charge of this task. The
Access component supports access to remote services and to locally hosted services.

6.5. Composing Applications in the Internet of Things

Participants: Aness Bajia, Pankesh Patel, Animesh Pathak, Francoise Sailhan.

As introduced above, the Internet of Things integrates the physical world with the existing Internet, and is
rapidly gaining popularity, thanks to the increased adoption of smart phones and sensing devices. Several IoT
applications have been reported in recent research, and we expect to see increased adoption of IoT concepts in
the fields of personal health, inventory management, and domestic energy usage monitoring, among others.

An important challenge to be addressed in the domain of IoT is to enable domain experts (health-care
professionals, architects, city planners, etc.) to develop applications in their fields rapidly, with minimal
support from skilled computer science professionals. An ideal application development abstraction of the
IoT will allow (domain expert) developers to intuitively specify the rich interactions between the extremely
large number of disparate devices in the future Internet of Things. The goal of our research is then to propose
a suitable application development framework, where our work this year covered the two following related
areas.

Multi-stage model-driven approach for IoT application development: We have proposed a multi-stage
model-driven approach for IoT application development based on a precise definition of the role to be played
by each stakeholder involved in the process: domain expert, application designer, application developer, device
developer, and network manager [22]. The metamodels/abstractions available to each stakeholder are further
customized using the inputs provided in the earlier stages by other stakeholders. We have also implemented
code-generation and task-mapping techniques to support our approach. Our evaluation based on two realistic
scenarios shows that the use of our techniques/framework succeeds in improving productivity in the IoT
application development process. More details of our approach can be found in [8].

Integrating support for non-functional requirements while programming IoT applications: Given that
devices and networks constituting the IoT are prone to failure and consequent loss of performance, it is
natural that IoT applications are expected to encounter and tolerate several classes of faults - something
that still largely remains within the purview of low-level-protocol designers. As part of our work on the
MURPHY project (§ 7.1.1.1 ), we are addressing this issue by proposing: i) a set of abstractions that can
be used during macroprogramming to express fault tolerance requirements, and ii) a runtime system that
employs adaptive fault tolerance (AFT) to provide fault tolerance to the sensing application. Complementary
to this, we have proposed task mapping algorithms to satisfy those requirements through a constraint
programming approach [19]. Through evaluations on realistic application task graphs, we show that our
constraint programming model can effectively capture the end-to-end requirements and efficiently solves the
combinatorial problem introduced.

We have continually incorporating our research results in the above areas into Srijan (§ 5.6 ), which provides
an easy-to-use graphical front-end to the various steps involved in developing an application using the ATaG
macroprogramming framework.

6.6. Lightweight Streaming Middleware for the Internet of Things

Participants: Benjamin Billet, Valérie Issarny.
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The Internet of Things (IoT) is a promising concept toward pervasive computing as it may radically change
the way people interact with the physical world. One of the challenges raised by the IoT is the in-network
continuous processing of data streams presented by Things, which must be investigated urgently because
it affects the future data models of the IoT. This cross-cutting concern has been previously studied in the
context of Wireless Sensor and Actuator Networks (WSAN) given the focus on the acquisition and in-network
processing of sensed data. However, proposed solutions feature heterogeneous technologies that are difficult
to integrate and complex to use, which represents a hurdle to their wide deployment. In addition, new types of
smart sensors are emerging due to technological advances (e.g., Oracle SunSpot), enabling the implementation
of complex processing tasks directly into the network, without using proxies or sending every data to the
cloud. There is thus a need for a distributed middleware solution for data stream management that leverages
existing WSAN work, while integrating it with today’s Web technologies in order to improve the flexibility
and the interoperability of the future IoT. Toward that goal, we have been developing Dioptase, a Data Stream
Management System for the IoT, which aims to integrate the Things and their streams into today’s Web by
presenting sensors and actuators as services. The middleware specifically provides a way to describe complex
fully-distributed stream-based mashups and to deploy them dynamically, at any time, as task graphs, over
available Things of the network, including resource-constrained ones. To this end, Dioptase enables task
graphs to be composed of Thing-specific tasks (directly implemented on the Thing) and dynamic tasks that
communicates using data streams. Dynamic tasks are then described in a lightweight DSL, which is directly
interpreted by the middleware and provides specific primitives to manipulate data streams.

As part of the design of Dioptase, we have been investigating dedicated task mapping. Task mapping, which
basically consists of mapping a set of tasks onto a set of nodes, is a well-known problem in distributed
computing research. However, as a particular case of distributed systems, the Internet of Things (IoT) poses
a set of renewed challenges, because of its scale, heterogeneity and properties traditionally associated with
WSAN, shared sensing, continous processing of data streams and real time computing. To handle IoT features,
we present a formalization of the task mapping problem that captures the varying consumption of resources
and various constraints (location, capabilities, QoS) in order to compute a mapping that guarantees the lifetime
of the concurrent tasks inside the network and the fair allocation of tasks among the nodes (load balancing). It
results in a binary programming problem for which we provide an efficient heuristic that allows its resolution
in polynomial time. Our experiments show that our heuristic: (i) gives solutions that are close to optimal and
(ii) can be implemented on reasonably powerful Things and performed directly within the network, without
requiring any centralized infrastructure.

6.7. Dynamic Decision Networks for Self-Adaptive Systems

Participants: Amel Belaggoun, Nelly Bencomo, Valérie Issarny, Peter Sawyer.

Different modeling techniques have been used to model requirements and decision-making of self-adaptive
systems [25]. Important successful techniques based on goal models have been prolific in supporting decision-
making according to partial and total fulfillment of functional (goals) and non-functional requirements
(softgoals). The final decision about what strategy to use is based on a utility function that takes into
account the weighted sum of the different effects of the non-functional requirements. Such solutions have
been used both at design and run time including our own solutions using runtime goal models. Different
modeling techniques have been used to model requirements and decision-making of self-adaptive systems
[25]. Important successful techniques based on goal models have been prolific in supporting decision-making
according to partial and total fulfillment of functional (goals) and non-functional requirements (softgoals). The
final decision about what strategy to use is based on a utility function that takes into account the weighted sum
of the different effects of the non-functional requirements. Such solutions have been used both at design- and
run-time including our own solutions using runtime goal models.

We have enriched the decision-making supported by goal models with the use of Bayesian Dynamic Decision
Networks (DDNs) [12]. Our novel approach supports reasoning about partial satisfaction of soft-goals using
probabilities and uses machine learning. When using DDNs, we introduce new ways to tackle uncertainty
based on probabilities that can be updated based on runtime evidence. We have reported the results of the
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application of the approach on two different cases, one of them being the case of dynamic reconfiguration
of a remote data mirroring network that must spread data among servers while minimizing costs and loss of
data. Our early results suggest the decision-making process of self-adaptive systems can be improved by using
DDNss.

This work has been developed under the umbrella of the Marie Curie Project Requirements@run.time
(§ 7.2.1.4 ). The main results achieved during the year 2013 are:

e A Bayesian-based technique to support the decision making of self-adaptive systems [14]. DDN-
based approaches adopt probabilistic methods (i.e., Bayesian methods) and decision theory to assess
the consequences of uncertainty. Using the approach, suitable choices to satisfice functional require-
ments of the system are identified from a range of alternative decisions and their expected utilities.
Satisficement of NFRs is modeled using conditional probabilities given the design decisions. Pref-
erences over decisions are modeled using weights associated with pairs of design alternatives and
NFRs, and used when computing the expected utilities of the architectural design alternatives. The
decision taken by the DDN is that with the highest expected utility. The approach offers the benefits
of machine learning.

e A formal Bayesian definition of surprise as the basis for quantitative analysis to measure degrees
of uncertainty and deviation of self-adaptive systems from normal behavior [13]. Specifically, a
Bayesian surprise quantifies how new evidence affects assumptions of the world (properties in the
models). A “surprising” event may provoke a large divergence between the beliefs distributions prior
and posterior to that event. As such and depending on how big or small this divergence is, the running
system may decide to either: (i) dynamically adapt accordingly, or (ii) temporarily avoid any action
of adaptation and flag up the fact that a potential abnormal situation has been found. While doing
(i) we are offering a specific implementation of the RELAX language previously developed by
Bencomo and her co-authors.
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6. New Results

6.1. Models and abstractions for distributed systems

6.1.1.

Randomized loose renaming in O(loglog n) time
Participant: George Giakkoupis.

Renaming is a classic distributed coordination task in which a set of processes must pick distinct identifiers
from a small namespace. In [24], we consider the time complexity of this problem when the namespace is
linear in the number of participants, a variant known as loose renaming. We give a non-adaptive algorithm
with O(loglogn) (individual) step complexity, where n is a known upper bound on contention, and an
adaptive algorithm with step complexity O((loglog k)2) where £ is the actual contention in the execution.
We also present a variant of the adaptive algorithm which requires O(k log log k)rotal process steps. All upper
bounds hold with high probability against a strong adaptive adversary. We complement the algorithms with
an Q(loglogn) expected time lower bound on the complexity of randomized renaming using test-and-set
operations and linear space. The result is based on a new coupling technique, and is the first to apply to
non-adaptive randomized renaming. Since our algorithms use O(n) test-and-set objects, our results provide
matching bounds on the cost of loose renaming in this setting.

This work was done in collaboration with Dan Alistarh, James Aspnes, and Philipp Woelfel.

6.1.2. An O(sqrt n) space bound for obstruction-free leader election

6.1.3.

6.1.4.

Participant: George Giakkoupis.

In [32] we present a deterministic obstruction-free implementation of leader election from O(,/n) atomic
O(log n)-bit registers in the standard asynchronous shared memory system with n processes. We provide also
a technique to transform any deterministic obstruction-free algorithm, in which any process can finish if it
runs for b steps without interference, into a randomized wait-free algorithm for the oblivious adversary, in
which the expected step complexity is polynomial in n and b. This transformation allows us to combine our
obstruction-free algorithm with the leader election algorithm by Giakkoupis and Woelfel (2012), to obtain
a fast randomized leader election (and thus test-and-set) implementation from O(/n)O(log n)-bit registers,
that has expected step complexity O(log" n) against the oblivious adversary. Our algorithm provides the first
sub-linear space upper bound for obstruction-free leader election. A lower bound of ©2(log n) has been known
since 1989 (Styer and Peterson, 1989). Our research is also motivated by the long-standing open problem
whether there is an obstruction-free consensus algorithm which uses fewer than n registers.

This work was done in collaboration with Maryam Helmi, Lisa Higham, and Philipp Woelfel.

Broadcast in recurrent dynamic systems
Participants: Michel Raynal, Julien Stainer.

This work [50] proposes a simple broadcast algorithm suited to dynamic systems where links can repeatedly
appear and disappear. The algorithm is proved correct and a simple improvement is introduced, that reduces
the number and the size of control messages. As it extends in a simple way a classical network traversal
algorithm (due to A. Segall, 1983) to the dynamic context, the proposed algorithm has also pedagogical flavor.

This work has been done in collaboration with Jiannong Cao and Weigang Wu.

Computing in the presence of concurrent solo executions
Participants: Michel Raynal, Julien Stainer.
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In a wait-free model any number of processes may crash. A process runs solo when it computes its local output
without receiving any information from other processes, either because they crashed or they are too slow.
While in wait-free shared-memory models at most one process may run solo in an execution, any number of
processes may have to run solo in an asynchronous wait-free message-passing model. This work [47] is on
the computability power of models in which several processes may concurrently run solo. We introduced a
family of round-based wait-free models, called the d-solo models, 1 < d < n, where up to d processes may
run solo. Then we gave a characterization of the colorless tasks that can be solved in each d-solo model.
We also introduced the (d, €)-solo approximate agreement task, which generalizes e-approximate agreement,
and proves that (d, €)-solo approximate agreement can be solved in the d-solo model, but cannot be solved
in the (d + 1)-solo model. We also studied the relation linking d-set agreement and (d, €)-solo approximate
agreement in asynchronous wait-free message-passing systems. These results establish for the first time a
hierarchy of wait-free models that, while weaker than the basic read/write model, are nevertheless strong
enough to solve non-trivial tasks.

This work was done in collaboration with Maurice Herlihy and Sergio Rajsbaum.

6.1.5. Relating message-adversaries and failure detectors
Participants: Michel Raynal, Julien Stainer.

A message adversary is a daemon that suppresses messages in round-based message-passing synchronous
systems in which no process crashes. A property imposed on a message adversary defines a subset of messages
that cannot be eliminated by the adversary. It has recently been shown that when a message adversary
is constrained by a property denoted TOUR (for tournament), the corresponding synchronous system and
the asynchronous crash-prone read/write system have the same computability power for task solvability. In
this work [39] we introduced new message adversary properties (denoted SOURCE and QUORUM), and
shown that the synchronous round-based systems whose adversaries are constrained by these properties are
characterizations of classical asynchronous crash-prone systems (1) in which processes communicate through
atomic read/write registers or point-to-point message-passing, and (2) enriched with failure detectors such
as 2 and X. Hence these properties characterize maximal adversaries, in the sense that they define strongest
message adversaries equating classical asynchronous crash-prone systems. They consequently provide strong
relations linking round-based synchrony weakened by message adversaries with asynchrony restricted with
failure detectors. This not only enriches our understanding of the synchrony/asynchrony duality, but also
allows for the establishment of a meaningful hierarchy of property-constrained message adversaries.

6.1.6. A hierarchy of agreement problems from simultaneous consensus to set agreement
Participants: Michel Raynal, Julien Stainer.

In this work [38] we investigated the relation linking the s-simultaneous consensus problem and the k-set
agreement problem in wait-free message-passing systems. To this end, we defined the (s, k)-SSA problem
which captures jointly both problems: each process proposes a value, executes s simultaneous instances of a
k-set agreement algorithm, and has to decide a value so that no more than sk different values are decided. We
also introduced a new failure detector class denoted Zj j,, which is made up of two components, one focused
on the "shared memory object" that allows the processes to cooperate, and the other focused on the liveness of
(s, k)-SSA algorithms. A novelty of this failure detector lies in the fact that the definition of its two components
are intimately related. We designed a Z; j-based algorithm that solves the (s, k)-SSA problem, and shown that
the "shared memory"-oriented part of Z; , is necessary to solve the (s, k)-SSA problem (this generalizes and
refines a previous result that showed that the generalized quorum failure detector Xj, is necessary to solve
k-set agreement). We finally, investigated the structure of the family of (s, k)-SSA problems and introduced
generalized (asymmetric) simultaneous set agreement problems in which the parameter k can differ in each
underlying k-set agreement instance. Among other points, it shows that, for s,k > 1, (a) the (sk,1)-SSA
problem is strictly stronger that the (s, k)-SSA problem which is itself strictly stronger than the (1, ks)-SSA
problem, and (b) there are pairs (s1, k1) and (s2, k2) such that s1k1 = s2ko and (s1, k1)-SSA and (s2, ka)-
SSA are incomparable.
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6.2. Large-scale and user-centric distributed systems

6.2.1.

6.2.2.

6.2.3.

FreeRec: An anonymous and distributed personalization architecture
Participants: Antoine Boutet, Davide Frey, Arnaud Jégou, Anne-Marie Kermarrec, Heverson Borba Ribeiro.

FreeRec is an anonymous decentralized peer-to-peer architecture designed to bring personalization while
protecting the privacy of its users [17], [30], [44]. FreeRec’s decentralized approach makes it independent of
any entity wishing to collect personal data about users. At the same time, its onion-routing-like gossip-based
overlay protocols effectively hide the association between users and their interest profiles without affecting
the quality of personalization. The core of FreeRec consists of three layers of overlay protocols: the bottom
layer, rps, consists of a standard random peer sampling protocol ensuring connectivity; the middle layer,
PRPS, introduces anonymity by hiding users behind anonymous proxy chains, providing mutual anonymity;
finally, the top clustering layer identifies for each anonymous user, a set of anonymous nearest neighbors. We
demonstrate the effectiveness of FreeRec by building a decentralized and anonymous content dissemination
system. Our evaluation by simulation, our PlanetLab experiments, and our probabilistic analysis show that
FreeRec effectively decouples users from their profiles without hampering the quality of personalized content
delivery.

HyRec: A hybrid recommender system

Participants: Antoine Boutet, Davide Frey, Anne-Marie Kermarrec.

The ever-growing amount of data available on the Internet calls for personalization. Yet, the most effective
personalization schemes, such as those based on collaborative filtering (CF), are notoriously resource greedy.
HyRec is an online cost-effective scalable system for CF personalization. HyRec relies on a hybrid architec-
ture, offloading CPU-intensive recommendation tasks to front-end client browsers, while retaining storage and
orchestration tasks within back-end servers. HyRec has been fully implemented and extensively evaluated on
several workloads from MovieLens and Digg. We convey the ability of HyRec to significantly reduce the op-
eration costs of the content provider by up to 70% and drastically improve the scalability by up to 500%, with
respect to a centralized (or cloud-based recommender approach), while preserving the quality of the personal-
ization. We also show that HyRec is virtually transparent to the users and induces only 3% of the bandwidth
consumption of a P2P solution.

Social market
Participants: Davide Frey, Arnaud Jégou, Anne-Marie Kermarrec, Michel Raynal, Julien Stainer.

The ability to identify people that share one’s own interests is one of the most interesting promises of the
Web 2.0 driving user-centric applications such as recommendation systems or collaborative marketplaces. To
be truly useful, however, information about other users also needs to be associated with some notion of trust.
Consider a user wishing to sell a concert ticket. Not only must she find someone who is interested in the
concert, but she must also make sure she can trust this person to pay for it. Social Market (SM) solves this
problem by allowing users to identify and build connections to other users that can provide interesting goods
or information and that are also reachable through a trusted path on an explicit social network like Facebook.
This year, we extended the contributions presented in 2011, by introducing two novel distributed protocols
that combine interest-based connections between users with explicit links obtained from social networks ala
Facebook. Both protocols build trusted multi-hop paths between users in an explicit social network supporting
the creation of semantic overlays backed up by social trust. The first protocol, TAPS2, extends our previous
work on TAPS (Trust-Aware Peer Sampling), by improving the ability to locate trusted nodes. Yet, it remains
vulnerable to attackers wishing to learn about trust values between arbitrary pairs of users. The second
protocol, PTAPS (Private TAPS), improves TAPS2 with provable privacy guarantees by preventing users from
revealing their friendship links to users that are more than two hops away in the social network. In addition to
proving this privacy property, we evaluate the performance of our protocols through event-based simulations,
showing significant improvements over the state of the art. In addition to our previous publication on this topic,
our recent work led to a paper that appeared in TCS [20].
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Privacy-preserving P2P collaborative filtering
Participants: Davide Frey, Anne-Marie Kermarrec, Antoine Rault, Franc¢ois Taiani.

The huge amount of information available at any time in our connected society calls for a mechanism to
filter it efficiently. Recommendation systems provide such a mechanism by personalizing the information
displayed for each user. However, the collection of personal information by recommendation systems threatens
the privacy of users. We address the two needs for recommendation and privacy through a peer-to-peer user-
based collaborative filtering system. Recommendation is done ala GOSSPLE by building an overlay network
which connects users with similar interests via clustering and random peer sampling. This overlay network
is then used to make recommendations based on what similar users liked. Users’ privacy is protected in two
ways. Users are protected from a Big Brother adversary by the peer-to-peer design of the system in which
profiles are stored only by their owners. Users are protected from other malicious users who would try to
learn the content of their profiles by our landmark-based cosine similarity measure. It indirectly computes the
similarity of two users by comparing their respective similarities with a set of randomly generated profiles,
called landmarks. Thus, users can compute their similarity without revealing their profile, contrarily to the
regular cosine similarity when used in a peer-to-peer system.

Gossip protocols for renaming and sorting
Participants: George Giakkoupis, Anne-Marie Kermarrec.

In [33] we devise efficient gossip-based protocols for some fundamental distributed tasks. The protocols
assume an n-node network supporting point-to-point communication, and in every round, each node exchanges
information of size O(logn) bits with (at most) one other node. We first consider the renaming problem, that
is, to assign distinct IDs from a small ID space to all nodes of the network. We propose a renaming protocol
that divides the ID space among nodes using a natural push or pull approach, achieving logarithmic round
complexity with ID space {1,---, (1 + €)n}, for any fixed € > 0. A variant of this protocol solves the tight
renaming problem, where each node obtains a unique ID in {1, -, n}, in O(log® n) rounds. Next we study
the following sorting problem. Nodes have consecutive IDs 1 up to n, and they receive numerical values as
inputs. They then have to exchange those inputs so that in the end the input of rank k is located at the node with
ID k. Jelasity and Kermarrec (2006) suggested a simple and natural protocol, where nodes exchange values
with peers chosen uniformly at random, but it is not hard to see that this protocol requires €2(n) rounds. We
prove that the same protocol works in O(log2 n) rounds if peers are chosen according to a non-uniform power
law distribution.

This work has been done in collaboration with Philipp Woelfel.

6.2.6. Adaptive streaming

6.2.7.

Participants: Ali Gouta, Anne-Marie Kermarrec.

HTTP Adaptive Streaming (HAS) is gradually being adopted by Over The Top (OTT) content providers. In
HAS, a wide range of video bitrates of the same video content are made available over the internet so that
clients’ players pick the video bitrate that best fit their bandwidth. Yet, this affects the performance of some
major components of the video delivery chain, namely CDNs or transparent caches since several versions of the
same content compete to be cached. We investigated the benefits of a Cache Friendly HAS system (CF-DASH),
which aims to improve the caching efficiency in mobile networks and to sustain the quality of experience
of mobile clients. We presented a set of observations we made on large number of clients requesting HAS
contents [34], [35]. Then, we evaluated CF-dash based on trace-driven simulations and testbed experiments.
Our validation results are promising. Simulations on real HAS traffic show that we achieve a significant gain
in hit-ratio that ranges from 15% up to 50%.

Work was done in collaboration with Yannick Le Louedec, Zied Aouini and Diallo Mamadou.

DynaSoRe: Efficient in-memory store for social applications
Participant: Arnaud Jégou.
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Social network applications are inherently interactive, creating a requirement for processing user requests
fast. To enable fast responses to user requests, social network applications typically rely on large banks of
cache servers to hold and serve most of their content from the cache. The objective of this work is to build
a memory cache system for social network applications that optimizes data locality while placing user views
across the system. We call this system DynaSoRe (Dynamic Social stoRe). DynaSoRe storage servers monitor
access traffic and bring data frequently accessed together closer in the system to reduce the processing load
across cache servers and network devices. Our simulation results considering realistic data center topologies
show that DynaSoRe is able to adapt to traffic changes, increase data locality, and balance the load across the
system. The traffic handled by the top tier of the network connecting servers drops by 94% compared to a
static assignment of views to cache servers while requiring only 30% additional memory capacity compared
to the whole volume of cached data.

This work was conducted in collaboration with Xiao Bai, Flavio Junqueira, and Vincent Leroy. The product
of this collaboration led to the publication of a paper at the Middleware 2013 conference [26].

6.2.8. Adaptive metrics on distributed recommendation systems

6.2.9

Participants: Anne-Marie Kermarrec, Francois Taiani, Juan Manuel Tirado Martin.

Current distributed recommendation systems are metric based. This means that recommendation quality de-
pends on a single user comparison function. This is a simple solution that cannot cover the particularities
of each system. Classically computing intensive data-mining methods have been used in the field of recom-
mendation. However, they are not proper in distributed scenarios due to the lack of a global vision and the
existing restrictions in terms of computing power. In this project, we study how to provide and model ad-hoc
similarity metrics that can be automatically adapted to a different number of scenarios. We study our solution
from two different points of view: recommendation and performance. In the first, we evaluate the capacity of
data mining technics to give users relevant recommendations. Second, by exploring the performance of differ-
ent approaches in order to obtain relevant recommendations we plan to study the trade-off between relevant
recommendations and computational cost.

Cliff-Edge Consensus: Agreeing on the precipice

Participants: Michel Raynal, Francois Taiani.

In this project, we worked on a new form of consensus that allows nodes to agree locally on the extent
of crashed regions in networks of arbitrary size. One key property of our algorithm is that it shows local
complexity, i.e. its cost is independent of the size of the complete system, and only depends on the shape and

extent of the crashed region to be agreed upon. In [40], we motivate the need for such an algorithm, formally
define this new consensus problem, propose a fault-tolerant solution, and prove its correctness.

This work was done in collaboration with Geoff Coulson and Barry Porter.

6.2.10. Clustered network coding

Participants: Fabien André, Anne-Marie Kermarrec, Konstantinos Kloudas, Alexandre Van Kempen.

Modern storage systems now typically combine plain replication and erasure codes to reliably store large
amount of data in datacenters. Plain replication allows a fast access to popular data, while erasure codes, e.g.
Reed-Solomon codes, provide a storage-efficient alternative for archiving less popular data. Although erasure
codes are now increasingly employed in real systems, they experience high overhead during maintenance, i.e.
upon failures, typically requiring files to be decoded before being encoded again to repair the encoded blocks
stored at the faulty node.

In this work, we propose a novel erasure code system, tailored for networked archival systems. The efficiency
of our approach relies on a combination of the use of random codes coupled with a clever yet simple clustered
placement strategy. Our repair protocol leverages network coding techniques to reduce by 50% the amount
of data transferred during maintenance, as several cluster files are repaired simultaneously. We demonstrate
both through an analysis and extensive experimental study conducted on a public testbed that our approach
dramatically decreases both the bandwidth overhead during the maintenance process and the time to repair
data lost upon failure.
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This has been done in collaboration with Erwan le Merrer, Nicolas, Le Scouarnec and Gilles Straub.
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5. New Results

5.1. Medical Image Analysis

5.1.1. Segmentation of cardiac images from magnetic resonance
Participants: Jan Margeta [Correspondant], Kristin Mcleod, Antonio Criminisi [MSRC], Nicholas Ayache.

This work has been partly supported by Microsoft Research through its PhD Scholarship Programme and
the European Research Council through the ERC Advanced Grant MedYMA (on Biophysical Modeling and
Analysis of Dynamic Medical Images).

Cardiac imaging, Magnetic resonance, Image segmentation, Maching learning

e We contributed our previous method to build left ventricle myocardium segmentation consensus
based on the STAPLE algorithm [26]

e We enhanced our segmentation method with extra features based on the distance transform and
image vesselness measures in order to segment left atria (see Fig. 1 ) from 3d MRI images [49]. We
participated with this method in the left atrium segmentation challenge at MICCAI 2013.
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Figure 1. Segmented atria meshes from the validation dataset.

5.1.2. Brain tumor image processing and modeling

Participants: Bjoern Menze [Correspondant], Hervé Delingette, Nicholas Ayache, Nicolas Cordier, Erin
Stretton, Jan Unkelbach.

We developed a new non-parametric lesion growth model for the analysis of longitudinal image sequences
[59], evaluated the parametric tumor growth model of Konukoglu on longitudinal data, focusing on the rele-
vance of DTI [40], [57], and addressed the question of how to detect tumor growth from longitudinal sequences
of patients treated with angiogenesis inhibitors using registration techniques [47]. We also completed work for
the 2012 MICCALI Challenge on Brain Tumor Image Segmentation (MICCAI-BRATS 2012) [79], where we
also tested some of our own brain tumor image segmentation models based on random forests [42] and patch
regression [38], we also participated in MICCAI-BRATS 2013 in Nagoya, Japan [67].
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Further developing the random forest framework for medical computer vision tasks

Participants: Bjoern Menze [Correspondant], Matthias Schneider, Ezequiel Geremia, Rene Donner, Georg
Langs, Gabor Szekely.

Methodological contributions include the further development of the random forest framework. We introduced
the “spatially adaptive” random forest (SARF) classifier [42], and evaluated Hough regression forests for
interest point detection in whole body CT image analysis, as well as for vessel detection and tracking [54]. We
also evaluated alternative patch-based methods for whole body image registration [41]. As a related community
effort, we organized the MICCAI-MCV workshop, also in conjunction with the MICCAI conference in
Nagoya, Japan [65].

Statistical Analysis of Diffusion Tensor Images of the Brain
Participants: Vikash Gupta [Correspondent], Nicholas Ayache, Xavier Pennec.

Diffusion Tensor Imaging of the Brain, Tractography, Super-resolution, Statistical analysis

Diffusion tensor imaging (DTI) is gaining interest as a clinical tool for studying a number of brain diseases
pertaining to white matter tracts and also as an aid in neuro-surgical planning. Unfortunately, in a clinical
environment, diffusion imaging is hampered by the long acquisition times, low signal to noise ratio and
a prominent partial volume effect due to thick slices. We are developing a framework for increasing the
resolution of the low-resolution clinical CTI images. The method uses a maximum likelihood strategy to
account for the noise and an anisotropic regularization prior to promote smoothness in homogeneous areas
while respecting edges. The technique is called Higher Resolution Tensor Estimation and it uses a single
clinical acquisition to produce high resolution tensor images. We aim to replace resampling techniques used
for tensor normalization in population based studies, with the present method. The method itself along with
quantitative results on tractography 2 were presented in MICCAI 2013 [45].

3D/2D coronary arteries registration

Participants: Thomas Benseghir [Correspondant], Grégoire Malandain, Régis Vaillant [GE-Healthcare],
Nicholas Ayache.

This work is done in collaboration with GE-Healthcare (Buc).

3D/2D registration; computed tomography angiography; CTA; X-ray fluoroscopy; coronary arteries

Endovascular treatment of coronary arteries involves catheter navigation through patient vasculature. Projec-
tive angiography guidance is limited in the case of chronic total occlusion where the occluded vessel can not be
seen. Integrating standard preoperative CT angiography information with live fluoroscopic images addresses
this limitation but requires alignment of both modalities.

We published the Iterative Closest Curve (ICC) algorithm [36] in the MICCAI 2013 conference :
e The ICC-algorithm mimics the ICP-algorithm ©, curves being considered instead of points.

e Contrary to closest point pairing, the resulting pairings assure a topological and geometrical coher-
ence since a curve is paired to another one (cf Figure 3 ).

e The developed method can deal with differences in both datasets by considering outlier rejection at
the level of curve and the level of point.

Automatic Registration of Endoscopic Images

Participants: Anant Vemuri [Correspondant], Stéphane Nicolau [IHU Strasbourg], Luc Soler [THU Stras-
bourg], Nicholas Ayache.

This work is performed in collaboration with IHU Strasbourg.

Image registration; Endoscopic imaging; Biopsy Relocalization

6p.J. Besl and N.D. McKay. A method for registration of 3-D shapes
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Figure 2. Middle column shows a comparatively dense fiber bundle in the fornix region for the Higher Resolution
Tensor Estimation method (superior-inferior view) compared to tensor resampling (left column). Right column
shows a quantitative comparison of fiber lengths.
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Figure 3. Left : Pairing obtained with the ICP algorithm, Middle : Pairing obtained with the ICC algorithm, Right :
ICC (green) and ICP (red) registration results.

The screening of cancer lesions in the oesophagus involves obtaining biopsies at different regions along the
oesophagus. The localization and tracking of these biopsy sites inter-operatively poses a significant challenge
for providing targeted treatments.

Our work [61] introduces a novel framework for accurate re-positioning of the endoscope at previously
targeted sites:

e it includes an electromagnetic tracking system in the loop and provides a framework for utilizing it
for re-localization inter-operatively.

e We have shown on three in-vivo porcine interventions that our system can provide accurate guidance
information, which was qualitatively evaluated by five experts.

5.2. Biological Image Analysis

5.2.1. Pre-clinical molecular imaging: motionless 3D image reconstruction in micro-SPECT

Participants: Marine Breuilly [Correspondant, Inria], Grégoire Malandain [Inria], Nicholas Ayache [Inria],
Jacques Darcourt [UNS-CAL], Philippe Franken [UNS-CAL], Thierry Pourcher [CEA].

This work is jointly conducted with the Transporter in Imagery and Oncologic Radiotherapy team (TIRO,
CEA-CAL-UNSA) located in Nice.

SPECT/CT, small animal, respiratory motion, respiratory gating, 4D images, stomach, 99mTc-pertechnetate
biodistribution, compartmental analysis

This work has been conducted on SPECT images acquired with a small animal device. Dynamic SPECT
images provide functional information targeted by a specific radiotracer (99mTc-pertechnetate) that permit
the tracking and quantifying of evolving phenomena.

e Respiratory motion induces an artificial enlargement of the moving structures (tumours, organs) in
SPECT images, and biases the quantification.

e A full ad-hoc method was presented that allows the reconstruction of a single 3D SPECT image
without motion artefacts [37], [6], [1].
5.2.2. Pre-clinical molecular dynamic imaging: °°mTc-pertechnetate biodistribution model of
murine stomach with micro-SPECT

Participants: Marine Breuilly [Correspondant, Inria], Grégoire Malandain [Inria], Nicholas Ayache [Inria],
Jacques Darcourt [UNS-CAL], Philippe Franken [UNS-CAL], Thierry Pourcher [CEA].
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This work is jointly conducted with the Transporter in Imagery and Oncologic Radiotherapy team (TIRO,
CEA-CAL-UNSA) located in Nice.

SPECT/CT, small animal, 4D images, stomach, 99mTc-pertechnetate biodistribution, compartmental analysis

Using the coupled SPECT and CT device dedicated to small animals, functional information targeted by a
specific radiotracer (**mTc-pertechnetate) can be imaged dynamically.

99mTc-pertechnetate is an iodide analog related to the NIS gene. Thus iodide uptake kinetics can be
studied through the study of **mTc- pertechnetate biodistribution.

Dynamic SPECT images exhibit a progressive accumulation of
99mTec-pertechnetate in the stomach wall and diffusion in the stomach cavity.

A first simplified model for stomach **mTc-pertechnetate biodistribution was proposed and studied
with a compartmental analysis approach using a simplified two-compartment (stomach wall and
cavity) model with one input (blood) (see Figure 4 ) [1].

Time activity curves of each compartment were obtained from dynamic images thanks to an original
layer-based decomposition of the stomach [1].

The first estimation of the model transfer parameters Kj; was performed by numerically solving the
inverse problem [1].

./../../../projets/asclepios/IMG/breuilly.png

Figure 4. Simplified two-compartment model of **mTc-pertechnetate biodistribution in murine stomach with

time-activity curves for each compartment.
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5.3. Computational Anatomy

5.3.1. Longitudinal brain morphometry: statistical analysis and robust quantification of
anatomical changes
Participants: Marco Lorenzi [Correspondant], Xavier Pennec, Nicholas Ayache.

Longitudinal analysis, Alzheimer’s Disease, non-linear registration, brain morphometry

This project is based on the PhD thesis defended in 2012 by Marco Lorenzi, and aims at developing robust
and effective instruments for the analysis of longitudinal brain changes, with special focus on the study of
brain atrophy in Alzheimer’s disease. The project relies on the analysis of follow-up magnetic resonance
images of the brain by means of non-linear registration. During 2013 the main scientific achievements were
the following:

e We developed and distributed the LCC-logDemons, an accurate and robust diffeomorphic non-
linear registration algorithm [14], [16]. The algorithm implements the symmetric Local Correlation
Coefficient (LCC) and is suited for both inter and intra-subject registration. The software is freely
available for research purposes here.

e We investigated the problem of comparing the trajectories of longitudinal morphological changes
estimated in different patients. Based on our previous work on parallel transport in diffeomorphic
registration, we proposed the "pole ladder" for the efficient normalization of longitudinal trajectories
in a common reference space [15], [48].

e  We defined an effective framework for the statistical analysis of longitudinal brain changes in clinical
groups. The proposed framework enabled the characterization of abnormal morphological changes
in healthy subjects at risk for Alzheiemer’s disease [46].

e We addressed the multi-scale analysis of longitudinal volume changes encoded by deformation
fields. We provided a probabilistic framework for the consistent definition of anatomical regions
of longitudinal brain atrophy across spatial scales, in order to robustly quantify regional volume
changes in populations or in single patients. The framework was applied to the longitudinal analysis
of group-wise atrophy in Alzheimer’s disease (Figure 5 ), and to the tracking and quantification of
treatment efficacy on brain tumors [47].

5.3.2. Longitudinal Analysis and Modeling of Brain Development during Adolescence
Participants: Mehdi Hadj-Hamou [Correspondant], Xavier Pennec, Nicholas Ayache.

This work is partly funded through the ERC Advanced Grant MedYMA 2011-291080 (on Biophysical Modeling
and Analysis of Dynamic Medical Images).

Brain development, adolescence, longitudinal analysis, non-rigid registration algorithm

Due to the lack of tools to capture the subtle changes in the brain, little is known about its development during
adolescence. The aim of this project is then to provide quantification and models of brain development during
adolescence based on non-rigid registration of longitudinal MRIs (enabling us to capture these changes). The
analysis pipeline is the following (Figure 6 ) :

e Register each patient’s pair of images in order to get access to the longitudinal changes defined by a
transformation field (parameterized by a Stationary Velocity Field).

e Transport every deformation field in a common space (template) to obtain the mean scenario and
quantify the changes.

e Propose simplified models of the anatomical changes occurring during adolescence abstracting the
results of the analysis.

5.3.3. Reduced-Order Statistical Models of Cardiac Growth, Motion and Blood Flow

Participants: Kristin Mcleod [Correspondant], Maxime Sermesant, Xavier Pennec.

This work was partially funded by the EU projects Care4me (ITEA2) and MD-Paedigree (FP7).


http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid55
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid56
https://team.inria.fr/asclepios/software/lcclogdemons/
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid57
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid58
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid59
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/uid95.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/bibliography.html#asclepios-2013-bid41
http://raweb.inria.fr/rapportsactivite/RA{$year}/asclepios/uid100.html

135 Computational Neuroscience and Medecine - New Results - Project-Team ASCLEPIOS

./../../../projets/asclepios/IMG/FigureMarcoLorenzi.png

Figure 5. Group-wise scale-space analysis for the 1-year brain atrophy in 30 AD patients.
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Figure 6. Pipeline for the longitudinal analysis of brain development during adolescence.
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Statistical analysis, image registration, Demons algorithm, reduced models, CFD, Polyaffine, cardiac motion
tracking

This work involves developing reduced models of cardiac growth, motion and blood flow, with application to
the Tetralogy of Fallot heart [28].

o Extending the 2012 reduced order model of cardiac motion based on a polyaffine log-demons
registration proposed at the 2012 STACOM MICCAI workshop, an additional cardiac-specific prior
was added to the model to give more physiologically meaningful weight functions. Using this
method, the trace of the affine matrix per region was plotted over time to establish differences
between healthy subjects and asynchronous heart failure patients. The method and results were
presented at the 2013 FIMH conference [52].

e Going further in analysing the affine parameters per region, statistical methods were applied to the
registration parameters of the method proposed at the 2012 STACOM MICCAI workshop [50]. By
applying principal component analysis to the transformation parameters stacked either column-wise
or row-wise, population-based descriptors of motion in terms of the temporal or spatial components
were obtained. The method was applied to 15 healthy subjects and 2 heart failure patients and
presented at the 2013 MICCALI conference [51].

e The analysis of a statistical model for reduced blood flow simulations in the pulmonary artery
proposed in the 2010 STACOM workshop was extended to a journal version [10], [64]. The previous
work was extended to re-solve the obtained pressure and velocity bases for the subject-specific
geometry by solving the Navier Stokes equations on the reduced bases. The method was applied
to a data-set of 17 Tetralogy of Fallot patients.

5.3.4. Geometric Statistics

Participants: Xavier Pennec [Correspondant], Nina Miolane, Christof Seiler [Stanford], Susan Holmes
[Stanford].

This work is partly funded through a France Stanford collaborative project grant (2013-2014).
Statistics, manifolds, Lie groups

The study of bi-invariant means on Lie groups [53] was further pushed by looking for the conditions of
existence of bi-invariant semi-Riemannian metrics, thus relaxing the positivity constraint of Riemannian
metrics [4]. This idea was based on the fact that such a bi-invariant semi-Riemannian metric exists of SE(3).
Unfortunately, this does not generalize to higher dimensions. Other results on geometric statistics on regions
for in the context of group-valued trees for deformation analysis were presented in [55].

5.4. Computational Physiology

5.4.1.

5.4.2.

Modeling and Simulation of Longitudinal Brain MRIs with Atrophy in Alzheimer’s
Disease
Participants: Bishesh Khanal [Correspondant], Nicholas Ayache, Xavier Pennec.

Alzheimer’s Disease (AD), modeling atrophy, bio-physical model, simulation

We have implemented a 3D bio-physical model for the deformation of the brain with Alzheimer’s Disease
(AD).The model produces a deformation field of the brain when a known distribution of local volume change
(atrophy) is given as the input. The obtained deformation is then used to warp the original 3D MR image. The
major contribution of this work corresponds to the block “Brain Deformation” in Figure 7 .

Registration of time series of cardiac images
Participants: Loic Le Folgoc [Correspondant], Hervé Delingette, Antonio Criminisi, Nicholas Ayache.

This work has been partly supported by Microsoft Research through its PhD Scholarship Programme and
the European Research Council through the ERC Advanced Grant MedYMA (on Biophysical Modeling and
Analysis of Dynamic Medical Images).
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Figure 7. Modeling and simulation of longitudinal brain MRIs with atrophy in Alzheimer’s Disease
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Registration, Automatic Relevance Determination, Magnetic resonance, 3D-US

We developed a generic approach to registration building on the framework of Automatic Relevance
Determination. We applied this framework to the tracking of heart motion throughout time series of
images from cine-MR, tagged-MR and 3D-US modalities.

Our approach allows for the joint determination of model parameters, such as noise and regulariza-
tion parameters, decreasing the need for manual tuning and preprocessing. Moreover, it is suitable

for further analysis of uncertainty in the output of the registration.

./../../../projets/asclepios/IMG/mesh.png/../../projel

ts/asclepios/IMG/field

Figure 8. An instance of motion tracking on a cine MR frame. (Left) Mesh contour propagated to end systole via the

registration output (Right) Computed displacement field.

5.4.3. Real-Time Cardiac Electrophysiology Computing for Training Simulator

Participants: Hugo Talbot [Correspondant], Hervé Delingette, Stephane Cotin, Maxime Sermesant, Christian

Duriez.

This work was performed in collaboration with the SHACRA team in Lille.

Cardiac electrophysiology simulation, Cryoablation simulation, SOFA framework, GPU computing, patient-

specific study

Cardiac arrhythmia is a very frequent pathology that comes from abnormal electrical activity
in the myocardium. This work aims at developing a training simulator for cardiologists in the
context of catheterization and thermo-ablation of these arrhythmias. After tackling the issue of fast
electrophysiology computation [27], a first version of our training simulator was proposed which
combines virtual catheterization and interactive GPU electrophysiology modeling [70]. This year, the
simulator has been improved by tackling the issue of interactive catheter navigation inside a moving
venous system and a beating heart [70]. The simulator was demonstrated during the VRIPHYS 2013
workshop in Lille and the Inria-industry meeting in Paris. Personalization of the electrophysiological
model using the data assimilation library Verdandi has been initiated.

Cryotherapy simulation in collaboration with the IHU Strasbourg has been performed. This tech-
nique consists in inserting needles that freeze the surrounding tissues, thus immediately leading to
cellular death of the tissues. We built a simulator able to place the cryoprobes and run a simulation
representing the evolution of iceballs in living tissues [58].

5.4.4. Personalized model of the heart for cardiac therapy planning

Participants:

Stéphanie Marchesseau [Correspondant], Maxime Sermesant, Hervé Delingette, Nicholas

Ayache.
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5.4.6.
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./../../../projets/asclepios/IMG/TrainingSystem. jpg

Figure 9. Setup of our simulator dedicated to thermo-ablation for cardiac electrophysiology.

This work is performed in the context of the PhD of Stéphanie Marchesseau in collaboration with St Thomas
Hospital in London and was partially funded by ERC MedYMA.

e Personalization of the mechanical function of the heart from time series of cardiac images has been
achieved by combining global calibration of a few global parameters [18] with estimation of regional
contractility parameters [17] using data assimilation techniques.

e Personalized cardiac models were used to create synthetic images [22] of cardiac motion thus
allowing the benchmarking of motion tracking algorithms [8], [39].
Cardiac Arrhythmia Radio-frequency Ablation Planning

Participants: Rocio Cabrera Lozoya [Correspondant], Maxime Sermesant, Hervé Delingette, Nicholas
Ayache.

This work is performed in the context of the PhD of Rocio Cabrera Lozoya in collaboration with the CHU
LIRYC Bordeaux and is funded by ERC MedYMA.

e Biophysical model development for the prediction of radio frequency ablation sites for ventricular
tachycardias.

e Target site map generation for ablation therapy guidance

e Structural and functional characterization of target sites using 3D imaging and EP measurements
through machine learning algorithms.

e Prediction validation with acquired clinical data
Computational modeling of radiofrequency ablation for the planning and guidance of

abdominal tumor treatment
Participants: Chloé Audigier [Correspondant], Hervé Delingette, Tommaso Mansi, Nicholas Ayache.

This PhD is carried out jointly between the Asclepios research group, Inria Sophia Antipolis, France and the
Image Analytics and Informatics global field, Siemens Corporate Research, Princeton, USA.
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Radio Frequency Abation, Patient-Specific Simulation, Lattice Boltzmann Method, Computational Fluid
Dynamics, Heat Transfer, Therapy Planning, Liver

In order to obtain a computational framework for patient-specific planning of radiofrequency
ablation, a patient-specific detailed anatomical model of the liver has been extracted from a standard
CT image and then meshed with tetrahedra. The structures of interest include : parenchyma, lesion,
hepatic vein and vena cava.

A computational fluid dynamic model is used to estimate the patient-specific blood flow in the hep-
atic circulatory system. It was combined with a porous media model to compute the patient-specific
blood flow distribution inside the parenchyma using the results of the CFD solver (pressures).

Bio-heat equations and a cell death model to account for cellular necrosis have been implemented
with FEM using SOFA and a Lattice Boltmann Model to model heat propagation in biological tissues
[35] leading to improved accuracy and computational efficiency.

5.4.7. Tumor growth assessment based on biophysical modeling
Participants: Erin Stretton [Correspondant], Bjoern Menze, Nicholas Ayache, Hervé Delingette.

This work was carried out during the Phd of Erin Stretton and was funded by the Care4Me project. It
was performed in collaboration with Pr Mandonnet, Lariboisiére hospital in Paris, and the German Cancer
Research Center (DKFZ)

Glioma simulation, tumor growth.

We aim at developing image analysis methods [23] using tumor growth models in order to guide the planning
of therapies (surgical removal and chemotherapy) for brain cancer (glioma) patients. Our work is focused on
these objectives :

Predicting the location of glioma recurrence after a resection surgery;

Determining the description the of tumor cell diffusion tensor in white matter (patient-based, atlas
based or isotropic) which leads to the most accurate results for predicting future tumor growth [57];

Comparing tumor growth speeds between 8 patient cases based on biophysical modeling and various
manual methods.

5.4.8. Brain tumor growth modeling : Application to radiation therapy
Participants: Matthieu L& [Correspondant], Jan Unkelbach, Nicholas Ayache, Hervé Delingette.

This work is carried out between Asclepios research group, and the Department of Radiation Oncology of
the Massachusetts General Hospital, Boston, USA. Part of this work was funded by the European Research
Council through the ERC Advanced Grant MedYMA.

Glioma simulations, radiation therapy, target delineation, vasogenic edema

We developed a tumor growth model for high grade gliomas, based on different types of cell and the
vascularization of the brain.

We studied multimodal brain tumor images to evaluate tumor infiltration.

We used a Fisher-Kolmogorov model to improve target volume delineation for radiation therapy (see
Figure 11)

5.4.9. Multimodal patch-based glioma segmentation
Participants: Nicolas Cordier [Correspondant], Bjoern Menze, Hervé Delingette, Nicholas Ayache.

Part of this work was funded by the European Research Council through the ERC Advanced Grant MedYMA
(on Biophysical Modeling and Analysis of Dynamic Medical Images).
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..

./../../projets/asclepios/IMG/pipelinebis.png

Figure 10. Steps of the proposed method (blue: input, green: processes, purple: output).
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Figure 11. Comparison of the dose distribution (in Grey) clinically delivered and based on the Fisher-Kolmogorov
model.
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Brain, MRI, Glioma, Patch-based Segmentation, Tumor Simulation

e A patch-based approach was developed for glioma segmentation based on multi-channel 3D MRIL.
The method is fully automatic and does not require any learning step.

e Features: multi-channel MR intensities in local neighborhoods.

e A heuristic label fusion strategy was introduced and showed promising results, as shown in Figure 12

o  The algorithm was ranked 5th in the Brain Tumor Segmentation Challenge (BraTS) at MICCAI 2013
[67].

e Large unlabeled glioma MRI databases are being incorporated in the framework.

./../../../projets/asclepios/IMG/CordierFig3.png

Figure 12. Real high-grade case. From left to right: Vote maps for background, necrosis and non-enhancing tumor
(merged), edema, enhancing tumor; Segmentation map. From top to bottom: saggital, axial, and coronal views.
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ASCOLA Project-Team

6. New Results

6.1. Software composition

6.1.1.

6.1.2

Participants: Akram Ajouli, Diana Allam, Ronan-Alexandre Cherrueau, Rémi Douence, Hervé Grall, Florent
Marchand de Kerchove de Denterghem, Jacques Noyé, Jean-Claude Royer, Mario Siidholt.

Service-oriented computing

Services are frequently implemented using object-oriented frameworks. In this context, two properties are
particularly important: (i) a loose coupling between the service layer and the object layer, allowing evolution
of the service layer with a minimal impact on the object layer, (ii) interoperability induced by the substitution
principle associated to subtyping in the object layer, thus allowing to freely convert a value of a subtype into
a supertype. However, through experimentation with Apache’s popular service framework CXF, we observed
some undesirable coupling and interoperability issues due to the failure of the substitution principle [23].
Therefore we have proposed a new specification method for the data binding used to translate data between
the object and service layers [24]. We have shown that if the CXF framework follows the specification, the
substitution principle is satisfied, with all its advantages.

Modularity and program transformations

Refactoring tools are commonly used for remodularization tasks. Basic refactoring operations are combined
to perform complex program transformations, but the resulting composed operations are rarely reused, even
partially, because popular tools have few support for composition. In [31], we have recast two calculus for static
composition of refactorings in a type system framework and we have discussed their use for inferring useful
properties. We have illustrated the value of support for static composition in refactoring tools with a complex
remodularization use case: a round-trip transformation between programs conforming to the Composite and
Visitor patterns. Composite and Visitor design patterns have dual properties with respect to modularity, thus
they are good candidates to explore their transformations. In [22] we have extended our initial refactoring-
based round-trip transformation between these two structures and we have studied how that transformation is
impacted by four variations in the implementation of these patterns. We have validated that study by computing
the smallest preconditions for the resulting transformations. We have also automated the transformation and
applied it to JHotDraw, where the studied variations occur. Finally, [11] presents more exhaustively modular
transformations and design patterns. We have also proposed a reversible transformation in the Singleton pattern
to benefit from optimization by introducing this pattern and flexibility by its suppression according to the
requirements of the software user.

6.1.3. Domain specific languages

In the context of Charles Prud’hommes’ PhD Thesis, we have developed a domain specific language in order
to specify strategies of filtering propagation in constraint solvers. Indeed, constraint programming replaces
brute force generate-and-test by the exploration of the solution space based on incremental instantiation and
constraint propagation. Strategies of incremental instantiation (also known as heuristics) have been heavily
studied. However, most solvers propagate constraints with a simple fix point computation based on a queue
of constraints to propagate (or several queues in order to deal with the grain/cost of filtering algorithms). This
technique has a good behavior in general but for a given problem a dedicated strategy can be more efficient.
Our declarative DSL and its support in the new version of the constraint solver Choco [19], [52] enables us
to easily experiment with different propagation strategies. Moreover, our DSL supports properties such as
completeness, intended incompleteness or non ambiguity.
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Constructive security

In the field of techniques for the development of secure software systems we have presented results on the
enforcement of security properties in service-oriented systems and Javascript programs.

Concerning the security of service-based systems, we have first presented a software framework that harnesses
a type based policy language and aspect-based support for protocol adaptation in service-oriented systems by
means of flexible reference monitors [29], [28]. We have shown how this framework improves the security,
interoperability and evolution issues of service systems using the OAuth 2.0 standard for the authorization
of resource accesses. The OAuth 2 protocol is a recent IETF standard devoted to providing authorization to
clients requiring access to specific resources over HTTP. It was recently adopted by major internet companies
and software editors, such as Google, Facebook, Microsoft, and SAP. We have shown how to improve the
security of software systems that use OAuth 2 in the presence of different kinds of clients.

Furthermore, we have developed a new notion of transformation operators, so-called workflow adaptation
schemas (WASs) for service compositions that facilitates the integration and modification of security func-
tionalities of service-oriented systems [30]. These schemas may be generic and specialized through parameter
instantiation. A set of schemas therefore effectively provides a domain-specific language for the transforma-
tion of service-oriented applications. We have developed a set of specific schemas and applied them to the
OAuth 2 standard in order to implement state-based security hardening strategies. We have also implemented
tool support for WASs and implemented some of the security scenarios involving OAuth 2 (see Sec. 5.4 ).

Finally, we have shown that a wide range of strategies to make secure JavaScript-based applications can be
described pertinently using aspects [42]. To this end, we have reviewed major categories of approaches to make
client-side applications secure and have discussed uses of aspects that exist for some of them. We also propose
aspect-based techniques for the categories that have not been studied previously. We have given examples of
applications where aspects are useful as a general means to flexibly express and implement security policies
for JavaScript.

6.2. Aspect-Oriented Programming

6.2.1.

Participants: Rémi Douence, Ismael Figueroa, Jacques Noyé, Mario Siidholt, Nicolas Tabareau, Jurgen Van
Ham.

Aspects in a concurrent and distributed setting

Aspect oriented programming modularizes crosscutting concerns by gathering several join points. In the
context of distributed applications these point cuts can be on different machines. In this case, a sequence of
join points must be defined as a sequence of logical joint points (a la Lamport). We propose an aspect oriented
languages to define distributed aspects in JavaScript in a distributed context. Our proposal [18] is based on
vector clocks in order to logically relate join points and can ignore "illogical" (that is late or early) join points.
In can also enforce causal communications when no join point must be discarded. We have exemplified the
advantages of our technique with different applications such as a discussion forum, a retweet scenario and a
web browser.

Multiparty session types allow the definition of distributed processes with strong communication safety
properties. A global type is a choreographic specification of the interactions between peers, which is then
projected locally in each peer. Well-typed processes behave accordingly to the global protocol specification.
Multiparty session types are however monolithic entities that are not amenable to modular extensions. Also,
session types impose conservative requirements to prevent any race condition, which prohibit the uniform
application of extensions at different points in a protocol. We have proposed a means to support modular
extensions with aspectual session types [47], a static pointcut/advice mechanism at the session type level. To
support the modular definition of crosscutting concerns, we augment the expressivity of session types to allow
harmless race conditions. We formally prove that well-formed aspectual session types entail communication
safety. As a result, aspectual session types make multiparty session types more flexible, modular, and
extensible.
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We have added dedicated concurrency support to EScala, our extension of Scala that introduces composable
declarative events as a way to integrate Aspect-Oriented Programming and Event-Based Programming in the
context of Object-Oriented Programming. In JEScala, Events, which were synchronous in EScala, can be
declared as asynchronous so that they are handled concurrently to their emitter. Moreover, two new operators,
a join and a choice operator, inherited from the join calculus - hence the name of the new prototype, can
now be used to compose events and control concurrency. In [48], we present JEScala, show that it captures
coordination schemas in a more expressive and modular way than plain join languages and provide a first
performance assessment.

6.2.2. Effective aspects

6.2.3

We have proposed a novel approach to embed pointcut/advice aspects in a typed functional programming
language like Haskell. Aspects are first-class, can be deployed dynamically, and the pointcut language is
extensible. Type soundness is guaranteed by exploiting the underlying type system, in particular phantom
types and a new anti-unification type class. The use of monads brings type-based reasoning about effects for
the first time in the pointcut/advice setting and enables modular extensions of the aspect language [46], [16].

To allow a type-safe embedding of aspects in Haskell, we had to develop a notion of anti-unification in Haskell
type system. The anti-unification problem is that of finding the most specific pattern of two terms. While dual
to the unification problem, anti-unification has rarely been considered at the level of types. We have developed
an algorithm to compute the least general type of two types in Haskell, using the logic programming power of
type classes [53]. That is, we have defined a type class for which the type class instances resolution performs
anti-unification.

Reasoning about aspect interference

When a software system is developed using several aspects, special care must be taken to ensure that the
resulting behavior is correct. This is known as the aspect interference problem, and existing approaches
essentially aim to detect whether a system exhibits problematic interferences of aspects. We have described
how to control aspect interference by construction by relying on the type system. More precisely, we combine
a monadic embedding of the pointcut/advice model in Haskell with the notion of membranes for aspect-
oriented programming [34]. Aspects must explicitly declare the side effects and the context they can act upon.
Allowed patterns of control flow interference are declared at the membrane level and statically enforced.
Finally, computational interference between aspects is controlled by the membrane topology. To combine
independent and reusable aspects and monadic components into a program specification we use monad views,
a recent technique for conveniently handling the monadic stack.

Oliveira and colleagues recently developed a powerful model to reason about mixin-based composition
of effectful components and their interference, exploiting a wide variety of techniques such as equational
reasoning, parametricity, and algebraic laws about monadic effects. Our work addresses the issue of reasoning
about interference with effectful aspects in the presence of unrestricted quantification through pointcuts. While
global reasoning is required, we have shown that it is possible to reason in a compositional manner, which is
key for the scalability of the approach in the face of large and evolving systems. We have established a general
equivalence theorem that is based on a few conditions that can be established, reused, and adapted separately
as the system evolves. Interestingly, one of these conditions, local harmlessness, can be proven by a translation
to the mixin setting, making it possible to directly exploit previously established results about certain kinds of
harmless extensions [33].

In aspect-oriented programming (AOP) languages, advice evaluation is usually considered as part of the base
program evaluation. While viewing aspects as part of base level computation clearly distinguishes AOP from
reflection, it also comes at a price: because aspects observe base level computation, evaluating pointcuts and
advice at the base level can trigger infinite regression. To avoid these pitfalls, we have introduced levels of
execution in the programming language, thereby allowing aspects to observe and run at specific, possibly
different, levels. We adopt a defensive default that avoids infinite regression, and gives advanced programmers
the means to override this default using level-shifting operators [21].
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6.3. Resource management in Cloud computing

6.3.1.

6.3.2.

6.3.3.

6.3.4.

Participants: Frederico Alvares, Gustavo Bervian Brand, Yousri Kouki, Adrien Lebre, Thomas Ledoux,
Guillaume Le Louét, Jean-Marc Menaud, Jonathan Pastor, Flavien Quesnel, Mario Siidholt.

We have contributed on several topics: multiple autonomic managers for Cloud infrastructure, SLA manage-
ment for Cloud elasticity, fully distributed and autonomous virtual machine scheduling, and simulator toolkits
for TaaS platforms.

Cloud infrastructure based on multiple autonomic managers

One of the main reasons for the wide adoption of Cloud Computing is the concept of elasticity. Implementing
elasticity to tackle varying workloads while optimizing infrastructures (e.g. utilization rate) and fulfilling the
application requirements on Quality of Service should be addressed by self-adaptation techniques able to
manage complexity and dynamism. However, since Cloud systems are organized in different but dependent
Cloud layers, self-management decisions taken in isolation in a certain layer may indirectly interfere with
the decision taken by an other layer. Indeed, non-coordinated managers may lead to conflicting decisions and
consequently to non-desired states.

We have proposed a framework for the coordination of multiple autonomic managers in cloud
environments [25]. The PhD thesis of Frederico Alvares [12], defended in April 2013, is based on this
framework. This thesis proposes a self-adaptation approach that considers both application internals (architec-
tural elasticity) and infrastructure (resource elasticity), managed by multiple autonomic managers, to reduce
the energy footprint in Cloud infrastructures.

SLA Management for Cloud elasticity

Elasticity is the intrinsic element that differentiates Cloud Computing from traditional computing paradigms,
since it allows service providers to rapidly adjust their needs for resources to absorb the demand and
hence guarantee a minimum level of Quality of Service (QoS) that respects the Service Level Agreements
(SLAs) previously defined with their clients. However, due to non-negligible resource initiation time, network
fluctuations or unpredictable workload, it becomes hard to guarantee QoS levels and SLA violations may
occur. The main challenge of service providers is to maintain its consumer’s satisfaction while minimizing the
service costs due to resources fees. The PhD thesis of Yousri Kouki [13], defended in December, proposes
different contributions to address this issue: CSLA, a specific language to describe SLA for Cloud services ;
HybridScale, an auto-scaling framework driven by SLA [39], [17].

Fully Distributed and Autonomous Virtualized Environments

We have consolidated the DVMS system to obtain a fully distributed virtual machine scheduler [44]. This
system makes it possible to schedule VMs cooperatively and dynamically in large scale distributed systems.
Simulations (up to 64K VMs) and real experiments both conducted on the Grid’5000 large-scale distributed
system [44] showed that DVMS is scalable. This building block is a first element of a more complete
cloud OS, entitled DISCOVERY (DIStributed and COoperative mechanisms to manage Virtual EnviRonments
autonomicallY) [56]. The ultimate goal of this system is to overcome the main limitations of the traditional
server-centric solutions. The system, currently under investigation in the context of the Jonathan Pastor’s PhD,
relies on a peer-to-peer model where each agent can efficiently deploy, dynamically schedule and periodically
checkpoint the virtual environments it manages.

Testing the cloud

Computer science, as other sciences, needs instruments to validate theoretical research results, as well as
software developments. Although simulation and emulation are generally used to get a glance of the behavior
of new algorithms, they use over-simplified models in order to reduce their execution time and thus cannot be
accurate enough. Leveraging a scientific instrument to perform actual experiments is an undeniable advantage.
However, conducting experiments on real environments is still too often a challenge for researchers, students,
and practitioners: first, because of the unavailability of dedicated resources, and second, because of the
inability to create controlled experimental conditions, and to deal with the wide variability of software
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requirements. During 2013, we have contributed to a new topic addressing the “testing the cloud” challenge.
First, we have presented the latest mechanisms we have designed to enable the automated deployment of the
major open-source IaaS cloudkits (i.e., Nimbus, OpenNebula, CloudStack, and OpenStack) on Grid’5000 [26].
Providing automatic, isolated and reproducible deployments of cloud environments lets end-users study and
compare each solution or simply leverage one of them to perform higher-level cloud experiments (such as
investigating Map/Reduce frameworks or applications). Moreover, we have presented EXECO, a library that
provides easy and efficient control of large scale experiments through a set of tools well as tools designed for
scripting distributed computing experiments on any computing platform. We have illustrated its interest by
presenting two experiments dealing with virtualization technologies on the Grid’5000 testbed [37].

6.3.5. Adding virtualization abstractions into the Simgrid toolkit

In the context of the ANR SONGS project and in collaboration with Takahiro Hirofuchi, researcher at
AIST (Japan), we have extended the Simgrid framework to be able to simulate virtualized distributed
infrastructures [35]. In addition, we have proposed the first class support of live migration operations within
such a simulator toolkit for large scale distributed infrastructures. We have developed a resource share
calculation mechanism for VMs and a live migration model implementing the precopy migration algorithm of
Qemu/KVM. We have confirmed that our simulation framework correctly reproduced live migration behaviors
of the real world under various conditions [36].

6.3.6. Power and energy management in the cloud

Power management has become one of the main challenges for data center infrastructures. Currently, the cost
of powering a server is approaching the cost of the server hardware itself, and, in a near future, the former
will continue to increase, while the latter will go down. In this context, virtualization is used to decrease the
number of servers, and increase the efficiency of the remaining ones.

First, in [43] we have proposed an approach and a model to estimate the total power consumption of a virtual
machine, by taking into account its static (e.g. memory) and dynamic (e.g. CPU) consumption of resources.
Second, we have rewritten the Entropy framework (in OptiPlace) to give it the support of external models,
named views. Entropy, based on the Constraint Programming solver Choco written in Java, does not really
scale well. We have studied Entropy’s scalability properties [32] and have then integrated heuristics and
constraints in OptiPlace [40].

The evaluation of these policies on real infrastructures has become an important and difficult issue. The
corresponding techniques have become so complex that there is a need for load injection frameworks able
to inject resource load in a tested datacenter instead of model-driven simulation. For this reason we have
developed StressCloud [41], [51], a framework to manipulate the activities of a group of Virtual Machines and
observe the resulting performance.
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5. New Results

5.1. Iterative isotone regression
Participant: Arnaud Guyader.

This is a collaboration with Nicolas Hengartner (Los Alamos), Nicolas Jégou (université de Rennes 2) and
Eric Matzner-Lgber (université de Rennes 2), and with Alexander B. Németh (Babegs Bolyai University) and
Sandor Z. Németh (University of Birmingham).

We explore some theoretical aspects of a recent nonparametric method for estimating a univariate regression
function of bounded variation. The method exploits the Jordan decomposition which states that a function
of bounded variation can be decomposed as the sum of a non-decreasing function and a non-increasing
function. This suggests combining the backfitting algorithm for estimating additive functions with isotonic
regression for estimating monotone functions. The resulting iterative algorithm is called IIR (iterative isotonic
regression). The main result in this work [22] states that the estimator is consistent if the number of iterations
k. grows appropriately with the sample size n. The proof requires two auxiliary results that are of interest
in and by themselves: firstly, we generalize the well-known consistency property of isotonic regression to the
framework of a non-monotone regression function, and secondly, we relate the backfitting algorithm to the
von Neumann algorithm in convex analysis. We also analyse how the algorithm can be stopped in practice
using a data-splitting procedure.

With the geometrical interpretation linking this iterative method with the von Neumann algorithm, and making
a connection with the general property of isotonicity of projection onto convex cones, we derive in [14] another
equivalent algorithm and go further in the analysis.

5.2. Mutual nearest neighbors
Participant: Arnaud Guyader.

This is a collaboration with Nicolas Hengartner (Los Alamos).

Motivated by promising experimental results, this work [13] investigates the theoretical properties of a recently
proposed nonparametric estimator, called the MNR (mutual nearest neighbors) rule, which estimates the
regression function m(x) = E[Y|X = z] as follows: first identify the k nearest neighbors of z in the sample,
then keep only those for which z is itself one of the k nearest neighbors, and finally take the average over the
corresponding response variables. We prove that this estimator is consistent and that its rate of convergence is
optimal. Since the estimate with the optimal rate of convergence depends on the unknown distribution of the
observations, we also have adaptation results by data-splitting.

5.3. Adaptive multilevel splitting
Participants: Frédéric Cérou, Arnaud Guyader, Florent Malrieu.
This is a collaboration with Pierre Del Moral (EPI ALEA, Inria Bordeaux—Sud Ouest).

We show that an adaptive version of multilevel splitting for rare events is strongly consistent. We also show
that the estimates satisfy a CLT (central limit theorem), with the same asymptotic variance as the non-adaptive
algorithm with the optimal choice of the parameters. It is a strong and general result, that generalizes some of
our previous results, and the proof is quite technical and involved.

5.4. Total variation estimates for the TCP process
Participant: Florent Malrieu.
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This is a collaboration with Jean-Baptiste Bardet (université de Rouen), Alejandra Christen (University of
Chile), Arnaud Guillin (université de Clermont—Ferrand), and Pierre—André Zitt (université de Paris—Est
Marne-la—Vallée).

The TCP window size process appears in the modeling of the famous Transmission Control Protocol used
for data transmission over the Internet. This continuous time Markov process takes its values in [0, c0), is
ergodic and irreversible. The sample paths are piecewise linear deterministic and the whole randomness of
the dynamics comes from the jump mechanism. The aim of [27] is to provide quantitative estimates for
the exponential convergence to equilibrium, in terms of the total variation and Wasserstein distances, using
coupling methods. The technique could be applied to a large class of Markov processes as well.

5.5. On the stability of planar randomly switched systems

Participant: Florent Malrieu.

This is a collaboration with Michel Benaim (université de Neuchatel), Stéphane Le Borgne (IRMAR) and
Pierre—André Zitt (université de Paris—Est Marne—la—Vallée).

The paper [28] illustrates some surprising instability properties that may occur when stable ODE’s
are switched using Markov dependent coefficients. Consider the random process (X;) solution of
dX/dt = A(I;)X; where (I;) is a Markov process on {0,1} and Ay and A; are real Hurwitz matri-
ces on R?. Assuming that there exists A € (0,1) such that (1 — \)Ay + AA; has a positive eigenvalue, we
establish that the norm of X; may converge to O or infinity, depending on the the jump rate of the process
I. An application to product of random matrices is studied. This work can be viewed as a probabilistic
counterpart of the paper [26] by Baldé, Boscain and Mason.

5.6. Marginalization in rare event simulation for switching diffusions
Participant: Francgois Le Gland.

This is a collaboration with Anindya Goswami (IISER, Poone).

Switching diffusions are continuous—time Markov processes with a hybrid continuous / finite state space. A
rare but critical event (such as a scalar function of the continuous component of the state exceeding a given
threshold) can occur for several reasons:

e the process can remain in nominal mode, where the critical event is very unlikely to occur,

e or the process can switch in some degraded mode, where the critical event is much more likely to
occur, but the switching itself is very unlikely to occur.

Not only is it important to accurately estimate the (very small) probability that the critical event occurs before
some fixed final time, but it is also important to have an accurate account on the reason why it occured, or in
other words to estimate the probability of the different modes. A classical implementation of the multilevel
splitting would not be efficient. Indeed, as soon as (even a few) samples paths switch to a degraded mode,
these sample paths will dominate and it will not be possible to estimate the contribution of samples paths
in the nominal mode. Moreover, sampling the finite component of the state is not efficient to accurately
estimate the (very small) probability of rare but critical modes. A more efficient implementation is based
on marginalization, i.e. in sampling jointly the continuous component and the probability distribution of the
finite component given the past continuous component [18]. The latter is a probability vector, known as the
Wonham filter, that satisfies a deterministic equation.

5.7. Combining importance sampling and multilevel splitting for rare event
simulation

Participants: Francois Le Gland, Damien—Barthélémy Jacquemart.

This is a collaboration with Jérome Morio (ONERA, Palaiseau).
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The problem is to accurately estimate the (very small) probability that a rare but critical event (such as a scalar
function of the state exceeding a given threshold) occurs before some fixed final time. Multilevel splitting is a
very efficient solution, in which sample paths are propagated and are replicated when some intermediate events
occur. Events that are defined in terms of the state variable only (such as a scalar function of the state exceeding
an intermediate threshold) are not a good design. A more efficient but more complicated design would be to
let the intermediate events depend also on time. An alternative design is to keep intermediate events simple,
defined in terms of the state variable only, and to make sure that samples that exceed the threshold early are
replicated more than samples that exceed the same threshold later [19].

5.8. Sequential data assimilation: ensemble Kalman filter vs. particle filter
Participants: Francois Le Gland, Valérie Monbet.

The contribution has been to prove (by induction) the asymptotic normality of the estimation error, i.e. to prove
a central limit theorem for the ensemble Kalman filter. Explicit expression of the asymptotic variance has been
obtained for linear Gaussian systems (where the exact solution is known, and where EnKF is unbiased). This
expression has been compared with explicit expressions of the asymptotic variance for two popular particle
filters: the bootstrap particle filter and the so—called optimal particle filter, that uses the next observation in the
importance distribution.

5.9. Non-homogeneous Markov-switching models
Participant: Valérie Monbet.

This is a collaboration with Pierre Ailliot (université de Bretagne occidentale, Brest).

We have developped various hidden non-homogeneous Markov—switching models for description and simu-
lation of univariate and multivariate time series. Considered application are in weather variables modelling but
also in economy. The main originality of the proposed models is that the hidden Markov chain is not homo-
geneous, its evolution depending on the past wind conditions or other covariates. It is shown that it permits to
reproduce complex non-linearities.

5.10. Dynamical partitioning of directional ocean wave spectra
Participant: Valérie Monbet.

This is a collaboration with Pierre Ailliot (université de Bretagne occidentale, Brest) and Christophe
Maisondieu (IFREMER, Brest).

Directional wave spectra generally exhibit several peaks due to the coexistence of wind sea generated by local
wind conditions and swells originating from distant weather systems. The paper [24] proposes a new algorithm
for partitioning such spectra and retrieving the various systems which compose a complex sea-state. It is based
on a sequential Monte Carlo algorithm which allows to follow the time evolution of the various systems. The
proposed methodology is validated on both synthetic and real spectra and the results are compared with a
method commonly used in the literature.

5.11. Track-before—detect
Participants: Francois Le Gland, Alexandre Lepoutre.

This is a collaboration with Olivier Rabaste (ONERA, Palaiseau).
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The problem considered in [20] is tracking one or several targets in a track—before—detect (TBD) context using
particle filters. These filters require the computation of the likelihood of the complex measurement given the
target states. This likelihood depends on the complex amplitudes of the targets. When the complex amplitude
fluctuates over time, time coherence of the target cannot be taken into account. However, for the single target
case, spatial coherence of this amplitude can be taken into account to improve the filter performance, by
marginalizing the likelihood of the complex measurement over the amplitude parameter. The marginalization
depends on the fluctuation law considered. We show that for the Swerling 1 model the likelihood of the
complex measurement can be obtained analytically in the multi-target case. For the Swerling 0 model no
closed form can be obtained in the general multi—target setting. Therefore we resort to some approximations
to solve the problem. Finally, we demonstrate with Monte Carlo simulations the gain of this method both in
detection and in estimation compared to the classic method that works with the square modulus of the complex
signal.

The problem considered in [21] is detecting and tracking a single radar target with amplitude fluctuation
Swerling 1 and 3 in a track—before—detect context with particle filter. Those fluctuations are difficult to take into
account as they are uncoherent from measurement to measurement. Thus, conventionnal filters work on square
modulus of the complexe signal to remove the unknown phase of complex amplitude and the marginalized
over the law of the modulus but they lose the spatial coherence of the amplitude in the measurement. We show
in this paper that complex measurements can be marginalized directly while taking into account the spatial
coherence of the complex amplitude. Finally, we show the benefit of this method both in detection and in
estimation via Monte Carlo simulations.
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5. New Results

5.1. Empirical analyses of source code

Rascal was used to perform empirical investigations of existing source code bases. First of all, Davy Landman
performed an analysis of project management source code to investigate if domain knowledge is present in
source code and, if so, how easy it is to extract that knowledge [26]. An earlier experiment in static analysis of
PHP code was finalized by Mark Hills. The result is a deep study of feature usage in a large number of well-
known PHP projects [25]. Vadim Zaytsev conducted an experiment to recognize micro-patterns in grammars
and meta-models [32]. Finally, Jeroen van den Bos performed a deep empirical study to find out as to how
far a domain-specific language facilitates evolution [34]. The results showed that the Derric DSL did indeed
cover most evolution scenarios, but there is still room for improving the language. In all cases Rascal proved
to be instrumental in performing the experiments.

5.2. Better parsing and disambiguation

Ali Afroozeh worked on a new implementation of GLL parsing, called Iguana. Unlike traditional parser
generators, Iguana adopted the interpretive approach that is also used in the Enso parser. This experiment
is still ongoing, but the new parser is expected to be integrated into Rascal beginning of 2014. Additionally, a
longstanding problem of disambiguation using operator precedence was solved [23]. Traditional approaches
are either not safe (i.e. they make the language smaller), or they do not support complex precedence rules as
found in, for instance, OCaml.

5.3. Extensible Programming

Modular and extensible implementation of languages could have major impact on how DSLs will be imple-
mented. Anastasia Izmaylova continued here work on improving the extensibility of Rascal’s module system,
by providing open recursive function combinators.

Extensible programming is traditionally plagued by what has become known as “the expression problem”,
which captures the fact that most programming languages either support extension of data variants, or
extension of operations, but not both. Object Algebras are simple solution to this problem. In [30] we have
extended this model to support feature-oriented programming. These results are currently being integrated into
the Enso system.

5.4. DSLs for Games

In collaboration with the Hogeschool van Amsterdam, Riemer van Rozen developed a workbench for
MicroMachinations, a DSL for game economies [28]. Completely built using Rascal, this DSL environment
features syntax highlighting, static analysis, interactive simulation, and SPIN-based model-checking of process
models describing the economy of a game. The project shows the versatility of Rascal as a language workbench
for the development of DSLs.

5.5. DSLs for Questionnaires

In the context of computational auditing we have intensified our research on DSLs for questionnaires.
It was proposed by Tijs van der Storm as the benchmark task for the Language Workbench Challenge
2013 (LWC’13), which has resulted in a thorough overview and qualitative comparison of language
workbenches [24]. As a side-effect, there are now two publicly available Rascal implementations of the ques-
tionnaire DSL (QL-R-Kemi and Demogles). A first step has been made to collect all implementations to create
a “chrestomathy” for further study and dissemination of language workbench concepts and DSL implementa-
tion patterns. Other results include a formal semantics of the dynamics of questionnaires [21], and an initial
prototype of a questionnaire model for modeling the Dutch Tax Income filing application by Pablo Inostroza
Valdera.
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5.6. Live Programming

Live programming aims to bring the dynamic execution of programs closer to the programmer, ideally
almost obliterating the gap between editing and executing the program. We are working on applying such
principles in the context of DSLs. This has lead to two results: a live programming environment for a DSL for
questionnaires [36], and Trinity, a data-driven IDE for Derric [35]. Riemer van Rozen has worked on applying
similar techniques to MicroMachinations, so that game economies can be adapted at runtime.

5.7. Visualization and interaction

Atze van der Ploeg worked on designing new algorithms and abstractions in the domain of visualization and
abstraction. His first result is a fast algorithm for drawing non-layered, tidy trees [20]. DeForm is a library for
the declarative specification of resolution-independent 2D graphics [27]. In [31] he proposed a reformulation
of the traditional functional reactive programming (FRP) framework, which is both simple and efficient to
implement.

5.8. Guarded Coroutines

Anastasia Izmaylova and Paul Klint have built an initial version of a compiler for Rascal. The performance
improvements with respect to the interpreter are impressive. Moreover, the design of compiler is based on
a new construct for implementing languages with complex backtracking and pattern matching semantics:
guarded coroutines. This construct will be instrumental in extending the Rascal language with new kinds of
control-flow and concurrency.

5.9. Data structures for meta programming

The efficiency of many meta programs is dependent on the internal data structures used to represent collections,
trees, relations etc. Michael Steindorfer has worked on comparing the performance of various persistent
collection libraries (e.g., those used in Rascal, Clojure, and Scala). This has lead to a redesign of the PDB
collection library that underlies the data structures of Rascal. Furthermore, he developed the Orpheus tool, an
object redunancy profiler to assess the effects of maximal sharing.
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6. New Results

6.1. Improving Diffusion MRI Signal and Acquisition

6.1.1.

6.1.2.

Design of multishell sampling schemes with uniform coverage in diffusion MRI
Participants: Emmanuel Caruyer [SBIA, University of Pennsylvania Medical School,USA], Christophe
Lenglet [CMRR, Department of Radiology, University of Minnesota,USA], Guillermo Sapiro [Electrical &
Computer Engineering Dept, Duke University,USA], Rachid Deriche.

In diffusion MRI, a technique known as diffusion spectrum imaging reconstructs the propagator with a discrete
Fourier transform, from a Cartesian sampling of the diffusion signal. Alternatively, it is possible to directly
reconstruct the orientation distribution function in g-ball imaging, providing so-called high angular resolution
diffusion imaging. In between these two techniques, acquisitions on several spheres in g-space offer an
interesting trade-off between the angular resolution and the radial information gathered in diffusion MRI
A careful design is central in the success of multishell acquisition and reconstruction techniques.

The design of acquisition in multishell is still an open and active field of research, however. In this work,
we provide a general method to design multishell acquisition with uniform angular coverage. This method is
based on a generalization of electrostatic repulsion to multishell.

The impact of our method on the angular resolution in one and two bundles of fiber configurations is evaluated
using simulations. Compared to more commonly used radial sampling, we show that our method improves the
angular resolution, as well as fiber crossing discrimination.

This work has been published in [14].

Motion detection in diffusion MRI via online ODF estimation

Participants: Emmanuel Caruyer [SBIA, University of Pennsylvania Medical School,USA], Iman Aganj
[Martinos Center for Biomedical Imaging, MGH, Harvard Medical School,USA], Christophe Lenglet [CMRR,
Department of Radiology, University of Minnesota,USA], Guillermo Sapiro [Electrical & Computer Engineer-
ing Dept, Duke University,USA], Rachid Deriche.

The acquisition of high angular resolution diffusion MRI is particularly long and subject motion can become an
issue. The orientation distribution function (ODF) can be reconstructed online incrementally from diffusion-
weighted MRI with a Kalman filtering framework. This online reconstruction provides real-time feedback
throughout the acquisition process. In this work, the Kalman filter is first adapted to the reconstruction of the
ODF in constant solid angle. Then, a method called STAR (STatistical Analysis of Residuals) is presented and
applied to the online detection of motion in high angular resolution diffusion images. Compared to existing
techniques, this method is image based and is built on top of a Kalman filter. Therefore, it introduces no
additional scan time and does not require additional hardware. The performance of STAR is tested on simulated
and real data and compared to the classical generalized likelihood ratio test. Successful detection of small
motion is reported (rotation under 2 degrees) with no delay and robustness to noise.

This work has been published in [13].

6.1.3. A Robust variational approach for simultaneous smoothing and estimation of DTI

Participants: Rachid Deriche, Meizhu Liu [Department of CISE, University of Florida, Gainesville, USA],
Baba C. Vemuri [Department of CISE, University of Florida, Gainesville, USA].
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Estimating diffusion tensors is an essential step in many applications — such as diffusion tensor image (DTI)
registration, segmentation and fiber tractography. Most of the methods proposed in the literature for this
task are not simultaneously statistically robust and feature preserving techniques. In this work, we propose
a novel and robust variational framework for simultaneous smoothing and estimation of diffusion tensors from
diffusion MRI. Our variational principle makes use of a recently introduced total Kullback-Leibler (tKL)
divergence for DTI regularization. tKL is a statistically robust dissimilarity measure for diffusion tensors,
and regularization by using tKL ensures the symmetric positive definiteness of tensors automatically. Further,
the regularization is weighted by a non-local factor adapted from the conventional non-local means filters.
Finally, for the data fidelity, we use the nonlinear least-squares term derived from the Stejskal-Tanner model.
We present experimental results depicting the positive performance of our method in comparison to competing
methods on synthetic and real data examples.

This work has been published in [20].

Tensor estimation and visualization using dMRI

Participants: Dalila Cherifi [University of Boumerdes, Algeria], Ali Chellouche [University of Boumerdes,
Algeria], Amazigh Ait-Ouakli [University of Boumerdes, Algeria], Youcef Benamara [University of
Boumerdes, Algeria], Rachid Deriche.

Diffusion tensor imaging in a non-invasive in vivo image modality that allows us to measure molecular
diffusion of water in tissues. We characterize diffusion transport of water by an effective diffusion tensor
D. The practical importance of the effective diffusion tensor is that it contains new and useful structural and
physiological informations about tissues that were previously unobtainable. In this work, we present a software
implementation of the estimation of these tensors and their visualization in order to extract these informations.

This work has been published in [28]

6.2. Modeling in Diffusion MRI

6.2.1. A computational diffusion MRI and parametric dictionary learning framework for

6.2.2.

modeling the diffusion signal and its features

Participants: Sylvain Merlet, Emmanuel Caruyer [SBIA, University of Pennsylvania Medical School,USA],
Aurobrata Ghosh, Rachid Deriche.

In this work, we first propose an original and efficient computational framework to model continuous diffusion
MRI (dMRI) signals and analytically recover important diffusion features such as the Ensemble Average
Propagator (EAP) and the Orientation Distribution Function (ODF). Then, we develop an efficient parametric
dictionary learning algorithm and exploit the sparse property of a well-designed dictionary to recover the
diffusion signal and its features with a reduced number of measurements. The properties and potentials of
the technique are demonstrated using various simulations on synthetic data and on human brain data acquired
from 7T and 3T scanners. It is shown that the technique can clearly recover the dMRI signal and its features
with a much better accuracy compared to state-of-the-art approaches, even with a small and reduced number
of measurements. In particular, we can accurately recover the ODF in regions of multiple fiber crossing, which
could open new perspectives for some dMRI applications such as fiber tractography.

This work has been published in Medical Image Analysis [21]. It is part of Merlet’s PhD thesis defended on
Sept. 11th, 2013 [11].

Continuous diffusion signal, EAP and ODF estimation via compressive sensing in
diffusion MRI
Participants: Sylvain Merlet, Rachid Deriche.
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In this work, we exploit the ability of Compressed Sensing (CS) to recover the whole 3D Diffusion MRI
(dMRI) signal from a limited number of samples while efficiently recovering important diffusion features
such as the Ensemble Average Propagator (EAP) and the Orientation Distribution Function (ODF). Some
attempts to use CS in estimating diffusion signals have been done recently. However, this was mainly an
experimental insight of CS capabilities in dMRI and the CS theory has not been fully exploited. In this work,
we also propose to study the impact of the sparsity, the incoherence and the RIP property on the reconstruction
of diffusion signals. We show that an efficient use of the CS theory enables to drastically reduce the number of
measurements commonly used in dMRI acquisitions. Only 20-30 measurements, optimally spread on several
b-value shells, are shown to be necessary, which is less than previous attempts to recover the diffusion signal
using CS. This opens an attractive perspective to measure the diffusion signals in white matter within a reduced
acquisition time and shows that CS holds great promise and opens new and exciting perspectives in diffusion
MRI (dMRI).

This work has been published in Medical Image Analysis [22]. It is part of Merlet’s PhD thesis defended on
Sept. 11th, 2013 [11].

Constrained diffusion kurtosis imaging using ternary quartics & MLE
Participants: Aurobrata Ghosh, Tristan Milne, Rachid Deriche.

Diffusion kurtosis imaging (DKI) is a recent improvement over diffusion tensor imaging that characterizes
tissue by quantifying non-gaussian diffusion using a 3D fourth-order kurtosis tensor. DKI needs to consider
three constraints to be physically relevant. Further, it can be improved by considering the Rician signal noise
model. A DKI estimation method is proposed that considers all three constraints correctly, accounts for the
signal noise and incorporates efficient gradient-based optimization to improve over existing methods.

In this work, the ternary quartic parameterization is utilized to elegantly impose the positivity of the kurtosis
tensor implicitly. Sequential quadratic programming with analytical gradients is employed to solve nonlinear
constrained optimization efficiently. Finally, a maximum likelihood estimator based on Rician distribution is
considered to account for signal noise.

Extensive experiments conducted on synthetic data verify a MATLAB implementation by showing dramat-
ically improved performance in terms of estimation time and quality. Experiments on in vivo cerebral data
confirm that in practice the proposed method can obtain improved results.

This work has been published in [18].

Compressive Sensing DSI
Participants: Sylvain Merlet, Michael Paquette [Sherbrooke Connectivity Imaging Laboratory, Computer
Science Departement, Université de Sherbrooke, Québec, Canada], Maxime Descoteaux [Sherbrooke Con-

nectivity Imaging Laboratory, Computer Science Departement, Université de Sherbrooke, Québec, Canada],
Rachid Deriche.

Compressive Sensing (CS) offers an efficient way to decrease the number of measurements required in
Diffusion Spectrum Imaging (DSI). This method aims to reconstruct the Ensemble Average Propagator (EAP)
and, for the purpose of this contest, we compute the numerical Orientation Distribution Function (ODF) by
integrating the EAP over a solid angle. In this abstract, we briefly describe three important points underlying
the CS technique in order to accelerate DSI, namely the sparsity, the Restricted Isometry Property (RIP) and
the L1 reconstruction scheme. Due to the high b-values required in the sampling protocol, our approach enters
the heavyweight sampling category. Nevertheless, only 64 measurements are used for the reconstruction.

This work has been published in [31]. It is part of Merlet’s PhD thesis defended on Sept. 11th, 2013 [11].

4th Order symmetric tensors and positive ADC modelling
Participants: Aurobrata Ghosh, Rachid Deriche.
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High Order Cartesian Tensors (HOTs) were introduced in Generalized DTI (GDTTI) to overcome the limitations
of DTI. HOTs can model the apparent diffusion coefficient (ADC) with greater accuracy than DTT in regions
with fiber heterogeneity. Although GDTI HOTs were designed to model positive diffusion, the straightforward
least square (LS) estimation of HOTs doesn’t guarantee positivity. In this work, we address the problem
of estimating 4th order tensors with positive diffusion profiles. Two known methods exist that broach this
problem, namely a Riemannian approach based on the algebra of 4th order tensors, and a polynomial approach
based on Hilbert’s theorem on non-negative ternary quartics. In this work, we review the technicalities of
these two approaches, compare them theoretically to show their pros and cons, and compare them against the
Euclidean LS estimation on synthetic, phantom and real data to motivate the relevance of the positive diffusion
profile constraint.

This work has been published in [37].

6.2.6. Higher-Order tensors in diffusion imaging: A survey

Participants: Thomas Schultz [MPI for Intelligent Systems, Tubingen, Germany], Andrea Fuster [Eindhoven
University of Technology, The Netherlands], Aurobrata Ghosh, Luc Florack [Eindhoven University of Tech-
nology, The Netherlands], Rachid Deriche, Lek-Heng Lim [University of Chicago, USA].

Diffusion imaging is a noninvasive tool for probing the microstructure of fibrous nerve and muscle tissue.
Higher-order tensors provide a powerful mathematical language to model and analyze the large and complex
data that is generated by its modern variants such as High Angular Resolution Diffusion Imaging (HARDI) or
Diffusional Kurtosis Imaging. This survey gives a careful introduction to the foundations of higher-order tensor
algebra, and explains how some concepts from linear algebra generalize to the higher-order case. From the
application side, it reviews a variety of distinct higher-order tensor models that arise in the context of diffusion
imaging, such as higher-order diffusion tensors, g-ball or fiber Orientation Distribution Functions (ODFs),
and fourth-order covariance and kurtosis tensors. By bridging the gap between mathematical foundations and
application, it provides an introduction that is suitable for practitioners and applied mathematicians alike, and
propels the field by stimulating further exchange between the two.

This work has been published in [39].

6.2.7. Regularized spherical polar fourier diffusion MRI with optimal dictionary learning

Participants: Jian Cheng [University of North Carolina at Chapel HillLUSA], Tianzi Jiang [LIAMA,
China], Rachid Deriche, Shen Dinggang [University of North Carolina at Chapel Hill,USA], Yap Pew-Thian
[University of North Carolina at Chapel Hill,USA].

One important problem in diffusion MRI (dMRI) is to recover the diffusion weighted signal from only a
limited number of samples in g-space. An ideal framework for solving this problem is Compressed Sensing
(CS), which takes advantage of the signal’s sparseness or compressibility, allowing the entire signal to
be reconstructed from relatively few measurements. CS theory requires a suitable dictionary that sparsely
represents the signal. To date in dMRI there are two kinds of Dictionary Learning (DL) methods: 1)
discrete representation based DL (DR-DL), and 2) continuous representation based DL (CR-DL). Due to
the discretization in g-space, DR-DL suffers from the numerical errors in interpolation and regridding. By
considering a continuous representation using Spherical Polar Fourier (SPF) basis, this work proposes a novel
CR-DL based Spherical Polar Fourier Imaging, called DL-SPFI, to recover the diffusion signal as well as the
Ensemble Average Propagator (EAP) in continuous 3D space with closed form. DL-SPFI learns an optimal
dictionary from the space of Gaussian diffusion signals. Then the learned dictionary is adaptively applied
for different voxels in a weighted LASSO framework to robustly recover the di ffusion signal and the EAP.
Compared with the start-of-the-art CR-DL method by Merlet et al. and DRDL by Bilgic et al., DL-SPFI
has several advantages. First, the learned dictionary, which is proved to be optimal in the space of Gaussian
diffusion signal, can be applied adaptively for different voxels. To our knowledge, this is the first work to learn
a voxel-adaptive dictionary. The importance of this will be shown theoretically and empirically in the context
of EAP estimation. Second, based on the theoretical analysis of SPF basis, we devise an efficient learning
process in a small subspace of SPF coefficients, not directly in g-space as done by Merlet et al.. Third, DL-
SPFI also devises different regularization for different atoms in the learned dictionary for robust estimation,
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by considering the structural prior in the space of signal exemplars. We evaluate DL-SPFI in comparison to
L1-norm regularized SPFI (L1-SPFI) with fixed SPF basis, and the DR-DL by Bilgic et al. The experiments on
synthetic data and real data demonstrate that the learned dictionary is sparser than SPF basis and yields lower
reconstruction error than Bilgic’s method, even though only simple synthetic Gaussian signals were used for
training in DL-SPFI in contrast to real data used by Bilgic et al.

This work has been published in [27].

Fiber orientation distribution from non-negative sparse recovery

Participants: Aurobrata Ghosh, Thinhinane Megherbi [USTHB, Algeria], Linda Oulebsir-Boumghar
[USTHB, Algeria], Rachid Deriche.

We revisit the theory of spherical deconvolution and propose a new fiber orientation distribution (FOD) model
that can efficiently reconstruct extremely narrow fiber-crossings from limited number of acquisitions. First,
we show how to physically model fiber-orientations as rank-1 tensors. Then, we parameterize the FODs
with tensors that are decomposable into non-negative sums of rank-1 tensors and finally, we propose a non-
negative sparse recovery scheme to estimate FODs of any tensor order from limited acquisitions. Our method
features three important advantages: (1) it estimates non-negative FODs, (2) it estimates the number of fiber-
compartments, which need not be predefined and (3) it computes the fiber-directions directly, rendering
maxima detection superfluous. We test for various SNRs on synthetic, phantom and real data and find our
method accurate and robust to signal-noise: fibers crossing up to 23° are recovered from just 21 acquisitions.
This opens new and exciting perspectives in diffusion MRI (dMRI), where our improved characterization of
the FOD can be of great help for applications such as tractography.

This work has been published in [29].

6.2.9. A polynomial approach for extracting the extrema of a spherical function and its

application in diffusion MRI

Participants: Aurobrata Ghosh, Elias Tsigaridas [PolSys Project-Team, Inria, Paris Rocquencourt, France],
Bernard Mourrain [Galaad Project-Team, Inria, Sophia Antipolis, Méditerranée, France], Rachid Deriche.

This work has been partially supported by the ANR project NucleiPark and the France-Parkinson Association.

Antipodally symmetric spherical functions play a pivotal role in diffusion MRI in representing sub-voxel-
resolution microstructural information of the underlying tissue. This information is described by the geometry
of the spherical function. In this work we propose a method to automatically compute all the extrema of a
spherical function. We then classify the extrema as maxima, minima and saddle-points to identify the maxima.
We take advantage of the fact that a spherical function can be described equivalently in the spherical harmonic
(SH) basis, in the symmetric tensor (ST) basis constrained to the sphere, and in the homogeneous polynomial
(HP) basis constrained to the sphere. We extract the extrema of the spherical function by computing the
stationary points of its constrained HP representation. Instead of using traditional optimization approaches,
which are inherently local and require exhaustive search or re-initializations to locate multiple extrema, we
use a novel polynomial system solver which analytically brackets all the extrema and refines them numerically,
thus missing none and achieving high precision.

To illustrate our approach we consider the Orientation Distribution Function (ODF). In diffusion MRI the ODF
is a spherical function which represents a state-of-the-art reconstruction algorithm whose maxima are aligned
with the dominant fiber bundles. It is, therefore, vital to correctly compute these maxima to detect the fiber
bundle directions. To demonstrate the potential of the proposed polynomial approach we compute the extrema
of the ODF to extract all its maxima. This polynomial approach is, however, not dependent on the ODF and
the framework presented in this work can be applied to any spherical function described in either the SH basis,
ST basis or the HP basis.

This work has been published in [19].
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6.2.10. ODF maxima computation using hill climbing algorithm

Participants: Thinhinane Megherbi [USTHB, Algeria], Makhlouf Laouchedi [EMP, Algeria], Houssem
Khabatti [EMP, Algeria], Linda Oulebsir-Boumghar [USTHB, Algeria], Ishak Serrat [EMP, Algeria], Vincent
Perlbarg [LIF, UMRS 678, INSERM, UPMC - Paris 6], Rachid Deriche.

Diffusion MRI (dMRI) is the only technique to probe in-vivo and non-invasively fiber structure of white matter.
Diffusion was first modeled using the classical Second Order Diffusion Tensor model. However, this model is
limited in regions of multiple fiber crossings and this has motivated the development of many approaches to
extract crossing fibers. Methods like Diffusion Spectrum Imaging (DSI), High Angular Resolution Diffusion
Imaging (HARDI) and the High Order Tensor techniques have been proposed to reconstruct specific functions
like the Orientation Distribution Function (ODF) whose maxima do correspond to the directions of the multiple
fibers.

In this work, we are interested to extract all the crossing fibers characterized as the maxima of the Orientation
Distribution Function (ODF). A Hill Climbing algorithm based approach has been developed and implemented
to efficiently and accurately extract all the fibers. Promising experimental results obtained with synthetic and
real data illustrate the potential of the technique.

This work has been submitted to ISBI’2014 and accepted for presentation and publication.

6.2.11. On SHORE and SPF bases

Participants: Elodie Pozzi, Gonzalo Sanguinetti, Rachid Deriche.

The 3D Simple Harmonic Oscillation Reconstruction and Estimation (SHORE) basis and the Spherical Polar
Fourier (SPF) basis were introduced recently to represent the dMRI signal in the full 3D Q-space. SPF presents
some continuity problems at the origin which led to our development of the modified SPF basis we introduced
to overcome this issue. These bases can be written with radial and angular functions. The radial part of the
decomposition is a family of orthogonal functions (the Gauss-Laguerre functions) and the angular component
are the spherical harmonic functions. Even though they look similar, they have different properties. The first
objective of this work has been to analyse and clarify the differences between those bases. This has been
accomplished by describing the spanned spaces. The second goal has been to classify the bases according to
their continuity and differentiability and thus draw a more focused comparison between.

This on-going work will be submitted to a journal.

6.3. From DW-MRI to Fiber Pathways and Microstructures Recovery

6.3.1.

6.3.2.

Mapping Average axon diameters under long diffusion time
Participants: Gonzalo Sanguinetti, Rachid Deriche.

This work proposes an original method to recover axon diameter distribution (ADD) parameters using nuclear
magnetic resonance. White matter (WM) is modelled as a bi-compartmental medium composed of an intra
axonal space where the diffusion is restricted and an extra axonal space where diffusion is hindered. Under
the assumption of long diffusion time, we provide a novel and efficient model for the component of the signal
due to the restricted part. This technique might be interpreted as an interesting simplification of the AxCaliber
framework, which leads to a simpler model and an extremely faster acquisition protocol. To test and validate
our method, we use the open-source toolkit Camino for computing Monte-Carlo simulations of NMR data
and model the WM as 3D cubic environments, formed by parallel cylinders with gamma distributed radii.
Promising experimental results illustrate the potential of the proposed method.

This work has been submitted to ISBI’2014 and accepted for presentation and publication.
NMR characterization of cylinder radii distribution using a SHORE-based

regularization method.

Participants: Gonzalo Sanguinetti, Daniel Alexander [Centre for Medical Image Computing, Dept. Computer
Science, UCL], Matt Hall [Centre for Medical Image Computing, Dept. Computer Science, UCL], Rachid
Deriche.
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In this work, we extend the framework presented by Ozarslan et al [79] by adding a regularization term for
better measuring the moments of a cylinder radii distribution by means of NMR acquisitions. The added value
of the regularization term is tested and validated using Monte Carlo simulations of NMR signals from complex
white matter-like environment. The open source toolkit CAMINO [50] is used for computing the simulations
and an excellent agreement is obtained between the ground truth and the estimated moments.

This work has been submitted to ISMRM’2014.

Quantitative comparison of reconstruction methods for intra-voxel fiber recovery from
diffusion MRI

Participants: Emmanuel Caruyer [SBIA, University of Pennsylvania Medical School, USA], Sylvain Merlet,
Rachid Deriche.

In diffusion MRI, a technique known as diffusion spectrum imaging reconstructs the propagator with a discrete
Fourier transform, from a Cartesian sampling of the diffusion signal. Alternatively, it is possible to directly
reconstruct the orientation distribution function in g-ball imaging, providing so-called high angular resolution
diffusion imaging. In between these two techniques, acquisitions on several spheres in g-space offer an
interesting trade-off between the angular resolution and the radial information gathered in diffusion MRI. A
careful design is central in the success of multishell acquisition and reconstruction techniques and the design
of acquisition in multishell is still an open and active field of research.

In this work, we propose a novel method to design sampling schemes with optimal angular coverage and
show the positive impact on angular resolution in diffusion MRI. Our method is based on a generalization of
electrostatic repulsion to multishell and allows to design multishell acquisition with uniform angular coverage.

We evaluated the impact of our method using simulations, on the angular resolution in one and two bundles of
fiber configurations. Compared to more commonly used radial sampling, we show that our method improves
the angular resolution, as well as fiber crossing discrimination.

This work has been published in [16].

Choosing tractography parameters to improve connectivity mapping

Participants: Gabriel Girard [SCIL Lab., Sherbrooke University], Kevin Whittingstall [SCIL Lab., Sher-
brooke University], Kevin Whittingstall [SCIL Lab., Sherbrooke University], Rachid Deriche.

Diffusion-weighted imaging (DWI) is often used as a starting point for in vivo white matter (WM) connectivity
to reconstruct potential WM pathways between brain areas. Tractography algorithms have many parameters
which can influence reconstruction and connectivity. Various choices of parameters have been proposed. But
how does one choose the best set of parameters ? In this study, we varied three critical parameters while
monitoring connectivity score using the Tractometer evaluation system on the International Symposium on
Biomedical Imaging (ISBI) Challenge synthetic dataset. The three parameters were: The maximum deviation
angle between two consecutive tractography steps (this addresses the hypothesis of smoothness of the WM
pathways), the spherical function (SF) threshold (this aims at removing noisy propagation directions during
the tractography process) and the initial SF threshold (this aims at removing initial noise at the seeds and to
start tractography in a good tangent direction to the WM bundle).

This work has been submitted to ISMRM’2014.

Improved tractography using structural priors

Participants: Gabriel Girard [SCIL Lab., Sherbrooke University], Maxime Descoteaux [SCIL Lab., Sher-
brooke University], Kevin Whittingstall [SCIL Lab., Sherbrooke University], Rachid Deriche.
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In this work, we propose better tractography parameters in term of global connectivity and a novel tractography
stopping criterion based on partial volume estimation maps, calculated from a TI1-weighted image. We
also propose a particle filtering method using anatomical information as prior for tractography to enforce
streamlines connecting gray matter regions and reducing the proportion of erroneous streamlines. Results
show streamlines more uniformly distributed among long and short, and small and large white matter bundles.
This provides connectivity estimation not underestimated for bundles having higher complexity. Quantitative
analysis is done on synthetic datasets and qualitative results are shown on real data. The proposed method takes
advantage of prior information on the brain to change the dMRI-based tracking direction and help providing
streamlines that can quantify the brain structure.

This on-going work will be submitted to Neurolmage.

6.3.6. From diffusion MRI to brain connectomics
Participants: Aurobrata Ghosh, Rachid Deriche.

Diffusion MRI (dMRI) is a unique modality of MRI which allows one to indirectly examine the microstructure
and integrity of the cerebral white matter in vivo and non-invasively. Its success lies in its capacity to
reconstruct the axonal connectivity of the neurons, albeit at a coarser resolution, without having to operate
on the patient, which can cause radical alterations to the patient’s cognition. Thus dMRI is beginning to
assume a central role in studying and diagnosing important pathologies of the cerebral white matter, such
as Alzheimer’s and Parkinson’s diseases, as well as in studying its physical structure in vivo. In this work,
we present an overview of the mathematical tools that form the framework of dMRI — from modelling the
MRI signal and measuring diffusion properties, to reconstructing the axonal connectivity of the cerebral white
matter, i.e., from Diffusion Weighted Images (DWIs) to the human connectome.

This work has been published in [38].
6.4. Forward and Inverse Problems in MEEG

6.4.1. Source localization using rational approximation on plane sections
Participants: Maureen Clerc [Athena Project-Team, Inria, Sophia Antipolis, Méditerranée, France],
Théodore Papadopoulo [Athena Project-Team, Inria, Sophia Antipolis, Méditerranée, France], Juliette
Leblond [Apics Project-Team, Inria, Sophia Antipolis, Méditerranée, France], Jean-Paul Marmorat [CMA,
Ecole des Mines Paristech, Sophia Antipolis, France].

In functional neuroimaging, a crucial problem is to localize active sources within the brain non-invasively, from
knowledge of electromagnetic measurements outside the head. Identification of point sources from boundary
measurements is an ill-posed inverse problem. In the case of electroencephalography (EEG), measurements
are only available at electrode positions, the number of sources is not known in advance and the medium
within the head is inhomogeneous. We have presented [49] a new method for EEG source localization, based
on rational approximation techniques in the complex plane. The method is used in the context of a nested
sphere head model, in combination with a cortical mapping procedure. Results on simulated data prove the
applicability of the method in the context of realistic measurement configurations. In the continuation of this
work, we are in discussion with an industrial partner (BESA, Munich) for a scientific partnership.

6.4.2. Dictionary learning for multitrial datasets
Participants: Maureen Clerc, Sebastian Hitziger, Théodore Papadopoulo.

Following the path opened with the Consensus matching Pursuit method (CMP) [46], we continue our
endeavour to avoid signal averaging using directly the raw signal with the assumption that events of interest are
those that repeat in each trial [36]. Towards such a goal, and to improve the simple dictionary used in CMP, we
have adapted dictionary learning methods to multitrial bio-electric signals, by explicitly implementing jitter
invariance [30]. This allows for a much more detailed data-driven description of events. For example, using
local field potential signals of chemically induced spikes (in a rat model), we have been able to distinguish
several spike shapes which show some coherence in time. The method has been recently extended to detect
spike events in continuous signals (i.e. not organized in epochs). While it requires a good signal to noise ratio,
the method is very general and has also been used for various other signal types (see section 6.5 ).
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6.5. Coupling functional and structural models

6.5.1.

6.5.2.

6.5.3.

Cortex parcellation via diffusion data as prior knowledge for the MEG inverse problem
Participants: Anne-Charlotte Philippe, Maureen Clerc, Théodore Papadopoulo, Rachid Deriche.

In this work, a new approach is presented for the recovery of dipole magnitudes in a distributed source
model for magnetoencephalographic (MEG) imaging. This method consists in introducing prior knowledge
regarding the anatomical connectivity in the brain to this ill-posed inverse problem. Towards this goal, a
cortex parcellation is performed using structural information coming from diffusion MRI (dMRI), the only
non-invasive modality allowing to have access to the structure of the WM tissues. Then, sources in the same
diffusion parcel are constrained, in the MEG inverse problem, to have close magnitude values. Results of
our method on MEG simulations are presented and favorably compared with classical source reconstruction
methods.

This work has been published in [32], and is part of A.C. Philippe’s Ph.D thesis [12].

Diffusion-Weighted Imaging tractography-based parcellation of the human cortex as
regularization term for the MEG inverse problem
Participants: Anne-Charlotte Philippe, Maureen Clerc, Théodore Papadopoulo, Rachid Deriche.

The purpose of this work is to advocate the use of structural connectivity information to regularize the ill-
posed MEG inverse problem. Diffusion MRI being the only non invasive modality allowing to have access to
the connectivity profile of cortical sources, the proposed method called Diff-MNE consists in the introduction
of a cortex parcellation based on diffusion data regularization term to the MEG inverse problem. Our method
is tested on synthetic and real human brain data and compared to the classical minimum-norm method.
Results show that a diffusion-based cortex parcellation as a regularization term for the MEG inversion process
improves the source reconstruction. This proves the interest of merging diffusion MRI and MEG data.

This work is under submission to a Neuroimage and is part of A.C. Philippe’s Ph.D thesis [12]

Propagation of epileptic spikes revealed by diffusion-based constrained MEG source
reconstruction
Participants: Anne-Charlotte Philippe, Maureen Clerc, Théodore Papadopoulo, Rachid Deriche.

In this work, we study the propagation of an epileptic spike (from single event data). As in the two previous
sections, a cortex parcellation is performed using structural information coming from diffusion MRI Then,
a MEG inverse problem is defined on a parcellated source space which imposes constant activity on each
parcel. This inverse problem is applied separately for measurements obtained in a given time range. The most
active parcels over the time range are located and their time course are displayed. This allowed the study
of the propagation of an epileptic spike via those active parcels. Results on real data shows varying spatial
propagations of an epileptic spike for the same subject.

This work has been published in [40], and is part of A.C. Philippe’s Ph.D thesis [12].

6.6. Brain Computer Interfaces

6.6.1.

Combining ERD and ERS features to create a system-paced BCI

Participants: Maureen Clerc, Joan Fruitet, Théodore Papadopoulo, Eoin Thomas.
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An important factor in the usability of a brain computer interface (BCI) is the setup and calibration time
required for the interface to function accurately. Recently, brain-switches based on the rebound following
motor imagery of a single limb effector have been investigated as basic BCIs due to their good performance
with limited electrodes, and brief training session requirements. In this work, a BCI is proposed which expands
the methodology of brain-switches to design an interface composed of multiple brain-buttons. The algorithm
is designed as a system paced interface which can recognise 2 intentional-control tasks and a no-control state
based on the activity during and following motor imagery in only 3 electroencephalogram channels. An online
experiment was performed over 6 subjects to validate the algorithm, and the results show that a working BCI
can be trained from a single calibration session and that the post motor imagery features are both informative
and robust over multiple sessions.

This work has been published in [24].

6.6.2. An analysis of performance evaluation for motor-imagery based BCI

Participants: Maureen Clerc, Matthew Dyson [Laboratoire de Neurosciences Cognitives, Marseille], Eoin
Thomas.

In recent years, numerous brain—computer interfaces (BCIs) based on motor-imagery have been proposed
which incorporate features such as adaptive classification, error detection and correction, fusion with auxiliary
signals and shared control capabilities. Due to the added complexity of such algorithms, the evaluation
strategy and metrics used for analysis must be carefully chosen to accurately represent the performance of
the BCIL. In this work, metrics are reviewed and contrasted using both simulated examples and experimental
data. Furthermore, a review of the recent literature is presented to determine how BClIs are evaluated, in
particular, focusing on the relationship between how the data are used relative to the BCI subcomponent under
investigation. From the analysis performed in this study, valuable guidelines are presented regarding the choice
of metrics and evaluation strategy dependent upon any chosen BCI paradigm.

This work has been published in [23].
6.6.3. Bandit algorithms for faster task selection in BCI

Participants: Maureen Clerc, Aurélien Emmanuel, Joan Fruitet [former Athena PhD student], Alexandra
Carpentier [Sequel Project-Team, Inria Lille], Rémi Munos [Sequel Project-Team, Inria Lille].

Brain—computer interfaces (BCIs) based on sensorimotor rhythms use a variety of motor tasks, such as
imagining moving the right or left hand, the feet or the tongue. Finding the tasks that yield best performance,
specifically to each user, is a time-consuming preliminary phase to a BCI experiment. This study presents a
new adaptive procedure to automatically select (online) the most promising motor task for an asynchronous
brain-controlled button. We have developed for this purpose an adaptive algorithm UCB-classif based on the
stochastic bandit theory and design an EEG experiment to test our method. We compare (offline) the adaptive
algorithm to a naive selection strategy which uses uniformly distributed samples from each task. We also
run the adaptive algorithm online to fully validate the approach. By not wasting time on inefficient tasks, and
focusing on the most promising ones, this algorithm results in a faster task selection and a more efficient use of
the BCI training session. More precisely, the offline analysis reveals that the use of this algorithm can reduce
the time needed to select the most appropriate task by almost half without loss in precision, or alternatively,
allow us to investigate twice the number of tasks within a similar time span. Online tests confirm that the
method leads to an optimal task selection. This study is the first one to optimize the task selection phase by an
adaptive procedure. By increasing the number of tasks that can be tested in a given time span, the proposed
method could contribute to reducing *BCI illiteracy’.

This work has been published in [17].

6.6.4. Enhancing visuospatial attention performance with brain-computer interfaces

Participants: Thomas Brochier [Institut des Neurosciences de La Timone, Marseille], Maureen Clerc,
Romain Trachel.
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Brain-Computer Interfaces (BCI) can provide innovative solutions beyond the medical domain. In human
research, visuospatial attention is often assessed from shifts in head or gaze orientation. However in some
critical situations, these behavioral features can be dissociated from covert attention processes and brain
features may indicate more reliably the spatial focus of attention. In this context, we investigate whether EEG
signals could be used to enhance the behavioral performance of human subjects in a visuospatial attention
task. Our results demonstrate that a BCI protocol based on adaptive or warning displays can be developed
to shorten the reaction time and improve the accuracy of responses to complex visual targets. We performed
offline and online tests demonstrating the validity of this type of approach.

This work was presented at conferences in the HCI community [35] and in the Neural Engineering
community [34].

Verbal communication through brain computer interfaces

Participants: Maureen Clerc, Dieter Devlaminck, Claude Desnuelle [CHU de Nice I’ Archet], Violaine Guy
[CHU de Nice I’ Archet], Manu Maby [Centre de Recherche Neurologique de Lyon], Jérémie Mattout [Centre
de Recherche Neurologique de Lyon], Théodore Papadopoulo.

Brain Computer Interfaces (BCI) provide a way of communicating directly from brain activity, bypassing
muscular control. We report some recent advances in a BCI communication system called the P300 speller,
which is a virtual brain-operated keyboard. This system relies on electroencephalographic activity time-locked
to the flashing of the desired letters. It requires calibration of the system, but very little training from the
user. Clinical tests are being conducted on a target population of patients suffering from Amyotrophic Lateral
Sclerosis, in order to confirm the usability of the P300 speller for reliable communication.

This work has been published in [26]. It is also the object of an intensive clinical study on 20 patients which
we are currently conducting at Nice University Hospital.
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ATLANMOD Project-Team

6. New Results

6.1. Reverse Engineering

Model Driven Reverse Engineering (MDRE), and its applications such as software modernization, is a
discipline in which model-driven development (MDD) techniques are used to treat legacy systems. During
this year, Atlanmod has continued working actively on this research area. The main contributions are the
following:

e In the context of the ARTIST FP7 project, the work has started on reusing (and extending accord-
ingly) MoDisco and several of its components to provide the Reverse Engineering support required
within the project. More particularly, the MoDisco Model Discovery + Model Understanding two-
step approach is being promoted as an important part of the ARTIST migration methodology and
process [35] [19]. Work has also been performed, in the context of the TEAP FUI project dealing
with Enterprise Architecture, on how to design and implement a model driven federation approach
from heterogeneous data sources (e.g. Excel files, databases, etc.) directly inspiring from these same
MoDisco principles [20].

e In order to react to the ever-changing market, every organization needs to periodically reevaluate
and evolve its company policies. These policies must be enforced by its Information System (IS) by
means of a set of so-called business rules that drive the system behavior and data. Clearly, policies
and rules must be aligned at all times but unfortunately this is a challenging task. In most ISs,
the implementation of business rules is scattered among the different components of the system,
therefore appropriate techniques must be provided for the discovery and evolution of changing
business rules. In [39], [25], [26], we describe a MDRE framework and tool aiming at extracting
business rules out of COBOL source code. In [27], we describe a Model-based process and tool
to extract business rules, expressed as OCL integrity constraints, from relational databases. In these
works, the use of modeling techniques facilitate the representation of the rules at a higher-abstraction
level which enables stakeholders to understand and manipulate them more easily. A thesis financed
by IBM to advance the research on this topic has been completed this year

e In a web context, JSON has become a very popular lightweigth format for data exchange. JSON is
human readable and easy for computers to parse and use. However, JSON is schemaless. Though this
brings some benefits (e.g. flexibility in the representation of the data) it can become a problem when
consuming and integrating data from different JSON services since developers need to be aware of
the structure of the schemaless data. We believe that a mechanism to discover (and visualize) the
implicit schema of the JSON data would largely facilitate the creation and usage of JSON services.
For instance, this would help developers to understand the links between a set of services belonging
to the same domain or API. In this sense, we have proposed a model-based approach to generate the
underlying schema of a set of JSON documents [22].

6.2. Security

Most companies information systems are composed by heterogeneous components responsible of hosting,
creating or manipulating critical information for the day-to-day operation of the company. Securing this
information is therefore one of their main concerns, more particularly specifying Access Control (AC)
policies. However, the task of implementing an AC security policy (sometimes relying on several mechanisms)
remains complex and error prone as it requires knowing low level and vendor-specific facilities. In this
context, discovering and understanding which security policies are actually being enforced by the Information
System (IS) becomes critical. Thus, the main challenge consists in bridging the gap between the vendor-
dependent security features and a higher-level representation. This representation has to express the policies
by abstracting from the specificities of the system components, allowing security experts to better understand
the policy and to implement all related evolution, refactoring and manipulation operations in a reusable way.
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In 2013, we have tackled the aforementioned problems with respect to three key information system compo-
nents: networks of firewalls, relational database systems and content management systems.

e Firewalls are a key element in network security. They are in charge of filtering the traffic of the
network in compliance with a number of access-control rules that enforce a given security policy.
In [33] we have described a model-driven reverse engineering approach able to extract the security
policy implemented by a set of firewalls in a working network, easing the understanding, analysis
and evolution of network security policies. In [17] we have extended this method to cope with a
more complex and specific scenario, i.e, the management of stateful packet filtering.

e A similar approach have been successfully used to extract AC information from relational database
systems. Concretely, in [32] we contribute a security metamodel and a reverse engineering process
that combines standard database access-control rules with the fine-grained access control provided
by triggers and stored procedures. The extraction of this comprehensive model helps security experts
to visualize and manipulate database security policies in a vendor-independent manner.

o  Out-of-the-box Web Content Management Systems (WCMSs) are the tool of choice for the develop-
ment of millions of enterprise web sites. However, little attention has been brought to the analysis of
how developers use the content protection mechanisms provided by WCMSs, in particular, Access-
control (AC). We have proposed in [34] a metamodel tailored to the representation of WCMS AC
policies, easing the analysis and manipulation tasks by abstracting from vendor-specific details.

6.3. Collaborative development

In the field of Domain-Specific Languages (DSLs), we have focused on the improvement of the DSLs
definition process. When developing DSMLs, the participation of end-users is normally limited to providing
domain knowledge and testing the resulting language prototypes. Language developers, which are perhaps
not domain experts, are therefore in control of the language development and evolution. This may cause
misinterpretations which hamper the development process and the quality of the DSML. Thus, it would be
beneficial to promote a more active participation of end-users in the development process of DSMLs. While
current DSML workbenches are mono-user and designed for technical experts, we have presented a process
and tool support for the example-driven, collaborative construction of DSMLs based on Collaboro in order to
engage end-users in the creation of their own languages [23], [24].

6.4. MDE Scalability

As Model-Driven Engineering (MDE) is increasingly applied to larger and more complex systems, additional
research and development is imperative in order to enable MDE to remain relevant with industrial practice.
In [31] we attempt to provide a research roadmap for scalability in MDE and outline directions for work in
this emerging research area. As a first result in this roadmap, in [37] we show that rule-based languages like
ATL have strong parallelization properties. Parallelization is indeed one of the traditional ways of making
computation systems scalable. We describe the implementation of a parallel transformation engine for the
current version of the ATL language and experimentally evaluate the consequent gain in scalability. Finally
in [28] we compare the improved scalability of the ATL transformation engine with other engines in the
community by addressing the task of generating and analyzing very large flow graphs.

6.5. Model Quality

Our work aims to enhance the quality of the modeling activity in the context of software engineering and
language engineering. This year, this has translated in the following results:

e A benchmark that facilitates the comparison between the plethora of tools that provide some kind
of quality assurance for models. Similarly to what it is done in many other domains, a common set
of test benchmarks that new tools can rely on to experiment and evaluate themselves could speed up
the advance in the field. Our proposal can be found [30]
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e Validation of the feasibility to apply this kind of techniques in industrial settings based on two case
studies [12] and [36]

e Advanced on the verification of model transformations using SMT solvers (instead of SAT or CSP-
based approaches commonly used before), with some encouraging results [21] and, related to this,
[13]

e A method to build models using instance-level information in terms of examples and counterexam-
ples (gathering requirements using these instance scenarios is usually better from a stakeholder’s
point of view than trying to explain us general rules about the business). So far existing approaches
have often focused on the generation of static models from such instance-level information but have
omitted the inference of OCL business rules that could complement the static models and improve the
precision of the software specification. We propose an approach to automating such inference [29].
The basic idea is based on an incorporation of the problem solving mechanism and getting user
feedback: Candidates are generated by a problem solving, and irrelevant ones are eliminated using
the user feedback on generated counterexamples and examples. Our approach is realized with the
support tool InferOCL and has been applied on several user cases, indicating a possibility to apply
this solution prototype in practice.
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6. New Results

6.1. Energy efficiency of large scale distributed systems

6.1.1.

6.1.2.

6.1.3.

Participants: Ghislain Landry Tsafack Chetsa, Mohammed El Mehdi Diouri, Jean-Patrick Gelas, Olivier
Gliick, Laurent Lefevre, Frangois Rossigneux.

Analysis and Evaluation of Different External and Internal Power Monitoring Devices
Jor a Server and a Desktop Machine

Large-scale distributed systems (e.g., datacenters, HPC systems, clouds, large-scale networks, etc.) consume
and will consume enormous amounts of energy. Therefore, accurately monitoring the power and energy
consumption of these systems is increasingly more unavoidable. The main novelty of this contribution [15]
is the analysis and evaluation of different external and internal power monitoring devices tested using two
different computing systems, a server and a desktop machine. Furthermore, we also provide experimental
results for a variety of benchmarks which exercise intensively the main components (CPU, Memory, HDDs,
and NICs) of the target platforms to validate the accuracy of the equipment in terms of power dispersion
and energy consumption. We highlight that external wattmeters do not offer the same measures as internal
wattmeters. Thanks to the high sampling rate and to the different measured lines, the internal wattmeters allow
an improved visualization of some power fluctuations. However, a high sampling rate is not always necessary
to understand the evolution of the power consumption during the execution of a benchmark.

Your Cluster is not Power Homogeneous

Future supercomputers will consume enormous amounts of energy. These very large scale systems will gather
many homogeneous clusters. We analyze the power consumption of the nodes from different homogeneous
clusters during different workloads. As expected, we observe that these nodes exhibit the same level of perfor-
mance. However, we also show that different nodes from a homogeneous cluster may exhibit heterogeneous
idle power energy consumption even if they are made of identical hardware. Hence, we propose an experimen-
tal methodology to understand such differences. We show that CPUs are responsible for such heterogeneity
which can reach 20% in terms of energy consumption. So energy aware (Green) schedulers must take care of
such hidden heterogeneity in order to propose efficient mapping of tasks. To consume less energy, we propose
an energy-aware scheduling approach taking into account the heterogeneous idle power consumption of ho-
mogeneous nodes [20]. It shows that we are able to save energy up to 17% while exploiting the high power
heterogeneity that may exist in some homogeneous clusters.

Energy Consumption Estimations of Fault Tolerance protocols

Energy consumption and fault tolerance are two interrelated issues to address for designing future exascale
systems. Fault tolerance protocols used for checkpointing have different energy consumption depending
on parameters like application features, number of processes in the execution and platform characteristics.
Currently, the only way to select a protocol for a given execution is to run the application and monitor the
energy consumption of different fault tolerance protocols. This is needed for any variation of the execution
setting. To avoid this time and energy consuming process, we propose an energy estimation framework [16],
[17], [7]. It relies on an energy calibration of the considered platform and a user description of the execution
setting. We evaluate the accuracy of our estimations with real applications running on a real platform with
energy consumption monitoring. Results show that our estimations are highly accurate and allow selecting the
best fault tolerant protocol without pre-executing the application.
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Energy Consumption Estimations of Data Broadcasting

Future supercomputers will gather hundreds of millions of communicating cores. The movement of data in
such systems will be very energy consuming. We address the issue of energy consumption of data broadcasting
in such large scale systems. To this end, in [19], [7], we propose a framework to estimate the energy consumed
by different MPI broadcasting algorithms for various execution settings. Validation results show that our
estimations are highly accurate and allow to select the least consuming broadcasting algorithm.

A Smart-Grid Based Framework for Consuming Less and Better in Extreme-Scale
Infrastructures

As they will gather hundreds of million cores, future exascale supercomputers will consume enormous
amounts of energy. Besides being very important, their power consumption will be dynamic and irregular.
Thus, in order to consume energy efficiently, powering such systems will require a permanent negotiation
between the energy supplier and one of its major customers represented by exascale platforms. We have
designed SESAMES [18], [53], a smart and energy-aware service-oriented architecture manager that proposes
energy-efficient services for exascale applications and provides an optimized reservation scheduling. The new
features of this framework are the design of a smart grid and a multi-criteria green job scheduler. Simulation
results show that with the proposed multi-criteria job scheduler, we are able to save up to 2.32 % in terms of
energy consumption, 24.22 % in terms of financial cost and reduce up to 7.12 % the emissions of C'Os.

Clustered Virtual Home Gateway (vHGW)

This result is a joint work between Avalon team (J.P. Gelas, L. Lefevre) and Addis Abeba University (M. Tsibie
and T. Assefa). The customer premises equipment (CPE), which provides the interworking functions between
the access network and the home network, consumes more than 80% of the total power in a wireline access
network. In the GreenTouch initiative (cf Section 7.3 ), we aim at a drastic reduction of the power consumption
by means of a passive or quasi-passive CPE. Such approach requires that typical home gateway functions, such
as routing, security, and home network management, are moved to a virtual home gateway (VHGW) server in
the network. In our first prototype virtual home gateways of the subscribers were put in LXC containers on
a unique GNU/Linux server. The container approach is more scalable than separating subscribers by virtual
machines. We demonstrated a sharing factor of 500 to 1000 virtual home gateways on one server, which
consumes about 150 W, or 150 to 300 mW per subscriber. Comparing this power consumption with the power
of about 2 W for the processor in a thick client home gateway, we achieved an efficiency gain of 5-10x.
The prototype was integrated and demonstrated at TIA 2012 in Dallas. In our current work, we propose the
Clustered vHGW s Data center architecture to yield optimal energy conservation through virtual machine’s
migration among physical nodes based on the current subscriber’s service access state, while ensuring SLA
respective subscribers. Thus, optimized energy utilization of the data center is assured without compromising
the availability of service connectivity and QoS preferences of respective subscribers.

Improving Energy Efficiency of Large Scale Systems without a priori Knowledge of
Applications and Services

Unlike their hardware counterpart, software solutions to the energy reduction problem in large scale and
distributed infrastructures hardly result in real deployments. At the one hand, this can be justified by the
fact that they are application oriented. At the other hand, their failure can be attributed to their complex nature
which often requires vast technical knowledge behind proposed solutions and/or thorough understanding of
applications at hand. This restricts their use to a limited number of experts, because users usually lack adequate
skills. In addition, although subsystems including the memory and the storage are becoming more and more
power hungry, current software energy reduction techniques fail to take them into account. We propose a
methodology for reducing the energy consumption of large scale and distributed infrastructures. Broken into
three steps known as (i) phase identification, (ii) phase characterization, and (iii) phase identification and
system reconfiguration; our methodology abstracts away from any individual applications as it focuses on the
infrastructure, which it analyses the runtime behaviour and takes reconfiguration decisions accordingly.
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The proposed methodology is implemented and evaluated in high performance computing (HPC) clusters
of varied sizes through a Multi-Resource Energy Efficient Framework (MREEF). MREEF implements the
proposed energy reduction methodology so as to leave users with the choice of implementing their own system
reconfiguration decisions depending on their needs. Experimental results show that our methodology reduces
the energy consumption of the overall infrastructure of up to 24% with less than 7% performance degradation.
By taking into account all subsystems, our experiments demonstrate that the energy reduction problem in large
scale and distributed infrastructures can benefit from more than “the traditional” processor frequency scaling.
Experiments in clusters of varied sizes demonstrate that MREEF and therefore our methodology can easily be
extended to a large number of energy aware clusters. The extension of MREEF to virtualized environments
like cloud shows that the proposed methodology goes beyond HPC systems and can be used in many other
computing environments.

Reservation based Usage for Energy Efficient Clouds: the Climate Architecture

The FSN XLcloud project (cf Section 7.1 ) strives to establish the demonstration of a High Performance
Cloud Computing (HPCC) platform based on OpenStask, that is designed to run a representative set of
compute intensive workloads, including more specifically interactive games, interactive simulations and 3D
graphics. XLcloud is based on OpenStack, and Avalon is contributing to the energy efficiency part of this
project. We have proposed and brought our contribution to Climate, a new resource reservation framework
for OpenStack, developed in collaboration with Bull, Mirantis and other OpenStack contributors. Climate
allows the reservation of both physical and virtual resources, in order to provide a mono-tenancy environment
suitable for HPC applications. Climate chooses the most efficient hosts (flop/W). This metric is computed
from the CPU / GPU informations, mixed with real power consumption measurements provided by the Kwapi
framework. The user requirements may be loose, allowing Climate to choose the best time slot to place the
reservation. Climate will be improved with standby mode features, to shut down automatically the unused
hosts. The first release of Climate is planned at the end of January 2014, and we expect an incubation in the
next version of OpenStack.

6.2. Simulation of Large Scale Distributed Systems

6.2.1.

6.2.2.

Participants: Frédéric Desprez, Jonathan Rouzaud-Cornabas, Frédéric Suter.

Toward Better Simulation of MPI Applications on Ethernet/TCP Networks

Simulation and modeling for performance prediction and profiling is essential for developing and maintaining
HPC code that is expected to scale for next-generation exascale systems, and correctly modeling network
behavior is essential for creating realistic simulations. In [11], we proposed an implementation of a flow-
based hybrid network model that accounts for factors such as network topology and contention, which are
commonly ignored by other approaches. We focused on large-scale, Ethernet-connected systems, as these
currently compose 37.8% of the TOP500 index, and this share is expected to increase as higher-speed 10
and 100GbE become more available. The European Mont-Blanc project that studies exascale computing by
developing prototype systems with low-power embedded devices will also use Ethernet-based interconnect.
Our model is implemented within SMPI, an open-source MPI implementation that connects real applications
to the SIMGRID simulation framework (cf Section 5.5 ). SMPI provides implementations of collective
communications based on current versions of both OpenMPI and MPICH. SMPI and SIMGRID also provide
methods for easing the simulation of large-scale systems, including shadow execution, memory folding, and
support for both online and offline simulation. We validated our proposed model by comparing traces produced
by SMPI with those from real world experiments, as well as with those obtained using other established
network models. Our study shows that SMPI has a consistently better predictive power than classical LogP-
based models for a wide range of scenarios including both established HPC benchmarks and real applications.

SimGrid: a Sustained Effort for the Versatile Simulation of Large Scale Distributed
Systems
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SIMGRID (cf Section 5.5 ) is a toolkit for the versatile simulation of large scale distributed systems,
whose development effort has been sustained for the last fifteen years. Over this time period SIMGRID has
evolved from a one-laboratory project in the U.S. into a scientific instrument developed by an international
collaboration. The keys to making this evolution possible have been securing of funding, improving the quality
of the software, and increasing the user base. We detailed in [55]how we have been able to make advances on
all three fronts, on which we plan to intensify our efforts over the upcoming years.

6.2.3. Simulating Multiple Clouds from a Client Point of View: SGCB an AWS Simulator

Validating a new application over a Cloud is not an easy task and it can be costly over public Clouds.
Simulation is a good solution if the simulator is accurate enough and if it provides all the features of the
target Cloud. In [49], we have proposed an extension of the SIMGRID simulation toolkit to simulate the
Amazon TaaS Cloud. Based on an extensive study of the Amazon platform and previous evaluations, we have
integrated models into the SIMGRID Cloud Broker and exposed the same API as Amazon to the users. Our
experimental results have shown that our simulator is able to simulate different parts of Amazon for different
applications.

6.3. Active Data: A Data-Centric Approach to Data Life-Cycle Management

Participants: Gilles Fedak, Anthony Simonet.

Data-intensive science offers new opportunities for innovation and discoveries, provided that large datasets
can be handled efficiently. Data management for data-intensive science applications is challenging; requiring
support for complex data life cycles, coordination across multiple sites, fault tolerance, and scalability to
support tens of sites and petabytes of data. In [28], we argue that data management for data-intensive science
applications requires a fundamentally different management approach than the current ad-hoc task centric
approach. We propose Active Data, a fundamentally novel paradigm for data life cycle management. Active
Data follows two principles: data-centric and event-driven. We report on the Active Data programming model
and its preliminary implementation, and discuss the benefits and limitations of the approach on recognized
challenging data-intensive science use-cases.

6.4. HPC Component Model

Participants: Zhengxiong Hou, Vincent Lanore, Christian Perez.

6.4.1. Auto-tuning of Stencil Based Applications

6.4.2.

We have finished designing a tuning approach for stencil applications on multi-core clusters [25]. We focused
in particular on a 2D Jacobi benchmark application as well as memory bandwidth performance. The tuning
approach includes data partitioning within one node, the selection of the number of threads within a multi-core
node, a data partitioning for multi nodes, and the number of nodes for a multi-core cluster. This model is based
on a set of experiments on machines of GRID’5000 and on the Curie supercomputer.

Static 2D FFT Adaptation through a Component Model based on Charm++

Adaptation algorithms for HPC applications can improve performance but their implementation is often costly
in terms of development and maintenance. Component models such as Gluon++, which is built on top of
Charm++, propose to separate the business code, encapsulated in components, and the application structure,
expressed through a component assembly. Adaptation of component-based HPC applications can be achieved
through the optimization of the assembly. We have studied such an approach with the adaptation to network
topology and data size of a Gluon++ 2D FFT application. Preliminary experimental results obtained on the
GRID’ 5000 platform show the suitability of the proposed approach.
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Towards Scalable Reconfiguration in Component Models

Some HPC applications require reconfiguration of their architecture at runtime; examples include adapting
to (cloud) resource elasticity, efficient distributed deployment, Adaptive Mesh Refinement (AMR), and
load balancing. This class of applications raises challenges such as handling of concurrent reconfigurations
and distributed architecture representation at runtime. To our knowledge, no existing programming model
addresses those challenges in the general case with both high programmability and scalability. We have
identified a list of specific subproblems and use-cases and we have devised a preliminary component model to
address some of them.

6.5. Resource Management and Scheduling

6.5.1.

Participants: Eddy Caron, Frédéric Desprez, Gilles Fedak, Jose Luis Lucas, Christian Perez, Jonathan
Rouzaud-Cornabas, Frédéric Suter.

Resource Management Architecture for Fair Scheduling of Optional Computations

Most High-Performance Computing platforms require users to submit a pre-determined number of computa-
tion requests (also called jobs). Unfortunately, this is cumbersome when some of the computations are op-
tional, i.e., they are not critical, but their completion would improve results. For example, given a deadline,
the number of requests to submit for a Monte Carlo experiment is difficult to choose. The more requests are
completed, the better the results are, however, submitting too many might overload the platform. Conversely,
submitting too few requests may leave resources unused and misses an opportunity to improve the results.

In cooperation with IRIT (Toulouse), we have proposed a generic client-server architecture and an implemen-
tation in DIET, a production GridRPC middleware, which auto-tunes the number of requests [12]. Real-life
experiments show significant improvement of several metrics, such as user satisfaction, fairness and the num-
ber of completed requests. Moreover, the solution is shown to be scalable.

6.5.2. Advanced Promethee-based Scheduler Enriched with User-Oriented Methods

Efficiently scheduling tasks in hybrid Distributed Computing Infrastructures (DCI) is a challenging pursue
because the scheduler must deal with a set of parameters that simultaneously characterize the tasks and the
hosts originating from different types of infrastructure. In [27], we propose a scheduling method for hybrid
DClTs, based on advanced multi-criteria decision methods. The scheduling decisions are made using pairwise
comparisons of the tasks for a set of criteria like expected completion time and price charged for computation.
The results are obtained with an XtremWeb-like pull-based scheduler simulator using real failure traces for
a combination of three types of infrastructure. We also show how such a scheduler should be configured to
enhance user satisfaction regardless their profiles, while maintaining good values for makespan and cost. We
validate our approach with a statistical analysis on empirical data and show that our proposed scheduling
method improves performance by 12-17% compared to other scheduling methods. Experimenting on large
time-series and using realistic scheduling scenarios lead us to conclude about time consistency results of the
method.

6.5.3. Fair Resource Sharing for Dynamic Scheduling of Workflows on Heterogeneous Systems

Scheduling independent workflows on shared resources in a way that satisfy users Quality of Service is
a significant challenge. In [37], we described methodologies for off-line scheduling, where a schedule is
generated for a set of known workflows, and on-line scheduling, where users can submit workflows at
any moment in time. We consider the on-line scheduling problem in more detail and present performance
comparisons of state-of-the-art algorithms for a realistic model of a heterogeneous system.
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6.5.4. Image Transfer and Storage Cost Aware Brokering Strategies for Multiple Clouds

Nowadays, Clouds are used for hosting a large range of services. But between different Cloud Service
Providers, the pricing model and the price of individual resources are very different. Furthermore hosting
a service in one Cloud is the major cause of service outage. To increase resiliency and minimize the monetary
cost of running a service, it becomes mandatory to span it between different Clouds. Moreover, due to
dynamicity of both the service and Clouds, it could be required to migrate a service at run time. Accordingly,
this ability must be integrated into the multi-Cloud resource manager, i.e. the Cloud broker. But, when
migrating a VM to a new Cloud Service Provider, the VM disk image must be migrated too. Accordingly, data
storage and transfer must be taken into account when choosing if and where an application will be migrated.

In [47], we have extended a cost-optimization algorithm to take into account storage costs to approximate
the optimal placement of a service. The data storage management consists in taking two decisions: where
to upload an image, and keep it on-line during the experiment lifetime or delete it when unused. Based on
our experimentations, we have shown that the storage cost of VM disk image must not be neglected as done
in previous work. Moreover, we have shown that using the accurate combinations of storage policies can
dramatically reduce the storage cost (from 90% to 14% of the total bill).

6.6. Security for Virtualization and Clouds

6.6.1.

6.6.2.

6.6.3

Participants: Eddy Caron, Arnaud Lefray, Jonathan Rouzaud-Cornabas.

Improving Users’ Isolation in laaS: Virtual Machine Placement with Security
Constraints

Nowadays virtualization is used as the sole mechanism to isolate different users on Cloud platforms. Due to
improper virtualization of micro-architectural components, data leak and modification can occur on public
Clouds. Moreover, using the same attack vector (improper virtualization of micro-architectural components),
it is possible to induce performance interferences, i.e. noisy neighbors. Using this approach, a VM can slow
down and steal resources from concurrent VMs. In [43], we have proposed placement heuristics that take
into account isolation requirements. We have modified three classical heuristics to take into account these
requirements. Furthermore, we have proposed four new heuristics that take into account the hierarchy of the
Cloud platforms and the isolation requirements. Finally, we have evaluated these heuristics and compare them
with the modified classical ones. We have shown that our heuristics are performing at least as good as classical
ones but are scaling better and are faster by a few order of magnitude than the classical ones.

Security for Cloud Environment through Information Flow Properties Formalization
with a First-Order Temporal Logic

The main slowdown of Cloud activity comes from the lack of reliable security. The on-demand security
concept aims at delivering and enforcing the client’s security requirements. In [50], we have presented an
approach, Information Flow Past Linear Time Logic (IF-PLTL), to specify how a system can support a large
range of security properties. We have presented how to control those information flows from lower system
events. We have given complete details over IF-PLTL syntax and semantics. Furthermore, that logic enables
to formalize a large set of security policies. Our approach is exemplified with the Chinese Wall commercial-
related policy. Finally, we have discussed the extension of IF-PLTL with dynamic relabeling to encompass
more realistic situations through the dynamic domains isolation policy.

Security Metrics for the Cloud Computing and Security-aware Virtual Machine
Placement

In a classic Cloud Computing scenario, a client connects to a provider platform/service and submits his
computation requirements, sometimes known as Service Level Agree- ments (SLAs). Then, the platform
executes the computation taking into account, in its allocation algorithms, criteria like data location, CPU
usage or duration of a job. As security in Cloud Computing is a main concern, we propose to consider security
as another criteria for jobs scheduling. Thus, two questions need to be answered. The first one is how a client
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can describe his needs in terms of security level and the second one is how the scheduler could leverage the
security to satisfy the client requirements? To provide an answer, a system of security metrics is essential.
Indeed, with appropriate metrics, we can quantify and compare the security level of our resources. Moreover,
a client can easily describe his security requirements and the scheduler can allocate the fitted resources using
these metrics. Unfortunately, such system of metrics is not yet available. Consequently, we developed a system
of security metrics specific to the Cloud Computing and scheduling algorithms using these metrics for a
Security-Aware Virtual Machine (VM) placement.

6.7. Self-healing of Operational Issues for Grid Computing

Participant: Frédéric Desprez.

Many scientists now formulate their computational problems as scientific workflows. Workflows allow
researchers to easily express multi-step computational task. However, their large scale and the number of
middleware systems involved in these gateways lead to many errors and faults. Fair quality of service (QoS)
can be delivered, yet with important human intervention. Automating such operations is challenging for two
reasons. First, the problem is online by nature because no reliable user activity prediction can be assumed, and
new workloads may arrive at any time. Therefore, the considered metrics, decisions and actions have to remain
simple and to yield results while the application is still executing. Second, it is non-clairvoyant due to the lack
of information about applications and resources in production conditions. Computing resources are usually
dynamically provisioned from heterogeneous clusters, clouds or desktop grids without any reliable estimate
of their availability and characteristics. Models of application execution times are hardly available either, in
particular on heterogeneous computing resources.

In collaboration with Rafaél Silva and Tristan Glatard, we proposed a general self-healing process for
autonomous detection and handling of operational incidents in scientific workflow executions on grids.
Instances are modeled as Fuzzy Finite State Machines (FuSM) where state degrees of membership are
determined by an external healing process. Degrees of membership are computed from metrics assuming
that incidents have outlier performance, e.g. a site or a particular invocation behaves differently than the
others. These metrics make little assumptions on the application or resource characteristics. Based on incident
degrees, the healing process identifies incident levels using thresholds determined from the platform history.
A specific set of actions is then selected from association rules among incident levels. The healing process is
parametrized on real application traces acquired in production on the European Grid Infrastructure (EGI).

To optimize task granularity in distributed scientific workflows, we presented a method that groups tasks
when the fineness degree of the application becomes higher than a threshold determined from execution
traces. Controlling the granularity of workflow activities executed on grids is required to reduce the impact
of task queuing and data transfer time. Our method groups tasks when the fineness degree of the application,
which takes into account the ratio of shared data and the queuing/round-trip time ratio, becomes higher than
a threshold determined from execution traces. The algorithm also de-groups task groups when new resources
arrive. Results showed that under stationary load, our fineness control process significantly reduces the
makespan of all applications. Under non-stationary load, task grouping is penalized by its lack of adaptation,
but our de-grouping algorithm corrects it in case variations in the number of available resources are not too
fast [21].

To address unfairness among workflow executions, we proposed an algorithm to fairly allocate distributed
computing resources among workflow executions to multi-user platforms. We consider a non-clairvoyant,
online fairness problem where the platform workload, task costs, and resource characteristics are unknown
and not stationary. We define a novel metric that quantifies unfairness based on the fraction of pending work in
a workflow. It compares workflow activities based on their ratio of queuing tasks, their relative durations, and
the performance of resources where tasks are running, as information becomes available during the execution.
Our method is implemented and evaluated on 4 different applications executed in production conditions on
EGI. Results show that our method can very significantly reduce the standard deviation of the slowdown, and
the average value of our metric [22].
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AVIZ Project-Team

6. New Results

6.1. Hybrid-Image Visualizations

Participants: Petra Isenberg [correspondant], Pierre Dragicevic, Wesley Willett, Anastasia Bezerianos, Jean-
Daniel Fekete.

We investigated hybrid-image visualization for data analysis in large-scale viewing environments. Hybrid-
image visualizations blend two different visual representations into a single static view, such that each
representation can be perceived at a different viewing distance. Our work was motivated by data analysis
scenarios that incorporate one or more displays with sufficiently large size and resolution to be comfortably
viewed by different people from various distances. Hybrid-image visualizations can be used, in particular, to
enhance overview tasks from a distance and detail-in-context tasks when standing close to the display. By
taking advantage of humans’ perceptual capabilities, hybrid-image visualizations do not require tracking of
viewers in front of a display. Moreover, because hybrid-images use a perception-based blending approach,
visualizations intended for different distances can each utilize the entire display. In our paper we contributed
a design space, discussed the perceptual rationale for our work, provided examples and a set of techniques
for hybrid-image visualizations, and described tools for designing hybrid-image visualizations. We will also
release software that will help in the construction of hybrid-image visualizations.

./../../../projets/aviz/IMG/hybrid|. jpg

Figure 8. Overview of a treemap showing a subset of the tree of life with a hybrid image visualization. Larger
structures are clearly visible from far but do not interfere with reading detail when up close (see in-set).

6.2. Visualization for Interactive Displays
Participants: Tobias Isenberg [correspondant], Petra Isenberg.
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Because the access to and analysis of information is becoming increasingly important anywhere and at
any time, researchers have begun to investigate the role of interactive displays as data analysis platforms.
Visualization applications play a crucial role in data analysis and development of dedicated systems and
tools for small to large interactive displays to support such application contexts is underway. We contribute a
systematic and quantitative assessment of the literature from ten different venues, an open repository of papers,
and a code-set that can be used to categorize the research space [22]. We found just over 100 publications at
the intersection of interactive surfaces and visualization in our careful examination of 10 different publication
venues related to the topic. We found that research has so far largely focused on the development of
interaction techniques, for multi-touch tabletop devices, and 2D spatial and abstract visualizations. Together,
all publications addressed a wide spectrum of research questions and, given the many possible combinations of
interactive surfaces and visualization, the research space is still wide open. While several projects developed
applications for data analysis with visualization on interactive surfaces, their availability in practice is still
rare. Commercial companies and open-source communities have begun to provide ported versions of their
products/tools for tablets and mobile phones (e.g., Tableau Mobile 4 and KiwiViewer 5), showing the need
for visualization application on surfaces. Nevertheless, the support for data analysis tasks on these and other
interactive surfaces can certainly still be improved—a lot more research with respect to the development
and evaluation of the fundamentals of data exploration and analysis is needed for interactive displays. Some
example directions of future work in this context were outlined in research agendas published in the journal
IEEE Computer [24] as well as in IEEE Computer Graphics and Applications [21].

In a specific project investigated an interaction design concept for exploratory 3D data visualization that
marries direct-touch interaction with stereoscopic vision. The design is inspired by the mental mapping that
occurs for mouse interaction where the physical control space is mapped through a mental rotation to the
display space. Similarly, we explore touch interaction on a monoscopic tablet, mapped through a mental
rotation to the stereoscopic display space. Because this mental mapping can become increasingly skewed
we show when and how to re-synchronize the views (see Figure 9 ).

./../../../projets/aviz/IMG/david-ftablet. jpg

Figure 9. Tablet-based navigation of a stereoscopically displayed 3D dataset.

6.3. Visualization for Soccer Analysis
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Participants: Charles Perin, Romain Vuillemot, Jean-Daniel Fekete [correspondant].

A new generation of soccer data is now available, as some companies (http://www.optasports.com/) collect and
provide extensive data covering almost all professional soccer championships, with a wealth of multivariate
information related to time, player positions, and types of action, to name a few. Currently, most analysis on
such data relate to statistics on individual players or teams. For instance, statistics on “team ball possession”
and “number of goal attempts for team A or B” are popular on websites, TV and newspapers and often
accompanied by bar charts or plots on a soccer field. However, soccer analysts we collaborated with consider
that quantitative analysis alone does not convey the right picture of the game, as context, player positions and
phases of player actions are the most relevant aspects.

SoccerStories [] (Figure 10 ) is a visualization interface to support analysts in exploring soccer data and
communicating interesting insights that we designed to support the current practice of soccer analysts and to
enrich it, both in the analysis and communication stages. Our system provides an overview-+detail interface of
game phases, and their aggregation into a series of connected visualizations, each visualization being tailored
for actions such as a series of passes or a goal attempt. To evaluate our tool, we ran two qualitative user studies
on recent games using SoccerStories with data from one of the world’s leading live sports data providers. The
first study resulted in a series of four articles on soccer tactics, by a tactics analyst, who said he would not
have been able to write these otherwise. The second study consisted in an exploratory follow-up to investigate
design alternatives for embedding soccer phases into word-sized graphics. For both experiments, we received
a very enthusiastic feedback and participants consider further use of SoccerStories to enhance their current
workflow. This article received a Best Paper Honorable Mention in VIS 2013.

We also explored how spectators of a live soccer game can collect detailed data while watching the game [46].
Our motivation arouse from the lack of free detailed sport data, contrasting with the large amount of simple
statistics collected for every popular games and available on the web. Assuming many spectators carry a smart
phone during a game, we implemented a series of input interfaces for collecting data in real time. In a user
study, we asked participants to use those interfaces to perform tracking tasks such as locating players in the
field, qualifying ball passes, and naming the player with ball while watching a video clip of a real soccer game.
Our two main results are 1) the crowd can collect detailed and fairly complex data in real-time with reasonable
quality while each participant is assigned a simple task, and 2) a set of design implications for crowd-powered
interfaces to collect live sport data. We also discuss the use of such data into SoccerStories, and the design
implications coming with the visual communication of missing and uncertain detailed data.

Finally, we presented R2S2 [45] in the SportVis workshop (VIS 2013), a hybrid visualization technique as
an intermediate step between Rank Chart and Slope Graph to better understand and analyze team evolutions
during soccer championships. Currently used rank tables for soccer are relative (ranked-based) and do not
convey the absolute difference between teams. R2S2 provides a way to visualize these differences using the
Slope Graph technique (value-based). By interactively setting the parameters of R2S2, we make the distance
between teams appear, minimizing the overlaps caused by the Slope Graph technique.

More information about these projects is available at http://www.aviz.fr/soccer.

6.4. Interaction Model for Visualizations Beyond the Desktop

Participants: Yvonne Jansen [correspondant], Pierre Dragicevic.

We introduced an interaction model for beyond-desktop visualizations that combines the visualization refer-
ence model with the instrumental interaction paradigm. Beyond-desktop visualizations involve a wide range of
emerging technologies such as wall-sized displays, 3D and shape-changing displays, touch and tangible input,
and physical information visualizations. While these technologies allow for new forms of interaction, they are
often studied in isolation. New conceptual models are needed to build a coherent picture of what has been
done and what is possible. We described a modified pipeline model where raw data is processed into a visual-
ization and then rendered into the physical world. Users can explore or change data by directly manipulating
visualizations or through the use of instruments. Interactions can also take place in the physical world outside
the visualization system, such as when using locomotion to inspect a large scale visualization. Through case
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./../../../projets/aviz/IMG/soccer.png

Figure 10. Using SoccerStories: (a) navigating among soccer phases of a game; (b) mapping a phase on a focus
soccer field; (c) exploring the phase by grouping actions into tailored visualizations, and (d) communicating using
Sportlines embed into text.
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studies we illustrated how this model can be used to describe both conventional and unconventional interactive
visualization systems, and compare different design alternatives.

6.5. Network Visualization

Participants: Benjamin Bach [correspondant], Basak Alper, Andre Spritzer, Emmanuel Pietriga, Nathalie
Henry-Riche, Tobias Isenberg, Jean-Daniel Fekete.

Although much research has been done on finding efficient ways to visualize different kinds of networks
(social networks, computer networks, brain networks, etc), many problems are still open. Rather than trying
to find optimal layouts, we focus on novel representation and navigation techniques to explore such networks.
Our research focusses on three major problems: (i) heterogeneous networks, (ii) comparison of graphs, (iii)
dynamic networks, and (iv) generating networks for controlled user evaluations.

Heterogeneous Networks: Heterogeneous networks are networks with multiple node and edge types, such
as ontologies in the Semantic Web. Ontologies also provide means to describe type hierarchies on node and
edge types as well as other set theoretic relations between these types. Such heterogeneous networks can be
explored on two levels, the model (types and possible relations between types), and instances (actual nodes
and their connections). In order to allow for interactive exploration of such data, we extended the NodeTrix
technique [67] to visualize ontologies. Our prototype is called OntoTrix [11] (Figure 11 (a), which allows
for reorganizing matrices by splitting and merging them, traversing node and edge hierarchies and visualize
different types of connection between nodes.

Graph Comparision: Analyzing brain networks, which can represent anatomical fibers as well as functional
correlation between brain regions, is complex in many ways. By analysing brain scientists tasks we concluded
that many user tasks can actually performed by comparing two networks. In [28](Figure 11 (b)) we design and
discuss several ways to compare two weighted graphs and finally compare the two most promising designs in
a controlled user study. We found that our encoding for adjacency matrices outperforms the one for node-link
diagrams, even for sparse networks. The implications for brain analysis tools are manyfold and our results
generalize to other domains that are concerned with comparing (dense and weighted) networks.

Dynamic Networks: A very common technique to explore dynamic networks are animations and small
multiples, each of which being supporting different tasks, while falling short on others. With GraphDiaries
[10](Figure 11 (c)), we design an interface based on the combination of both techniques while offering flexible
temporal navigation techniques as well as enhanced perceptive feedback to understand changes between time
steps. GraphDiaries supports further navigation techniques such as temporal aggregation, direct difference
views and layout adjustment. While GraphDiaries is highly extensible, its techniques are designed to be
integrated in existing visualization tools.

While animations and the techniques in GraphDiaries are useful for many networks, dense dynamic networks
are still an important open problem. We hence generalized the idea of matrices to visualize temporal networks,
by describing a visualization and interaction model based on the space time cube metaphor (Figure 11 (d)). In
analogy with the physical world, this Matrix Cube can be manipulated and decomposed in order to explore the
network, while the cube model serves as a consistent visual and mental model of the data and visualization.
We implemented an interface called Cubix that allows us to perform simple view switches and decomposition
operations in the cube. Cubix and the Matrix Cube was evaluated with two experts, an astronomer and brain
scientist, exploring their own real world data. With the Matrix Cube and its decomposition operations, we are
able to visualize and navigate within very dense dynamic networks such as brain networks, trading flows and
technical networks. The design space of possible visualizations that the Matrix Cube and its operations offer
is both, huge but structured at the same time. It allows us to explore many future designs.

As part of the effort of visualizing publications and work of Jean-Daniel Fekete, we designed a visualization
to show his collaborations over the past years, relating his papers and his collaborators [29](Figure 11 (e)). A
poster was presented at part of a poster submission to IEEE Vis, 2013 in Atlanta. To the best of our knowledge,
no such technique to visualize any sort of dynamic ego networks have been published so far.
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Figure 11. Examples for network visualizations
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Network Generation: As any controlled user study, evaluating network visualizations requires control over
the data. However, it is hard to found real world data with the desired properties and in reasonable amount for
a controlled user study. Synthetic data can help but the output of random graph generators is hard to control
and hardly resembles actual real-world data. With GraphCuisine [56] we present and interactive approach to
generate graphs. In an iterative process, the computer generates suggestions while the user selects her preferred
graphs and graph measures.

6.6. GridVis: Visualisation of Island-Based Parallel Genetic Algorithms

Participants: Waldo Cancino [correspondant], Hugo Gilbert, Benjamin Bach, Evelyne Lutton, Pierre Collet.

Island Model parallel genetic algorithms rely on various migration models and their associated parameter
setting. A fine understanding of how the islands interact and exchange informations is an important issue for
the design of efficient algorithms. GridVis, is an interactive tool that has been developed for visualising the
exchange of individuals and the propagation of fitness values between islands. GridVis has been developed
in Java, to monitor how the islands communicate: when and how much individuals of which fitness they
effectively exchange during a run. We model the computer cluster that is running the island model, as dynamic
network and use an adjacency matrix to show the relations (exchange between individuals) between nodes
(computers) in the cluster (Figure 12 (a)). Several experiments have been performed on a grid and on a cluster
to evaluate GridVis’ ability to visualise the activity of each machine and the communication flow between
machines. Experiments have been made on the optimisation of a Weierstrass function using the EASEA
language, with two schemes: a scheme based on uniform islands and another based on specialised islands
(Exploitation, Exploration and Storage Islands).
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./../../../projets/aviz/IMG/figurel_labelled.png

Figure 12. Visualisation of a grid with 20 machines: Each computer in the cluster appears twice in the matrix, once
as row and once as column. Cells inside the matrix indicate information about the interaction of computers during
evolution, for example, the amount of individuals exchanged (read from row to column). Similar to heat maps
activity (exchange of individuals) is mapped to darkness (dark cells indicate high exchange, bright cells show low
exchange).
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AXIS Project-Team

6. New Results

6.1. Introduction

Our new results are split into our three sub-objectives as described in Section 3.1 :

e  Sub-Objective 1: Mining for Knowledge Discovery in Information Systems:
This year we obtained ten main results (cf. Section 6.2 ): five on Clustering methods, four on how
to apply these clustering methods on real data and finally one related to the use of ontology for
Multi-View KDD process.

Let us note that two 2011 results have been published this year as book chapters [34], [31].
Chongsheng Zhang published also his work conducted during his Explore programm at UCLA
(USA) when, as AxIS PhD student, he was visiting the WIS team of Prof. Carlo Zaniolo at UCLA
in 2010 [26].

e Sub-Objective 2: Information and Social Networks Mining for Supporting Information Re-
trieval:
This year, we pursued our two main works on this topic (cf. Section 6.3 ):

— the detection of communities in a social network (detection of graphs extracted from
relational data) (cf. Section 6.3.1 ),

—  the multi view clustering of relational data (cf. SEction 6.3.2).

e  Sub-Objective 3: Interdisciplinary Research For Supporting User Oriented Innovation:
With the expansion of the innovation community beyond the firm’s boundaries (the so-called "open
innovation") a lot of changes have been introduced in design and evaluation processes: the users can
become co-designers, HCI design and evaluation focus is no longer placed on usability only but also
on the whole user experience [70] [11] , experimentations take place out of labs with large numbers
of heterogeneous people instead of carefully controlled panels of users etc.

All these deep changes required improvements of existing practices, methods and tools for the
design/evaluation of information systems as well as for usage analysis. This evolution called also
for a structured user-centred methodology (methods and ICT tools) to deal with open innovation.
Various different disciplines and trends are dedicated in understanding user behaviour on Internet
and with Digital Technologies, notably Human Computer Interaction community (HCI), Computer
Supported Cooperative Work (CSCW), Workplace Studies, Service Design, Distributed Cognition
and Data Mining.

Our contribution to open innovation research related to ICT-based services or products keeps its
focus on usage analysis and user experience measurement for design, evaluation and maintenance
of information systems and our activities from 2011 have been conducted both breadth wise and in
depth with two main objectives :

— Improving design and evaluation support tools and methods for user driven driven innova-
tion,

—  Development of the FocusLab platform
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This year, our research was conducted along three focus:

—  Extension of usability methods and models (cf. Section 6.4 ). First we pursued our work on
User Evaluation and Tailoring of Personal Information in the context of the ANR project
PIMI. Second a paper related to our strategy and heuristics for rural tourist web sites
benchmarking elaborated in the context of the Pacalabs project HOTEL-REF-PACA is
written for submission in 2014;

— Designing and evaluating user experience in the context of a living lab: this year five results
came from ELLIOT project (cf. Section 6.5 ) such as an environmental data platform based
on citizen sensing, low-cost sensor, user experience measurement, user behaviour change
analysis, studies of persuasive technologies and gamification in Energy economy and green
services.

—  FocusLab Platform (cf. Section 6.6 ).

6.2. Mining for Knowledge Discovery in Information Systems

6.2.1.

6.2.2.

6.2.3.

Fuzzy Clustering on Multiple Dissimilarity Matrices
Participants: Yves Lechevallier, Francisco de Carvalho.

During 2013 we introduce fuzzy clustering algorithms [18] and [27] that can partition objects taking into
account simultaneously their relational descriptions given by multiple dissimilarity matrices. The aim is to
obtain a collaborative role of the different dissimilarity matrices to get a final consensus partition. These
matrices can be obtained using different sets of variables and dissimilarity functions. These algorithms are
designed to furnish a partition and a prototype for each fuzzy cluster as well as to learn a relevance weight for
each dissimilarity matrix by optimizing an adequacy criterion that measures the fit between the fuzzy clusters
and their representatives. These relevance weights change at each algorithm iteration and can either be the
same for all fuzzy clusters or different from one fuzzy cluster to another.

A new algorithm [19] based on a non-linear aggregation criterion, weighted Tchebycheff distances, more
appropriate than linear combinations (such as weighted averages) for the construction of compromise solutions
is proposed.

Experiments with real-valued data sets from the UCI Machine Learning Repository (http://archive.ics.uci.edu/
ml/) as well as with interval-valued and histogram-valued data sets show the usefulness of the proposed fuzzy
clustering algorithms.

Clustering of Functional Boxplots for Multiple Streaming Time Series
Participant: Yves Lechevallier.

We introduced a micro-clustering strategy for Functional Boxplots [30]. The aim is to summarize a set of
streaming time series split in non overlapping windows. It is a two step strategy which performs at first, an
on-line summarization by means of functional data structures, named Functional Boxplot micro-clusters; then
it reveals the final summarization by processing, off-line, the functional data structures. Our main contribution
consists in providing a new definition of micro-cluster based on Functional Boxplots and, in defining a
proximity measure which allows us to compare and update them. This allows us to get a finer graphical
summarization of the streaming time series by five functional basic statistics of data. The obtained synthesis
will be able to keep track of the dynamic evolution of the multiple streams.

This work is done in collaboration with the laboratory of Political Science "Jean Monnet", Second University
of Naples, Caserta, Italy.

Web Page Clustering based on a Community Detection Algorithm
Participant: Yves Lechevallier.
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Extracting knowledge from Web user’s access data in Web Usage Mining (WUM) process is a challenging task
that is continuing to gain importance as the size of the Web and its user-base increase. That is why meaningful
methods have been proposed in the literature in order to understand the behaviour of the user in the Web and
improve the access modes to information.

During 2013 we pursued our previous work on our approach for extracting data based on the modularity
function. This approach discovers the existing communities by modeling the data obtained in the pre-
processing operation as a weighted graph. The method discriminates the communities through their subject of
interest and extract relevant knowledge.

This work is done in collaboration with Yacine Slimani from the LRIA laboratory at the Ferhat Abbas
University, Setif, Algerie and will be submitted to an international journal.

Normalizing Constrained Symbolic Data for Clustering
Participants: Marc Csernel, Francisco de Carvalho.

Clustering is one of the most common operation in data analysis while constrained is not so common. During
2013 we presented a clustering method [31] in the framework of Symbolic Data Analysis (S.D.A) which allows
us to cluster Symbolic Data. Such data can be constrained relations between the variables, expressed by rules
which express the domain knowledge. But such rules can induce a combinatorial increase of the computation
time according to the number of rules. The algoritm presented a way to cluster such data in polynomial time.
This method is based first on the decomposition of the data according to the rules, then we can apply to the
data a clustering algorithm based on dissimilarities.

Dynamic Clustering Method for Mixed Data

Participants: Yves Lechevallier, Marc Csernel, Brigitte Trousse.

For ELLIOT project purposes (cf. Section 7.3.1 ), a new version of MND method (Dynamic Clustering Method
for Mixed Data) has been elaborated. It determines iteratively a series of partitions which improves at each
step the underlying clustering criterion. All the proposed distance functions for p variables are determined
by sums of dissimilarities corresponding to the univariate component descriptors Y. The most appropriate
dissimilarities have been suggested above according to the type of variables.

In practice, however, data to be clustered are typically described by different types of variables. An overall
dissimilarity measure is obtained by a linear combination of the dissimilarity measures computed with respect
to the different kinds of variables.

A new release of MND algorithm based on past work [80] has been developed for ELLIOT purposes, providing
some default configuration parameters for non experts.

In this version two types of distances are proposed:

e Quantitative distance: the choice is type L1 distance or Euclidean distances when the types of
variables are quantitative or continuous.

¢ Boolean distance: the choice is Khi2, type L1 distance or Euclidean distances when the type of
variables is categorical or discrete.

This algorithm has been applied to cluster answers at questionnaires issued from a diary tool within the
ELLIOT Green Services use case (cf. Section 6.5.4).

6.2.6. Applying a K-means clustering method for districts clustering according to Pollution

Participants: Brigitte Trousse, Yves Lechevallier, Guillaume Pilot, Caroline Tiffon.
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Our motivation was to provide citizen a comparative analysis at the district level related to pollution data from
Azimut stations (ozone O3 and nitrogen dioxide NO2). To achieve this, the Nice Cdte d’ Azur territory was
discretized into small areas. IoT Data are preprocessed for each district and period of time before applying
clustering. The temporal and spatial units were clustered into 5 and then into 6 clusters. The partition into 5
clusters was selected, then the temporal units for each area were counted. For the partition in 5 clusters, for
each area the percent of each cluster was counted. Around 30 areas with more than 10 temporal units were
found. We improved this to classify different districts of the city based on their IoT data (Azimut data O3-NO2)
for each hour/day in order to provide a new functionnality in the second version of MyGreenServices.

This work is partially funded by ELLIOT project (see Section 7.3.1 ).

Summarizing Dust Station IoT Data with REGLO, a FocusLab web service
Participants: Yves Lechevallier, Brigitte Trousse, Guillaume Pilot, Xavier Augros.

Within ELLIOT, we applied the GEAR (or REGLO in French) method [57], [58], [59] on the evolution of dust
data issued from one citizen sensor.

Our motivation was to summarize IoT data in order to have a pollution context for each user. Such IoT
summaries constitute interesting individual contextual data for supporting the living lab manager to better
interpret the user behavior and finally the user experience.

REGLO summarised IoT data with isolated points and line segments.

The goal now is to carry out an analysis of these summaries to automatically determine the characteristics of
the curve.
We selected only segments. For each segment we calculated four variables that characterize it:

e The slope of the segment,

e The midpoint of the segment (average of this segment),

e  The length of the segment,

o The duration of the segment (the time interval between the start time and the end time of the

segment).

From these four values we can achieve an interpretation of the previous curve, taking into account only two
variables and constructing a 2D representation.

This work is partially funded by ELLIOT project (see Section 7.3.1 ).

Clustering of Solar Irradiance
Participants: Thierry Despeyroux, Francisco de Carvalho, Yves Lechevallier, Thien Phuc Hoang Nguyen.

The development of grid-connected photovoltaic power systems leads to new challenges. The short or medium
term prediction of the solar irradiance is definitively a solution to reduce the storage capacities and, as a result,
authorizes to increase the penetration of the photovoltaic units on the power grid. We present the first results
of an interdisciplinary research project which involves researchers in energy, meteorology and data mining,
addressing this real-world problem. The objective here is to show interest and disadvantages of two approaches
for classifying curves.

In Reunion Island from December 2008 to March 2012, solar radiation measurements has been collected,
every minutes, using calibrated instruments. Prior to prediction modelling, two clustering strategies has been
applied for analysis the data base of 951 days.

During 2013 we continued our research and obtained many results [28].

Our methodology is based on two clustering approaches. The objective here is to show interest and disadvan-
tages of two approaches for classifying curves.

The first approach combines the following proven data-mining methods. Principal Component Analysis was
used as a pre-process for reduction and de-noising and the Ward Hierarchical and K-means methods to find a
partition with a good number of classes.
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The second approach [78],[20] uses a clustering method that operates on a set of dissimilarity matrices. Each
cluster is represented by an element or a subset of the set of objects to be classified. The five meaningfully
clusters found by the two clustering approaches are compared.

Understanding of Cooking User’s Recipes by Extracting Intrinsic Knowledge
Participants: Damien Leprovost, Thierry Despeyroux, Yves Lechevallier.

On community web sites, users share knowledge, being both authors and readers. We present a method to
build our own understanding of the semantics of the community, without the use of any external knowledge
base. We perform this understanding by knowledge extraction from analysed user contributions. We propose
an evaluation of the trust attributable to that deduced understanding to assess the quality of user content, on
cooking recipes provided by users on sharing web sites. This work is partially funded by FIORA project (see
Section 7.2.2 ). Two articles have been accepted in early 2014 [25], [29].

6.2.10. Knowledge Modeling for Multi-View KDD Process

Participant: Brigitte Trousse.

We pursued our supervision (with our colleagues H. Behja and A. Marzark from Morocco) of E.L. Moukhtar
Zemmouri’s PhD thesis (Morocco) on a Viewpoint Model in the context of a KDD process, topic we initiated
during Behja’s PhD thesis [40]). E. Zemmouri defended his thesis at the end of this year [75]. Below is the
summary of his PhD thesis.

Knowledge Discovery in Databases (KDD) is a highly complex, iterative and interactive process aimed at
the extraction of previously unknown, potentially useful, and ultimately understandable patterns from data. In
practice, a KDD process involves several actors (domain experts, data analysts, KDD experts 4€1) each with a
particular viewpoint. We define a multi-view analysis as a KDD process held by several experts who analyze
the same data with different viewpoints. We propose to support users of multi-view analysis through the
development of a set of semantic models to manage knowledge involved during such analysis. Our objective
is to enhance both the reusability of the process and coordination between users. To do so, we propose first
a formalization of Viewpoint in KDD and a Knowledge Model that is a specification of the information and
knowledge structures and functions involved during a multi-view analysis. Our formalization, using OWL
ontologies, of viewpoint notion is based on CRISP-DM standard through the identification of a set of generic
criteria that characterize a viewpoint in KDD. Once instantiated, these criteria define an analyst viewpoint.
This viewpoint will guide the execution of the KDD process, and then keep trace of reasoning and major
decisions made by the analyst. Then, to formalize interaction and interdependence between various analyses
according to different viewpoints, we propose a set of semantic relations between viewpoints based on goal-
driven analysis. We have defined equivalence, inclusion, conflict, and requirement relations. These relations
allow us to enhance coordination, knowledge sharing and mutual understanding between different actors of a
multi-view analysis, and re-usability in terms of viewpoint of successful data mining experiences within an
organization. An article selected from the international conference NGNS 2012 [74] will be published in the
on-line Journal of Mobile Multimedia, Volume 9 No.3 &4 March 1, 2014.

6.3. Information and Social Networks Mining for Supporting Information

6.3.1.

Retrieval

Clustering of Relational Data and Social Networks Data: Graph Aggregation
Participant: Yves Lechevallier.
The automatic detection of communities in a social network can provide a kind of graph aggregation. The

objective of graph aggregations is to produce small and understandable summaries and it can highlight
communities in the network, which greatly facilitates the interpretation.

Social networks allow having a global view of the different actors and different interactions between them,
thus facilitating the analysis and information retrieval.
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In the enterprise context, a considerable amount of information is stored in relational databases. Therefore,
relational database can be a rich source to extract social network.

During this year we updated the program developed by Louati Amine in 2011. A book chapter [34] proposes
a new aggregation criteria.

This work is done by Louati Amine (AxIS) in collaboration with Marie-Aude Aufaure, head of the Business
Intelligence Team, "Ecole Centrale de Paris", MAS Laboratory.

6.3.2. Multi-View Clustering of Relational Data

Participants: Thierry Despeyroux, Francisco de Carvalho, Yves Lechevallier.

In the work reported in [47] in collaboration with Francisco de A.T. de Carvalho, we introduce an improvement
of a clustering algorithm described in [78] that is able to partition objects taking into account simultaneously
their relational descriptions given by multiple dissimilarity matrices. In this version of the prototype clusters
depend on the variables of the representation space. These matrices could have been generated using different
sets of variables and dissimilarity functions. This method, which is based on the dynamic clustering algorithm
for relational data, is designed to provided a partition and a vector of prototypes for each cluster as well as to
learn a relevance weight for each dissimilarity matrix by optimizing an adequacy criterion that measures the
fit between clusters and their representatives. These relevance weights change at each algorithm iteration and
are different from one cluster to another. Moreover, various tools for the partition and cluster interpretation
furnished by this new algorithm are also presented.

Two experiments demonstrate the usefulness of this clustering method and the merit of the partition and cluster
interpretation tools. The first one use a data set from UCI machine learning repository concerning handwritten
numbers (digitalized pictures). The second uses a set of reports for which we have an expert classification
given a priori. This work has been published this year as a chapter in "Advances in Knowledge Discovery and
Management" [32].

6.4. Extension of Usability Methods and Tools

6.4.1. User Evaluation and Tailoring of Personal Information
Participants: Claudia Detraux, Dominique Scapin.

In the context of the ANR project PIMI (Personal Information Management through Internet) an ergonomic
evaluation was conducted on the initial prototype, in its PC version [49] and its mobile version [48]. In addition,
an experiment was conducted on the usability of the new improved PIMI prototype. The goals were to evaluate
its usability, and to assess user tailoring as an evaluation technique. Thirty users participated to the study: a
first part consisted in a standard user test (SUT) and a second part was a usability test with tailoring (UTT).
Overall, a total of 51 usability problems were diagnosed. Among those, 32 resulted from SUT, and 19 from
UTT. Part of the latter (11) are additional to the ones identified during SUT, and to those diagnosed previously
by usability inspection (UI with Ergonomic Criteria). The active involvement of users through customization
scenarios appear to provide additional cues for usability assessment, and for design, with new generic usability
recommendations [23],[22].

6.5. Designing and Evaluating User Experience and Methods for Open
Innovation

6.5.1. MyGreenServices: a Pollution Collective-Awareness Platform based on Citizen Sensing

Participants: Brigitte Trousse, Guillaume Pilot, Xavier Augros, Florian Bonacina, Caroline Tiffon, Anne-
Laure Negri, Bernard Senach.
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Adopting a living lab approach and following an experiential design process [63], we co-created with users and
implemented a Pollution Collective-Awareness platform based on Citizen Sensing called "MyGreenServices"
[38]. This deployment was very rich in terms of a better understanding of research problems to be addressed in
this context in order to lead to user behaviour changes: citizen sensing, environmental crowdsourcing platform
and user experience in the context of IoT.

MyGreenServices (http://mygreenservices.inria.fr) which was very robust offers various green services such as
the visualization of environmental data collected by citizen, the alert services, the ability to download data, the
forum for sharing ideas and best practices in terms of eco-responsible behaviors. MyGreenServices provides
access to citizen measures (stations and electric vehicles) for any registered user. Moreover, citizens who host
a station can trace the time history of the data sensed. The priority was to provide to users all the IoT data by
them. Two ways to represent data have been chosen as shown in Figure 1 :

e The use of maps with measures coming from environmental sensors and based on a colour scale
indication,;
e The pollution curves that support the cartography and allow the access to the detailed data for the
user.
A pollution alert service has been created considering two points of view:

e The first consists of localising a person (with his agreement) and indicating via email or text message
the passage through a polluted area;

e The second allow the user to define an area to follow and the user will be advised of pollution alerts
for the area by email or text message.

An important effort has been done in designing, testing and improving user interfaces based on pre-test with
the usability testing software named Morae and experiments in real situations.

Two experiments have been carried out in February and in June 2013, with the aim to test the platform
MyGreenServices by two user profiles (consumers and producers of data) and to measure User experience. The
aim of the experiments is to assess the user experience and experiential learning related to MyGreeenServices;
this includes experience related to the IoT devices, to the measures and services as well as air quality awareness
and behaviour changes monitoring. See Section 6.5.3 ) for more details on the used model and measurement
methodology.

For supporting Citizen Sensing, we elaborated IoT installation guides for our three Pollution stations (based
on user feedbacks): Pollux station for dust from CKAB 7, Azimut stations for Ozone and Nitrogen dioxide
from Azimut Monitoring ® and AxISbox stations for dust (Inria Cf. Section 6.5.2 ).

In order to ensure a proper data analysis, log and usage analytics were structured and gathered in an admin
tool designed by the AxIS team at Inria. This tool is a component of the MyGreenServices portal.

6.5.2. AxISbox, a Prototype of a Low-Cost Dust Arduino-based Station

Participant: Guillaume Pilot.

In order to provide more citizen sensors during our Elliot experiments, we developed a first prototype of a new
low cost dust (PM10) station (with Rasburry and Arduino) called AxISbox (cf. Figure 2 ) which we tested for
research purposes. This prototype was validated during the second ELLIOT experiment in June.

6.5.3. Modelling and Measuring User Experience for Green IoT-based Services

Participants: Brigitte Trousse, Anne-Laure Negri, Caroline Tiffon, Xavier Augros, Guillaume Pilot.

7CKAB URL: http://ckab.com/polluxnz-city
8 Azimut Monitoring URL: http://www.azimut-monitoring.com/
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Figure 1. MyGreenServices Platform
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./../../../projets/axis/IMG/MGSsensors.png

Figure 2. Citizen sensors: Pollux station, AxISbox and Azimut mobile station
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In accordance with the overall objective of MyGreenServices, we provided an UX modelling and measurement
methodology for Green IoT-based services we applied on MyGreenServices. In our ELLIOT context, we
focused on the level of awareness/experiential learning raised after usage of MyGreenServices (awareness
pollution, awareness of citizen dissemination and change of behaviors), the ease of use and diffusion aspects
(as being a tool provided to the citizen). Two objects of the learning were considered: IoT via myGreenServices
portal and Air quality. We used a differential between a pre-profile and post-profile. Our UX methodology in
the context of ELLIOT project is lying on the five steps we applied on the two versions of MyGreenServices:

e Instantiation of the holistic UX model elaborated within ELLIOT [63] (cf. the first three columns in
Figure 3 ),

e Choice of types of UX momentary, episodic, cumulative) depending on the moment of the measure-
ment (cf. Figure 4 ),

e Identification of relevant data to be collected and UX indicators (cf. the last two columns in Figure 3
),

e  Definition of UX metrics for indicators and rules (see Section 6.5.4 for the example of the Usefulness
property),

e and finally data pre-processing and UX indicators/properties computation (via for some properties
FocusLab 6.6 ).

./../../../projets/axis/IMG/MGS-UX-model. jpg

Figure 3. MyGreenServices UX Model
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Figure 4. UX Types extracted from [70]

The two experiments clearly indicate both good results in terms of user experience with better result for the
second experiment due to the improvement of MyGreenServices (v2) and better community management.
A comparative analysis has been made for our two experiments, showing better quantitative value of UX
indicators for the second version which was based on User feedback.

6.5.4. Evaluating User Behaviour Changes For MyGreenServices Usefulness Measurement
Participants: Brigitte Trousse, Yves Lechevallier, Xavier Augros, Caroline Tiffon.

The Usefulness UX property of our UX model [38] is calculated by aggregating the analysis of two questions
related to a change of behaviours during (4 times) and/or after the experiment in terms of: transportation,
aeration, outgoing, sport, aeration or others. We used the web service MNDClustering_Sequence (based on
our MND clustering method [45]) to classify the answers to these questions and to provide a sequence of
clusters by each user. See Section 6.6.2 related to this new web service.

A data table was built with all the answers for each (user, timestamp) and is analyzed to generate a partition
in 3 clusters for the experiment by calling the Focuslab MND webservice (cf. Section 6.2.5 ) which has been
improved this year. The Output via MNDClusterSequence web service is a csv data file with for each user the
sequence of 5 clusters obtained during the experiment.

Then we identified the users having changed their behaviour. We use the following UX rules to conclude on
this property:

e If % users declaring a change of behaviour > 5% then high

e If % users declaring a change of behaviour < 5% and > 1% then medium

e If % users declaring a change of behaviour < 1% then low

The result is "high" related to our two experiments. Note that other questions related to the usefulness of some
MyGreenServices functionalities (alerts, forum, data synthesis, etc.) could be integrated in a more global rule
for Usefulness.

6.5.5. Persuasive Technologies in Energy Economy
Participants: Bernard Senach, Anne-Laure Negri.
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The ECOFFICES project [51] was for AxIS project team our first step towards eco-behaviour study. This
research was complemented in 2012 with a literature review aiming at a deeper understanding of breaks and
levers to eco behavior adoption. The work in this topic lead to a presentation ?in the mobility context during
the GreenCode Forum (see the video on YouTube) and to an internal seminar for Axis members. A draft of an
Inria research report on this topic has been started.

The two research lines "Energy Economy" and "Persuasive Technology" have been merged and an analysis of
the Ecoffices challenge has been engaged in the light of works in the fields of Persuasive Technologies and
Game Design. In this analysis, the Ecoffices Energy challenge is considered as an hybrid system combining
gamification and persuasive principles. Using available models of each field, the experimental device used in
the Ecoffices project is deconstructed and evaluated. The persuasive quality analysis relies on the Persuasive
System Design model [62]. Concerning the gaming quality of Ecoffices, a first model (Octalysis http://
www.yukaichou.com/gamification-examples/octalysis-complete-gamification-framework/) was discarded and
we are now using the gamification principles from the literature for the analysis [76].

At the end of 2012, we joined the work group PISTIL (Persuasive Interaction for SusTainabILity) and engaged
several actions within this group and two papers are planned for the JIPS 2014 Special Issues on Persuasive
Technologies °: one on an analysis of the ECOFFICES challenge (under writing) and another on the design
and evaluation of persuasive systems.

6.5.6. Persuasive Technologies in Green Services
Participants: Brigitte Trousse, Anne-Laure Negri, Myléne Leitzelman, Florian Bonacina, Caroline Tiffon.

The ELLIOT project was for AXIS project team our second step towards eco-behaviour study. It provided us a
very rich context to study behaviour changes related to pollution awareness. Our experimental results showed
a very promising tendancy in terms of user behaviour changes and the impact of MyGreenServices on leading
user eco-behaviours [38].

Persuasive technologies and gamification were used in the context of green Services use case. A specific focus
was on gamification for the two customised Ideastream-based tools we developed for the co-creation step and
mainly for the one used inside MyGreenServices platform (see Figure 5 ).

6.6. FocusLab Platform

6.6.1. New Graphical Charter and New Functionalities
Participants: Xavier Augros, Florian Bonacina, Brigitte Trousse.

This year we implemented a new version of the Focuslab platform (v1.3) (http://focuslab.inria.fr) with a
new graphical charter, the addition of the documentation part (books, articles, thesis, reports, etc.) and new
functionalities such as cross references between the hardware/software parts with the documentation part, the
opportunity of reserving hardware, hardware+software or documentation and a new administration interface.
This new version has been tested internally in the team at the end of the year.

6.6.2. FocusLab Generic Web Service: MNDCluster_Sequence

Participants: Xavier Augros, Yves Lechevallier, Brigitte Trousse.

This year for Elliot purposes, we built a new FocusLab generic Web Service called MNDCluster-Sequence.
This web service uses the new release of MND clustering method [80] (cf. Section 6.2.5 ) which computes
the best partition based on all data for each (user, timestamp). Then it builds for each user the sequence of 5
clusters taking into account the five user time stamp in our case. The resulting sequences are then added for
each user as new qualified data in the dataset of Green Services.

This web service is added to those already integrated in FocusLab (See for more details our 2012 activity
report http://raweb.inria.fr/rapportsactivite/RA2012/axis/uid116.html)

9URL: http://www-sop.inria.fr/axis/papers/2012/GreenCode_2012
100n-line journal : Journal d’ Interaction Personne-Systeme, Journal of "Association Francophone d’Interaction Homme-Machine".
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Figure 5. "Gamified Forum" page (including AxISbox)



198 Vision, perception and multimedia interpretation - New Results - Team AYIN

AYIN Team

6. New Results

6.1. Markov Random Fields

6.1.1. Hierarchical multitemporal and multiresolution classification in remote sensing imagery
Participants: Thsen Hedhli, Josiane Zerubia [contact].

This activity was conducted in collaboration with Dr. Gabriele Moser and Prof. Sebastiano B. Serpico
(Department of Electrical, Electronic, and Telecommunications Engineering and Naval Architecture, DITEN,
University of Genoa) [http://www.unige.it] with partial financial support from CNES [http://www.cnes.fr].

Markov random field (MRF), hierarchical classification, satellite image time series

The capability to monitor the Earth’s surface, and especially urban and built-up areas, for environmental
disasters such as floods or earthquakes, and to assess the ground impact and damage caused by such events,
play important roles from multiple social, economic, and human viewpoints. Current and forthcoming satellite
missions for Earth observation (EO; e.g., Pleiades, COSMO-SkyMed, TerraSAR-X, Sentinel) possess huge
potential for such applications, as they allow a spatially distributed and temporally repetitive view of the
monitored area at the desired spatial scales. In this framework, accurate and time-efficient classification
methods using time series are especially important tools for supporting rapid and reliable assessment of the
ground changes and damage induced by a disaster, in particular when an extensive area has been affected.
Given the huge amount and variety of data available, the main difficulty is to find a classifier that takes into
account multi-band, multi-resolution, multi-date, and possibly multi-sensor data.

This research addresses the problem of supervised classification at multiple spatial resolutions for multiple
dates. The approach is based on the extension of recent methods proposed by DITEN and/or AYIN [4], [5],
[6]. These methods focus on a supervised Bayesian classifier that combines joint class-conditional statistical
modeling and a hierarchical Markov random field. The key idea of the proposed method is to combine the
multiresolution modeling capabilities of this previous technique with a model for the temporal correlation
among distinct images in a time series. For this purpose, a hierarchical spatio-temporal Markov random
field model has been proposed that is aimed at fusing the pixel-wise, neighborhood, multiresolution, and
temporal information associated with the input time series. Pixel-wise information is characterized through
separate statistical modeling for each target class (e.g., vegetation, urban, etc.) by using a finite mixture model,
estimated using a modified stochastic expectation maximization algorithm. Such a model is well suited to
dealing with heterogeneous classes, and each mixture component may reflect the contribution of the different
materials contained in a given class. At each considered resolution, the different input bands are statistically
combined by using multivariate copulas, and the resulting statistical pixel-wise model is integrated in a
hierarchical Markov random field based on a quad-tree structure. Among the different algorithms employed in
the literature, we chose to use an exact estimator based on the marginal posterior mode (MPM). Specifically, a
new formulation of MPM is developed to formalize, within the aforementioned hierarchical model, a ‘cascade’
multi-date decision rule. Such a classifier is sufficiently flexible to take into account different types of data
(e.g., multispectral, panchromatic, synthetic aperture radar). The method is being experimentally validated
with data acquired over a given area at different resolutions (e.g., multiresolution Pleiades images), directly
integrated at the different levels of the cascade hierarchical model. An example of a classification result is
illustrated in Fig. 1 . Here, Pleiades multiresolution images (panchromatic resolution: 50 centimeters and
multispectral resolution: 2 meters) acquired over Port-au-Prince quay (Haiti) on two different dates are
considered. Spatially disjoint training areas were manually annotated. The classification has been performed
with respect to 5 main classes: urban areas, natural landscape, sand, containers, and wet areas. A visual analysis
of the resulting map suggests that the proposed approach achieves remarkable accuracy.
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Figure 1. Right: Initial optical image of Port-au-Prince (Haiti) (OCNES, 2013). Left: Classification map obtained
with the proposed multi-temporal hierarchical method for the 5 classes (blue: wet areas; green: vegetation; red:
urban areas; yellow: sand; purple: containers).
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A multi-layer Markov model for change detection in temporally separated aerial image
pairs
Participants: Praveer Singh, Josiane Zerubia [contact].

This work was carried out in collaboration with Prof. Zoltan Kato from Institute of Informatics, University of
Szeged, Hungary. [http://www.inf.u-szeged.hu/~kato/].

Multilayer Markov Random Fields (MRF), Histogram of Gradients (HOG), change detection, graph-cut
optimization, aerial / satellite images.

In the proposed approach, we have tried to include both texture as well as pixel level information to build a
three layer Markov model using the Histogram of Oriented Gradients (HOG) and the Gray Level Difference
features on the topmost and bottommost layer respectively. Using a ground truth (GT) mask defined manually
by an expert for each of the image pairs in the data set (obtained from the Hungarian Institute of Geodesy,
Cartography and Remote Sensing), we employ a supervised technique to mark the initial set of pixels / sites
as foreground or background. On the basis of the HOG difference and the Gray level difference feature vector
corresponding to all the pixels in the image pair, a probability density function is fitted individually for the
binary label set comprising of foreground and background labels using the GT. The probabilistic estimate
is calculated using one training image pair for each data set. Using this probabilistic measure, a negative log
likelihood is computed for each pixel (for both the features as well as the binary label set) which is then passed
to the energy function of the proposed 3-layer MRF model. The final segmentation is obtained by minimizing
the energy using a graph-cut algorithm, and subsequently a final foreground and background labelling is
obtained over the combined layer. Figure 2 , shows aerial image pairs, one of them captured in 1984 by FOMI,
Hungary (a) and the other one by GoogleEarth in 2007 (c). (b) is the ground truth and (d) is a combination of
the hierarchical MRF based change detection (in red), ground truth (in green) and changes detected correctly
(in yellow).

Graph-cut model for spectral-spatial classification of hyperspectral images
Participants: Aakanksha Rana, Yuliya Tarabalka [contact].

Hyperspectral images, graph cut, multi-label alpha expansion, contextual information, energy minimization

The very high spatial and spectral resolution of the last generation of remote sensors provides rich information
about every pixel in an image scene, hence opening new perspectives in classification, but also presenting
the challenge of analysing high data volumes. While pixel-wise classification methods analyze each pixel
independently, classification results can be significantly improved by including spatial information in a
classifier.

In this work, we proposed a spectral-spatial method for hyperspectral image classification based on a graph
cut. The classification task is expressed as an energy minimization problem on the spatio-temporal graph
of image pixels, and is solved by using the graph-cut a-expansion approach. The energy to optimize is
computed as a sum of data and interaction energy terms, respectively. The data energy term is computed
using the outputs of the probabilistic support vector machines classification. The second energy term, which
expresses the interaction between spatially adjacent pixels in the eight-neighborhood, is computed by using
dissimilarity measures between spectral vectors, such as vector norms, spectral angle map, or spectral
information divergence. The performance of the proposed method was validated on hyperspectral images
captured by the ROSIS and the AVIRIS sensors. Figure 3 compares classification results obtained by applying
support vector machines and the proposed approach for the ROSIS hyperspectral image acquired over the
University of Pavia. The new method yields higher classification accuracies when compared to the recent
state-of-the-art approaches.

6.2. Marked point processes

6.2.1.

Marked point process models for boat extraction from high resolution remotely sensed
optical images
Participants: Paula Craciun, Josiane Zerubia [contact].


http://www.inf.u-szeged.hu/~kato/
http://raweb.inria.fr/rapportsactivite/RA{$year}/ayin/uid24.html
http://raweb.inria.fr/rapportsactivite/RA{$year}/ayin/uid26.html

201 Vision, perception and multimedia interpretation - New Results - Team AYIN

./../../../projets/ayin/IMG/HMRF .png

Figure 2. Change detection in an aerial image pair using a hierarchical MRF. a) Aerial image captured in 1984 by
©FOMI; b) Ground truth; c) Aerial image captured by ©GoogleEarth in 2007; d) Combination of the hierarchical
MRF based change detection (in red), ground truth (in green), and changes detected correctly (in yellow).
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Figure 3. Hyperspectral image of the University of Pavia. (a) Ground-truth (b) Support vector machines
classification map. (c) Graph-cut classification map.
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This work was done in collaboration with Dr. Mathias Ortner (ASTRIUM EADS) [http://www.astrium.eads.
net] and Prof. Pierre del Moral (ALEA team, Inria Bordeaux).

Stochastic geometry, Markov model, detection, parallel algorithm

Marked point process models have been successfully applied to object extraction problems in high resolution
optical images, ranging from tree crown or road extraction to flamingo or crowd counting. We try to model
the problem of boat detection and counting in harbors. The difficulty of this problem resides in the particular
distribution of the objects. The model consists of two energy terms: a data term, which reflects the model’s
fidelity to the input image, and a prior term containing knowledge about the objects to be extracted. The
model relies on a high number of parameters and is computationally intensive. The purpose of this research is
to extend a previously developed marked point process model of ellipses and make it more computationally
manageable. In particular, we add a preprocessing step in which we determine the global and local direction
of the objects [8], [17]. Additionally, segmentation of land and water areas is implemented as a preprocessing
step. Boat extraction results are shown in Figure 4 . Finally, we implement an improved parallel sampler,
thereby drastically improving computation times.

./../../../projets/ayin/IMG/Extraction.png

Figure 4. Boat extraction in a harbor using a marked point process model (a) harbor image © CNES; (b) extraction
results.
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6.2.2. Parameter estimation for automatic object detection in very high resolution optical
images
Participants: Aurélie Boisbunon, Josiane Zerubia [contact].

This work was partially funded by the French Space Agency CNES [http://www.cnes.fr].
Markov model, Monte Carlo method, evolutionary algorithm, optimization, image processing, detection

The main goal of this work is to study parameter estimation for several marked point processes. Currently,
the parameters of such models are estimated by a Stochastic Expectation and Minimization (SEM) algorithm,
which is computationally expensive. We will investigate and propose new parameter estimation techniques,
based on Randomized Quasi-Likelihood and evolutionary algorithms, for the parameters of the probability
density of a marked point process. The goal is to improve computation times with respect to SEM while
maintaining similar accuracy. The first application envisioned is boat detection for harbor activity monitoring
(see Figure 5 ).

./../../../projets/ayin/IMG/boatsmiddle.png

Figure 5. Harbor activity monitoring. ©CNES

6.2.3. Wrinkle detection using a marked point process
Participants: Seong-Gyun Jeong, Yuliya Tarabalka, Josiane Zerubia [contact].

Skin image processing, wrinkle detection, line detection, marked point process, RIMCMC
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We developed a novel wrinkle detection algorithm using a marked point process (MPP). Since wrinkles are the
most important visual features of aging, automatic wrinkle detection algorithm can have many applications,
such as the evaluation of cosmetic products, age estimation, and aging synthesis. In order to detect wrinkles
of arbitrary shape, we represent wrinkles as a set of small line segments. Note that each line segment
consists of a length and an orientation. A stochastic wrinkle model density exploits the local edge profile
and constrains the spatial placement of adjacent lines. To maximize the model density, we employ a reversible
jump Markov chain Monte Carlo (RIMCMC) sampler. A state of the Markov chain corresponds to a wrinkle
configuration, and it is updated according to the acceptance ratio of sub-transition kernels: line segment births
and deaths, and an affine transformation kernel. The transition kernels perturb the Markov chain by adding,
removing, or modifying a wrinkle segment in the current configuration. In addition, an acceleration scheme
has been developed for the RIMCMC sampler that enforces the connectivity of line segments. RIMCMC with
acceleration reduces mixing time and improves detection accuracy as well.

Figure 6 compares wrinkle detection results simulated by random walk and the proposed acceleration scheme.
The proposed algorithm faithfully detects wrinkles as smoothly connected lines. In addition, Figure 6 (d) plots
the energy as a function of the number of iterations. It shows that the proposed acceleration method reaches a
lower energy more rapidly than the random walk method.

6.3. Shapes and contours

6.3.1.

6.3.2.

Shape reconstruction from lidar data
Participant: Ian Jermyn [contact].

This work is being done in collaboration with Dr. Stuart Jones, Dr. Jochen Einbeck, and PhD student Thomai
Tsiftsi of Durham University, UK [https://www.dur.ac.uk].

sand body, petroleum, shape, submanifold,

The cross-sectional shapes of ‘sand bodies’, ancient underground river channels filled with sediment, are of
great interest in geology, and to the petroleum industry, because the shape is strongly correlated with the nature
of the sediment, and in particular with its porosity, which in turn helps determine the volume fraction of crude
oil contained in the sand body. The geological literature, however, only discusses simple characterizations of
these shapes, and there is much room for improvement. This project aims to build probabilistic models of
the cross-sectional shapes of sand bodies based on lidar point cloud data gathered from surface-projecting
sand bodies by geologists in the field. Such models, when built, can be used to test the current geological
classification of sand bodies, to generate new and geologically relevant classes, and to build functional models
of the connection between sand body shape and oil yield.

Current work is focused on extracting reliable cross-sectional shapes from the lidar data (see Figure 7 ),
a difficult task in itself since the sand bodies are frequently occluded or otherwise incomplete. Bayesian
inference based on parameterized models of shape suggested by the current geological classification are used
for this purpose. Since sand body shapes are concentrated near a low-dimensional submanifold of shape space,
these models will later be extended using techniques such as mixtures built on principal curves, adapted to
curved manifolds, in order to find and characterize this submanifold.

Riemannian metrics on spaces of curves and surfaces
Participant: Ian Jermyn [contact].

This work is being done in collaboration with Prof. Anuj Srivastava of Florida State University [http://www.

Sfsu.edu].

Shape, Riemannian metric, elastic, curve, surface, functional data, alignment
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Figure 6. Comparison of wrinkle detection results using different simulation procedures: (b) random walk and (c)
the proposed acceleration scheme. Energy as a function of the number of iterations is plotted in (d).
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Figure 7. Left: a point cloud containing a sand body extracted from a larger cloud. Right: cross-sectional shape
derived from the point cloud.
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Statistical shape modelling has many applications in image processing and beyond. One of the key problems
in this area is to develop and understand measures of shape similarity. One approach uses Riemannian metrics
defined on ‘shape space’, the quotient of spaces of sphere or disc embeddings by similarities or other geometric
group, and the diffeomorphism group of the sphere or disc. These metrics are defined by Riemannian metrics
on the space of embeddings on which the transformation groups act by isometries, and so attention is focused
on understanding such metrics and their properties.

Current work is focused on two areas. The first is on classifying and describing the diffeomorphism-invariant
metrics on function spaces (shapes in one dimension) that satisfy additional desiderata useful in different
applications, with particular application to function alignment. The second is on generalizing to surfaces the
elastic metric much used in the case of curves, and in finding surface representations that permit analytic
results to be derived, or that simplify computations, in the same way that the square root velocity representation
simplifies computations involving the elastic metric on curves (see Figure 8 ).

./../../../projets/ayin/IMG/surfacegeodesic.png

Figure 8. Top: interpolating surfaces based on a previous Riemannian metric. Bottom: interploating shapes based
on the generalized elastic metric.
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6.3.3. Sampling methods for random field models of shape

Participant: Ian Jermyn [contact].

Part of this work is being done in collaboration with Prof. Zoltan Kato and PhD student Csaba Molnar of
the University of Szeged, Hungary [http://www.inf.u-szeged.hu/~kato/], and part in collaboration with PhD
student Michael Racovitan of Durham University, UK [https://www.dur.ac.uk].

Shape, long range interaction, Markov random field, phase field, contour, learning, wavelet

The detection and segmentation of objects from images is a problem with innumerable applications in many
domains. Probabilistic models of shape, used as prior distributions in the inference process, are a necessity in
solving any nontrivial instance of this problem. In many cases of importance, the shapes to be modelled cannot
be treated efficiently, or at all, with current techniques, for example when multiple instances of an object must
be segmented. The overall goal of this project is to develop a general shape modelling methodology capable
of dealing with these difficult cases, as well as more traditional instances of the problem.

Recent algorithmic work has focused on developing efficient sampling methods for the models, for use in
parameter and model learning. The models, whether expressed in terms of shape boundaries, phase fields,
or binary fields, contain many long-range frustrated interactions, and hence are not amenable to standard
techniques. Simplifications of the interaction structure using adapted wavelet bases, and re-expressions of the
models using varieties of Hubbard-Stratanovich transformation are two directions being explored.

./../../../projets/ayin/IMG/sampleresult.png

Figure 9. A typical result on an image of lipid cells.

6.3.4. Multiple-instance object detection via a third-order active contour shape model
Participants: Ikhlef Bechar, Ian Jermyn, Josiane Zerubia [contact].

This work was funded by the EADS Foundation [http://www.fondation.eads.com].
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Object detection, multiple objects, shape, invariance, prior, higher-order active contour (HOAC), energy
minimization

Recent modelling work has focused on generalizing the higher-active contour methodology to families of
shapes whose members consist of an arbitrary number of object instances, each of which is similar to a given
reference shape. This means finding energies on the space of regions that possess low-energy local minima
corresponding to an arbitrary number of instances of the reference shape. To this end, we have studied a
family of fourth-order energy functionals on regions based on a kernel given in closed form as a function of
the reference region. The energy has, amongst its global minima, regions consisting of an arbitrary number
of well-separated instances of the reference shape, each under an arbitrary Euclidean transformation, thereby
eliminating the need to estimate group-valued ‘pose’ parameters. It may be combined with a likelihood energy,
and the result minimized using gradient descent, speeded up by use of the Fourier domain. Although problems
still remain, a series of experiments on both synthetic and real images has demonstrated the feasibility of the
approach (see Figure 10 ).

./../../../projets/ayin/IMG/shape_prior.png

Figure 10. Detection of a shape in a noisy infrared image (SNR = 5dB): (top row) without using prior shape
knowledge, and (bottom row) using the proposed fourth-order prior shape model. First column: initialization;
second column: intermediate contour; third column: final contour; fourth column: segmentation.
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6.4. Shapes in time

6.4.1. Graph-based model for multitemporal segmentation of sea ice floes from satellite data
Participants: Claudio Price Gonzalez, Yuliya Tarabalka [contact].

This work has been done in collaboration with Dr. Ludovic Brucker (NASA GSFC, USA) [http://www.nasa.
gov].
Multitemporal segmentation, region growing, MODIS, sea ice floes

Automated segmentation of the evolution of sea ice from satellite images would allow scientists studying
climate change to build accurate models of the sea ice meltdown process, which is a sensitive climate indicator.
In this work, we proposed a new method which uses shape analysis and graph-based optimization to segment
a multiyear ice floe from time series of satellite images [13]. The new approach combines data from two
instruments onboard the NASA Aqua satellite, enabling several measurements per day over the Earth’s polar
regions: Advanced Microwave Scanning Radiometer - Earth Observing System (AMSR-E); and Moderate-
Resolution Imaging Spectroradiometer (MODIS). The method performs best merge region growing, followed
by energy minimization on the image graph, where the energy consists of two terms describing the floe shape
(shape term) and the gradient between the floe and the background (data term), respectively. We validated the
performance of the proposed method for segmentation of a shrinking ice floe from a sequence of AMSR-E
and MODIS images acquired in August—October 2008 (see Figure 11 ). The results obtained showed both the
effectiveness of the proposed approach and its robustness to low-contrast data.

6.4.2. Enforcing monotonous shape growth or shrinkage in video segmentation
Participant: Yuliya Tarabalka [contact].

This work has been done in collaboration with Dr. Guillaume Charpiat (STARS team, Inria-SAM), Dr. Bjoern
Menze (Computer Vision Laboratory at ETH Zurich and Asclepios team at Inria-SAM), and Dr. Ludovic
Brucker (NASA GSFC, USA) [http://www.nasa.gov].

Video segmentation, graph cut, shape analysis, shape growth

Automatic segmentation of objects from video data is a difficult task, especially when image sequences are
subject to low signal-to-noise ratio or low contrast between the intensities of neighboring structures. Such
challenging data are acquired routinely, for example, in medical imaging or satellite remote sensing. While
individual frames can be analyzed independently, temporal coherence in image sequences provides a lot of
information not available for a single image. In this work, we focused on segmenting shapes that grow or
shrink monotonically in time, from sequences of extremely noisy images.

We proposed a new method for the joint segmentation of monotonically growing or shrinking shapes in a
time sequence of images with low signal-to-noise ratio [15]. The task of segmenting the image time series is
expressed as an optimization problem using the spatio-temporal graph of pixels, in which we are able to impose
the constraint of shape growth or shrinkage by introducing unidirectional infinite-weight links connecting
pixels at the same spatial locations in successive image frames. The globally-optimal solution is computed
with a graph-cut algorithm. The performance of the proposed method was validated on three applications:
segmentation of melting sea ice floes; of growing burned areas from time series of 2D satellite images [16];
and of a growing brain tumor from sequences of 3D medical scans. In the latter application, we imposed
an additional inter-sequences inclusion constraint by adding directed infinite-weight links between pixels of
dependent image structures. Figure 12 shows a multi-year sea ice floe segmentation result. The proposed
method proved to be robust to high noise and low contrast, and to cope well with missing data. Moreover, it
showed linear complexity in practice.

6.5. Other detection approaches

6.5.1. Illumination modeling and chromophore identification in dermatological images for
skin disease analysis
Participants: Zhao Liu, Josiane Zerubia [contact].
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./../../../projets/ayin/IMG/Claudio.png

Figure 11. Comparison of results for the MODIS image sequence acquired in August-October 2008. Manual
segmentation of the ice floe contour is shown in green, hierarchical step-wise optimization result in red, and the
new graph-based approach in blue.
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./../../../projets/ayin/IMG/GC.png

Figure 12. Top: MODIS images for four time moments (days 230, 233, 235 and 267 of 2008, respectively). Bottom:
corresponding aligned images with segmentation contours (in red). Manual segmentation is shown in green.
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This work is part of the LIRA Skin Care Project, which includes four key partners: Philips R&D [http://
www.research.philips.com], CWI (Netherlands) [http://www.cwi.nl], Inria (France), and Fraunhofer Institutes
(Germany) [http://www.fraunhofer.de/en.html].

Chromophore identification, illumination modeling, skin disease analysis, dermatology

Skin color is an important characteristic for the accurate diagnosis and grading of cutaneous lesions by
experienced dermatologists in clinical practice. However, the visual perception of skin color is not only a
function of the major chromophores (melanin and hemoglobin) underneath the skin surface, but is also affected
by external illumination and the spectral responses of imaging detectors. Skin color representation in a specific
color space (e.g. RGB and its transformations) is not a genuine physical quantity. It sometimes fails to provide
precise information about the concentrations of cutaneous chromophores, and is easily influenced by external
imaging factors. As a result, conventional colorimetry may not properly describe the underlying histological
content of skin, and hence tends to yield less trustworthy results when applied directly for skin disease analysis.

Building on a previous study that considered human skin as a diffuse reflectance surface, our work models
human skin as having specular and diffuse reflectance, leading to a novel illumination correction method.
Based on this method, we have developed a new scheme for chromophore identification from dermatological
photographs. The algorithm has three steps. First, specular reflectance is separated from diffuse reflectance in
the original skin images through specular pixel localization and image interpolation using a nonlinear weighted
averaging process. Second, the resultant diffuse reflectance component is decomposed into a base layer and a
detail layer. The base layer, representing low-frequency illumination and shading effects, is approximated by
polynomial curve fitting using an initial illumination map using an adaptive bilateral filter as a prior. The detail
layer, primarily containing high-frequency chromophore reflectance, can then be calculated by subtracting
the base layer from the corresponding diffuse spectral band in logarithmic form. Finally, by incorporating
knowledge of chromophore absorption characteristics, melanin and hemoglobin densities are identified using
the detail layers from different spectral channels [11].

For algorithm evaluation, the method was applied to two skin disease analysis problems: computer-aided
melanoma diagnosis [11] and automatic acne detection [12]. For melanoma diagnosis, 201 conventional RGB
skin lesion images (62MMs, 139 benign nevi (BN)) were collected from free public databases (http:/www.
dermquest.com/, http://www.dermis.net/) to form an experimental data set. Figure 13 -(I) shows an example of
a superficial spreading melanoma with obvious horizontal shading effects, and the corresponding experimental
results. It is clear that the proposed algorithm successfully removed the imaging artifacts from the original skin
lesion photographs.

For acne detection, a set of 50 challenging images were tested as a qualitative evaluation to demonstrate the
usefulness of the proposed method. Automatic acne segmentation is performed using an MRF model based
on chromophore descriptors. Figure 13 -(II) shows one acne example captured in an uncontrolled environment
from a free public database (http://www.dermnetnz.org/). The detected acne areas are highly consistent under
visual inspection, and the inflammatory acne can be distinguished from hyperpigmentation by comparing the
average values of the melanin and hemoglobin indices.
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Figure 13. Examples of different types of skin disease requiring shading removal and chromophore identification:
(I-a) Original melanoma image; (I-b) Corrected melanoma image; (I-c) Melanin index map of image (I-a); (I-d)
Hemoglobin index map of image (I-a); (I-e) Two-class segmentation results from Otsu’s method on the original
melanoma image (black line) and the corrected melanoma image (blue line), respectively; (II-a) Original acne

image; (II-b) Melanin index map of image (IlI-a); (II-c) Hemoglobin index map of image (I1I-a); (II-d) Acne
segmentation result using an MRF model, highlighting inflammatory acne (blue line) and hyperpigmentation (black
line), respectively.
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BACCHUS Team

6. New Results

6.1. Residual distribution schemes for steady problems

Participants: Rémi Abgrall [Corresponding member], Mario Ricchiuto, Dante de Santis, Algiane Froehly,
Cécile Dobrzynski, Pietro Marco Congedo.

We have understood how to approximate the advection diffusion problem in the context of residual distribution
schemes. The third order version of the schemes has been validated for both laminar and turbulent flows.
It is uniformly accurate with respect to the local Reynolds number. The turbulent version makes used of
extension to the Spalart Allmaras model. We have studied the (iterative) convergence issues using Jacobian
Free techniques or the LUSGS algorithm. Tests in two and three dimensions have been carried out. This work
is submitted to J.Comput.Phys. We are now able to handle two and three dimensional laminar and turbulent
flows on hybrid and high order (curved boundaries) meshes. Moreover, we have extended the scheme to the
use of complex equations of state, and we perform high-order computations with real-gas effects. This work
is submitted to Computers&Fluids.

6.2. Curved meshes
Participants: Rémi Abgrall, Cécile Dobrzynski [Corresponding member], Algiane Frohely.

One of the main open problems in high order schemes is the design of meshes that fit with enough accuracy the
boundary of the computational domain. If this curve/surface is not locally straight/planar, the elements must
be curved near the boundary, and their curvature need to be propagated to the interior of the domain to have
valid elements. When the mesh is very stretched, this can be quite challenging since, in addition, we want that
the mesh keep a structure, in particular for boundary layers. Using tools explored in iso-geometrical analysis,
we have been able to construct a software computing curved meshes (in 2D and 3D), while keeping as much as
possible the structure of the mesh and guaranteeing that the generated mesh is suitable to CFD simulation (all
elements have a positive Jacobian). This software is being used for high order computations with the IDIHOM
project. The full paper has been accepted in IINMF and will be published in 2014.

6.3. Hypoelastic models

Participants: Rémi Abgrall [Corresponding member], Pierre-Henri Maire.

In collaboration with CEA (P.H. Maire), we have developed and tested a new finite volume like algorithm able
to simulate hypo-elastic and plastics problems on unstructured meshes. This has been published in [19].

6.4. Penalisation methods using unstructured meshes

Participants: Rémi Abgrall, Heloise Beaugendre [Corresponding member], Cécile Dobrzynski, Leo Nou-
veau, Quentin Viville.

In Computational Fluid Dynamics the interest on embedded boundary methods for Navier-Stokes equations
increases because they simplify the meshing issue, the simulation of multi-physics flows and the coupling of
fluid-solid interactions in situation of large motions or deformations. Nevertheless an accurate treatment of the
wall boundary conditions remains an issue of these methods. In this work we develop an immersed boundary
method for unstructured meshes based on a penalization technique and we use mesh adaption to improve the
accuracy of the method close to the boundary. The idea is to combine the strength of mesh adaptation, that is to
provide an accurate flow description especially when dealing with wall boundary conditions, to the simplicity
of embedded grids techniques, that is to simplify the meshing issue and the wall boundary treatment when
combined with a penalization term to enforce boundary conditions. The bodies are described using a level-set
method and are embedded in an unstructured grid. Once a first numerical solution is computed mesh adaptation
based on two criteria the level-set and the quality of the solution is performed. The full paper will be published
in the Journal of Computational Physics in january 2014.
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6.5. Unsteady problem

Participants: Rémi Abgrall, Mario Ricchiuto [Corresponding member].

A higher order version of the explicit multi-stage RD schemes we have designed has been obtained in one
dimension, and its extension to two space dimensions is in the works. A moving mesh ALE formulation
of the multistage explicit schemes developed [58] (paper submitted to J.Sci.Comp.) as a basis for adaptive
mesh movement, in development in collaboration with Pr. A. Guardone. We have also started work on new
formulations based on different time stepping schemes of the multi-step type.

Concerning implicit schemes, the work on higher order space time formulations in collaboration with the
Leeds university and with A. Larat of Ecole Centrale Paris. The advantage of this formulation in terms of
efficiency has been shown for shallow water problems [24], while the extension to higher than second order is
still in development (Inria RR-7843).

6.6. Uncertainty Quantification

Participants: Rémi Abgrall, Pietro Congedo [Corresponding member], Gianluca Geraci, Maria Giovanna
Rodio, Kunkun Tang, Julie Tryoen, Mario Ricchiuto, Thierry Magin.

We developed an unified scheme in the coupled physical/stochastic space. Basing on the Harten multiresolu-
tion framework in the stochastic space, we proposed a method allowing an adaptive refinement/derefinement
in both physical and stochastic space for time dependent problems (aSI scheme). As a consequence, an higher
accuracy is obtained with a lower computational cost with respect to classical non-intrusive approaches, where
the adaptivity is performed in the stochastic space only. Performances of this algorithm are tested on scalar
Burgers equation and Euler system of equations, comparing with the classical Monte Carlo and Polynomial
Chaos techniques [6], [7]. We have also coupled the aSI scheme withe the DEM method for building an accu-
rate stochastic scheme for multiphase flows. A paper is submitted to the Journal of Computational Physics on
this topic.

Concerning non-intrusive methods, we proposed a formulation in order to compute the decomposition of high-
order statistics. The idea is to compute the most influential parameters for high orders permitting to improve
the sensitivity analysis. Second objective is to illustrate the correlation between the high-order functional
decomposition and the PC-based techniques, thus displaying how to compute each term from a numerical
point of view. This method has been proposed in both classical and Anchored ANOVA representation. Two
papers are actually under revision on this topic. Moreover, a bayesian-based method has been used within
a Polynomial Chaos framework for rebuilding the freestream conditions, starting from wall measurements
during the atmospheric reentry of a space vehicle. See [16] for more details. Moreover, an uncertainty
propagation method has been applied to the robust analysis of cavitating flows in a Venturi tube, displaying
very interesting results concerning the influence of inlet conditions and the multiphase model parameters
(see[23] for more details).

Uncertainty propagation studies are actually underway for assessing the influence of boundary conditions and
model parameters for the simulation of a tsunami.

6.7. Robust Design Optimization

Participants: Pietro Congedo [Corresponding member], Gianluca Geraci, Gianluca laccarino.

The Simplex-Simplex approach, that has been proposed in 2011, has been further developed. In particular,
the algorithm has been improved yielding an evolved version of the Simplex2 approach, and the formulation
has been extended to treat mixed aleatory/epistemic uncertainty. The resulting SSC/NM (Simplex Stochastic
Collocation/Nelder-Mead) method, called Simplex2, is based on i) a coupled stopping criterion and ii) the
use of an high-degree polynomial interpolation of the optimization space. Numerical results show that this
method is very efficient for mono-objective optimization and minimizes the global number of deterministic
evaluations to determine a robust design. This method is applied to some analytical test cases and to a realistic
problem of robust optimization of a multi-component airfoil (see [17] for more details).
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Morevoer, we proposed a strategy for multi-objective robust design optimization, with a stochastic dimension
reduction based on ANOVA analysis. The developed strategy has been applied to the robust optimization of
dense-gas turbines (see [15] for more details).

6.8. Multiphase flows

Participants: Rémi Abgrall [Corresponding member], Pietro Congedo, Maria-Giovanna Rodio.

We developed the numerical solver based on a DEM formulation modified for including viscous effects and
a more complex equation of state for the vapor region. The method used is the DEM for the resolution of
a reduced five equation model with the hypothesis of pressure and velocity equilibrium , without mass and
heat transfer. This method results in a well-posed hyperbolic systems, allowing an explicit treatment of non
conservative terms, without conservation error (see [8] for more details). The DEM method directly obtains a
well-posed discrete equation system from the single-phase conservation laws, producing a numerical scheme
which accurately computes fluxes for arbitrary number of phases. We considered two thermodynamic models
, i.e. the SG EOS and the Peng-Robinson (PR) EOS. While SG allows preserving the hyperbolicity of the
system also in spinodal zone, real-gas effects are taken into account by using the more complex PR equation.
The higher robustness of the PR equation when coupled with CFD solvers with respect to more complex
and potentially more accurate multi-parameter equations of state has been recently discussed. In this paper,
no mass transfer effect is taken into account, thus the PR equation can be used only to describe the vapor
behavior, while only the SG model is used for describing the liquid [22].

Another topic covered by Bacchus is about the numerical approximation of non conservative systems. One
very interesting example is obtained by the Kapila model, for which shock relations can be found from
physical principles. Most, if not all, the know discretisation are at best stable, but do not converge under
mesh refinement. We have proposed a way to do so by using some modifications of a Roe-like solver.

6.9. Depth averaged free surface modeling

Participants: Mario Ricchiuto [Corresponding member], Philippe Bonneton, Andrea Filippini, Stevan Bellec.

We have improved the modeling capabilities of our codes by an efficient implementation of residual based
dicretizations of a non-hydrostatic enhanced Boussinesq system [21]. in particular, we have demonstrated how
residual based stabilization terms do not pollute the accuracy of the underlying centered discretization, and
lead very low dispersion error, while allowing to handle in a stable manner the hyperbolic (hydrostatic) limit.
In the framework of the internship of P. Bagicaluppi, this has been used to construct a non-oscillatory model
including wave breaking effects (paper in preparation).

In parallel, we have started an in depth study of the improvement of the dispersion operators, which control the
position and height of the waves. This has allowed to highlight the existence of new form of weakly nonlinear
models [62]. A paper is in preparation.

6.10. Self healing composites modeling
Participants: Mario Ricchiuto [Corresponding member], Gérard Vignoles, Gregory Perrot.
This year we have started the coupling between COCA and the structural solver of the LCTS lab. The coupling
is done for the moment using simple scripting, and providing the structural solver with an equivalent fiber-

surface in contact with oxygen at a given time. A simplified potential flow model (classical source potential)
for the oxide has also been developed and is being tested.

6.11. Parallel remeshing

Participants: Cécile Dobrzynski, Cédric Lachat, Frangois Pellegrini [Corresponding member].
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All the work of the elapsed year on PaMPA concentrated on the design and implementation of parallel
remeshing algorithms (see Section 5.6 for more details about the software itself). These algorithms are based
on several steps: (i) identification of the areas to remesh; (ii) splitting of these areas into zones of prescribed
size and/or estimated workload; (iii) redistribution and centralization of as many zones as possible on the
processors; (iv) sequential remeshing of the zones; (v) reintegration of the zones to their original locations;
(vi) identification of the remaining areas and loop to step (ii) when work remains.

Several splitting algorithms have been designed and evaluated, so as to provide zones with adequate aspect
ratios to the sequential partitioners. Load imbalance is still a concern, since zones must not be too small, while
they must be numerous enough so as to maximize concurrency across all of the available processors.

As of December, PaMPA has been able to remesh a coarse mesh of 27 millions of tetraedra up to a fine mesh
comprising more than 600 millions of tetraedra, in 34 minutes, on 240 processors of the Avakas cluster at
MCIA Bordeaux, using the MMG3D sequential remesher. Remeshing up to a finer mesh of above one billion of
elements is the next milestone to reach, to evidence the capabilities of the software.

Cédric Lachat defended his PhD last December. A first abstract has been submitted, and two more journal
papers are in preparation.

./../../../projets/bacchus/IMG/pampa.png

Figure 4. Cut of a 3D cube made of tetrahedra showing the effect of parallel remeshing by PaMPA.

6.12. Graph remapping

Participants: Sébastien Fourestier, Frangois Pellegrini [Corresponding member].

The work on remapping mostly took place in the context of the PhD of Sébastien Fourestier, who defended
last June. This work concerned the coding and evaluation of the parallel graph repartitioning and remapping
algorithms that were designed last year. Indeed, the sequential version of these algorithms had been integrated
in version 6.0 of Scotch, released in the beginning of December 2012. The implementation of the parallel
algorithms, which started last year, took place in the 6 . 1 branch of Scotch, to be released once the 6. 0 branch
is made stable.
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The evaluatin of our algorithms showed that the diffusion-based optimization algorithm, which behaves well in
the context of partitioning, exhibits an unwanted behavior when adapted to the repartitioning and remapping
cases. Typically, when the mapping changes too much, external constraints to the flows that represent the
different parts may prevent them from meeting, thus reducing the quality of the frontier they should create by
flooding one against the others. These algorithm have to be improved.

A journal paper summing-up all the work done during the past years in the context of process mapping, within
the Joint Laboratory for Petascale Computing (JLPC) between Inria and UIUC, has been submitted.

Sparse matrix reordering for ILU solvers

Participants: Astrid Casadei [HIEPACS project-team, Inria Bordeaux - Sud-Ouest], Sébastien Fourestier,
Francois Pellegrini [Corresponding member].

In the context of ANR PETALh, our task is to find ways of reordering sparse matrices so as to improve the
robustness of incomplete LU factorization techniques. The path we are following is to favor the diagonal
dominance of the matrices corresponding to the subdomains of the Schur complement. Our studies aim at
injecting some information regarding off-diagonal numerical values into nested dissection like reordering
methods, so as to favor the preservation of high off-diagonal values into either the subdomains or the separators
of Schur complement techniques.

The experimental framework had been set-up last year. It consisted in a modified version of the Scotch sparse
matrix ordering library for computing orderings and of the HIPS iterative sparse linear system solver for
evaluating them. The text cases used were provided by the industrial partners of the PETALh project.

In order to improve diagonal dominance, several cut-off methods have been proposed in order to carve the
matrix pattern and speed-up computations towards convergence. These cut-off methods were based on either
linear or logarithmic scales, with cut-off values selected according to various distributions.

While some of these methods improve convergence on some restricted classes of matrices, as our first
experiments showed last year, no method was able to provide overall improvement on a wide range of matrices.
This research path is consequently considered as inefficient. A research report has been written.

Numerical methods for high altitude aerodynamics and rarefied gas flows

Participants: Luc Mieussens [Corresponding member], Florent Pruvost [IMB, engineer], G. Dechristé [IMB,
PhD], N. Hérouard [CEA-CESTA, PhD], Stéphane Brull [IMB], L. Forestier-Coste [IMB, Post Doc].

This activity involves many developments for rarefied gas flow simulations for very different applications, and
the design of numerical schemes for high altitude aerodynamics based on some kinetic model :

e the simulation code CORBIS (rarefied gases in 2 space dimensions on structured meshes) has been re-
engineered : modular form, use of the git version control system, modification to use unstructured
meshes, MPI/OpenMP hybrid parallelization. Very good performance in terms of scalability and
efficiency have been obtained, up to 700 cores.

e a new method to generate locally refined grids in the space of velocities has been proposed and
shown to provide CPU time gains of the order of 30 (w.r.t the existing approach). This work has
been published in (Baranger et al., J. Comput. Phys 257(15), 2014) ;

e the second order Discontinuous Galerkin method has been shown to be more accurate and faster than
higher order finite volume methods (up to fourth order) for one-dimensional rarefied gases problems.
We have analytically proved that this method is Asymptotic Preserving for the Stokes regime ;

e anew kinetic model for multispecies reacting flows for re-entry applications has been proposed. In
this model, the mixture oxygen-nytrogen is described by a kinetic equation, while the minor species
(O, NO, N) are described by reaction diffusion equations. The implementation of this model in a full
3D code is under way ;



221 Numerical schemes and simulations - New Results - Team BACCHUS

e we have presented one of the first numerical simulation of the Crookes radiometer ever. This has been
obtained with a Cartesian grid approach, with a cut-cell techniques allowing a simplified treatment of
moving solid boundaries. This work has been published in the proceedings of the 28th Symposium
on rarefied Gas Dynamics ;

e We have proposed a new method to discretize kinetic equations based on a discretization of the
velocity variable which is local in time and space. This induces an important gain in term of memory
storage and CPU time, at least for 1D problems (this work has been presented in a paper submitted
for publication). Two-dimensional extensions are under development ;

e  We have shown that the recent method “Unified Gas Kinetic Scheme”, proposed by K. Xu to simulate
multi-scale rarefied gas flows, can be extended to other fields, like radiative transfer. This approach,
based on a simple finite volume technique, is very general and can be easily applied to complex
geometries with unstructured meshes. This work has been published in (Mieussens, et al., J. Comput.
Phys 253(15), 2013).
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6. New Results

6.1. Symbiont genome evolution and dynamics

The objective of this part of our work was to analyse genome rearrangements and dynamics. The results
obtained were both algorithmic and biological.

In terms of algorithms, we developed a new method for repeat identification (RIME) [12], as well as an
algorithm for finding the minimum number of three constrained versions of inversions that transform one
given genome into another [25]. The constrained versions concerned symmetric, almost-symmetric and unitary
inversions. The genome rearrangement algorithm is not exact: it is based on a greedy randomized search
procedure to find such minimum number of constrained inversions.

The main set of biological results [4], [14] concerned trypanosomatids of the genera Angomonas and
Strigomonas that live in a mutualistic association characterised by extensive metabolic cooperation with ob-
ligate endosymbiotic Betaproteobacteria. In contrast to their counterparts lacking symbionts, such trypanoso-
matids exhibit lower nutritional requirements and are autotrophic for essential amino acids and vitamins. Phy-
logenetic analyses showed that the cooperation in the first case is complemented by multiple horizontal gene
transfers, from bacterial lineages to trypanosomatids, that appear to have occurred several times in the course
of evolution. In contrast, but for three exceptions, such transfers are absent as concerns vitamin biosynthesis.

The above work was made possible in part because of the sequencing and annotation of the genomes whose
metabolic pathways could then be inferred. We participated in these for some of the genomes involved in the
above study [17].

6.2. Host-symbiont metabolic dialog

The methodological work done has covered one main question concerning what we called metabolic stories.
Given a subset of metabolites representing those monitored as being under- or over-produced in some condition
(e.g., interaction with a parasite) and a metabolic network represented as a compound graph, metabolic stories
are maximal directed acyclic graphs (DAGs) that cover all the metabolites in the subset of interest, and
have all sources and targets among these metabolites. One exact algorithm (TOUCHE, [24]) was developed
to enumerate all metabolic stories that improved on our previous method (GOBBOLINO).

The algorithm above was validated on biological data [16] in a study of the response of yeast to cadmium
exposure. We used this system as a proof of concept for our method and we showed that we are able to find
a story that reproduces very well the current knowledge about the yeast response to cadmium. We further
showed that this response is mostly based on enzyme activation. We also provided a framework for exploring
the alternative pathways or side effects this local response is expected to have in the rest of the network.
Finally, we discussed several interpretations for the changes we see and we suggest hypotheses which could
in principle be experimentally tested.

6.3. Host-symbiont genetic dialog

Two sets of problems were addressed: (i) the development of algorithms for analysing NGS data especially
RNAseq, and (ii) the development of algorithms for identifying small RNAs, notably microRNAs, and their
targets.

The computational work on NGS is described in another section.
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Computational work on small RNAs, initially miRNAs, led to the development of a new algorithmic method.
This builds upon previously developed approaches, one which was applied to Anopheles darlingi for inferring
miRNAs that however had a high rate of false positives, and a second that provided a way for navigating among
all the candidates found. Recently however, we arrived at a better model for such inference in the double sense
that the rate of false positives is smaller without losing in sensitivity, while the method is much faster. The
paper presenting this work and the algorithm (MIRINHO) was submitted and is currently in revision.

6.4. Symbiont-host co-cladogenesis and co-evolution at the sequence and
network levels

The problem here was to: (i) study the co-evolution of a set of hosts and their symbionts, and (ii) to understand
the genetic architecture of a parasitic invasion by investigating the different phenotypes such invasion produces
in the host.

Work on the first point took longer than initially planned but two papers are now submitted. In the first,
titled “Co-phylogeny Reconstruction via an Approximate Bayesian Computation”, we describe an algorithm
(CoALA) for estimating the frequency of co-evolutionary events based on a likelihood-free approach. The
benefits of this method are twofold: (1) it provides more confidence in the set of costs to be used in a
reconciliation, and (2) it allows to estimate the frequency of the events in cases where the dataset consists
of trees with a large number of taxa. We evaluate our method on simulated and on real datasets. We show
that in both cases, for a same pair of host and parasite trees, different sets of frequencies for the events
constitute equally probable solutions. Moreover, sometimes these sets lead to different parsimonious optimal
reconciliations, in the sense of presenting a different number of the events. For this reason, it appears crucial
to take this into account before attempting any further biological interpretation of such reconciliations. More
generally, we also show that the set of frequencies can vary widely depending on the input host and parasite
trees. Indiscriminately applying a standard vector of costs may thus not be a good strategy.

In the second submitted paper related to the study of co-evolution and titled “EUCALYPT: Efficient tree recon-
ciliation enumerator", we present a polynomial-delay algorithm for enumerating all optimal reconciliations.
We show that in general many optimal solutions exist. We give an example where, for two pairs of host-parasite
trees having each less than 40 leaves, the number of solutions is 2309, even when only time feasible solutions
are kept. To facilitate their interpretation, those solutions are also classified in terms of the number of each
event that they contain. This often enables to reduce considerably the number of different classes of solutions
to examine further, but the number may remain high enough (16 for the same example). Depending on the cost
vector, both numbers may increase considerably (for the same instance, to respectively 4080384 and 275).

Concerning the second question (genetic architecture of a parasitic invasion), one such phenotype is called
“cytoplasmic incompatibility” (CI). Briefly, when a parasite invades a male host, it induces the death of
the host’s offspring unless the female is also infected. This has been explained by a toxin/antitoxin model
that involves a toxin deposited by the parasites in the male’s sperm inducing the death of the zygote unless
neutralised by an antidote produced by the parasites in the egg. One toxin/antitoxin pair is usually linked to
one genetic factor. Given a set of observed Cls, the question is how many genetic factors explain it. In its
simplest form, this mathematically translates into, given a bipartite graph, finding its minimum biclique edge
cover. One biclique corresponds to one factor. We had previously analysed the complexity of the problem and
proposed an algorithm that was this year applied to a set of CI data from Culex pipiens [18].

6.5. NGS for biodiversity

In collaboration with the Laboratoire d’Ecologie Alpine (LECA) at Grenoble where there is a strong expertise
on DNA meta-barcoding, we had devised several tools for barcode design and analysis. ECOPRIMERS thus
identified new barcode markers and their associated PCR primers within a DNA meta-barcoding approach.
The algorithm was optimised two quality indexes measuring taxonomical range and discrimination to select
the most efficient markers from a set of reference sequences, according to some experimental constraints
such as marker length or specifically targeted taxa. We had also devised assembler algorithms directed to
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organelles (mitochondria or chloroplasts). This year, in collaboration with the Inria project-team MISTIS, we
developed a statistical modelling approach to investigate the spatial cross-correlations between different taxa
identified by meta-barcoding of soil sample from French Guiana (this was selected as a conference paper at the
“45eme Journées de Statistiques” 2013 that took place at Toulouse and is organised by the Société Francaise
de Statistique. This approach allows to visualise the co-occurrence pattern as a “species interaction graph”,
and to study the mutual exclusion (competition) or inclusion (symbiosis) of different plant species.

6.6. NGS for genotypic variation detection

The computational work on NGS data concerned both algorithmic design and complexity analysis.

Based on the idea that each genotypic variation will correspond to a recognisable pattern in a de Bruijn graph
constructed from a set of sequence reads, we had proposed a generic model for SNPs in DNA data, and then
generalised it to the analysis of RNA. In this case, not only SNPs are present but also alternative splicing
(AS) events, which, once again, generate a recognisable pattern in the de Bruijn Graph. We had therefore
proposed a general model for all these variations (SNPs, indels and AS events) and introduced an exact
algorithm (KISSPLICE) to extract all alternative splicing events. The algorithm also outputs candidate SNPs
and indels. This year, we improved the algorithm [26]. As the problem relates to an old one in algorithmics
(cycle enumeration), we also revisited it from a theoretical point of view [23].

The improved version of KISSPLICE [26] was used to analyse RNAseq data from two lines of Asobara tabida
exhibiting different ovarian phenotypes in the absence of its endosymbiont Wolbachia