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2. Overall Objectives

2.1. Decentralized personalization

Our first objective is to offer full-fledged personalization in notification systems. Today, almost everyone is
suffering from an overload of information that hurts both users and content providers. This suggests that
not only will notification systems take a prominent role but also that, in order to be useful, they should be
personalized to each and every user depending on her activity, operations, posts, interests, etc. In the GOSSPLE
implicit instant item recommender, through a simple interface, users get automatically notified of items of
interest for them, without explicitly subscribing to feeds or interests. They simply have to let the system know
whether they like the items they receive (typically through a like/dislike button). Throughout the system’s
operation the personal data of users is stored on their own machines, which makes it possible to provide a
wide spectrum of privacy guarantees while enabling cross-application benefits.

Our goal here is to provide a fully decentralized solution without ever requiring users to reveal their private
preferences.

2.2. Scalability: Cloud computing meets p2p

Our second objective is to move forward in the area of scalable infrastructures for data intensive applications.
In this context, we focus significant efforts on personalization systems, which represent one of the biggest
challenges addressed by most large stake holders.

Hybrid infrastructures for personalisation. So far, social filtering techniques have mainly been implemented
on centralized architectures relying on smart heuristics to cope with an increasing load of information. We
argue however that, no matter how smart these heuristics and how powerful the underlying machines running
them, a fully centralized approach might not be able to cope with the exponential growth of the Internet and,
even if it does, the price to be paid might simply not be acceptable for its users (privacy, ecological footprint,
etc.).

At the other end of the spectrum, lie fully decentralized systems where the collaborative filtering system is
implemented by the machines of the users themselves. Such approaches are appealing for both scalability
and privacy reasons. With respect to scalability, storage and computational units naturally grow with the
number of users. Furthermore, a p2p system provides an energy-friendly environment where every user can
feel responsible for the ecological foot-print of her exploration of the Internet. With respect to privacy, users
are responsible for the management of their own profiles. Potential privacy threats therefore do not come from
a big-brother but may still arise due to the presence of other users.
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We have a strong experience in devising and experimenting with such kinds of p2p systems for various
forms of personalization. More specifically, we have shown that personalization can be effective while
maintaining a reasonable level of privacy. Nevertheless, frequent connections/disconnections of users make
such systems difficult to maintain while addressing privacy attacks. For this reason, we also plan to explore
hybrid approaches where the social filtering is performed by the users themselves, as in a p2p manner, whereas
the management of connections-disconnections, including authentication, is managed through a server-based
architecture. In particular, we plan to explore the trade-off between the quality of the personalization process,
its efficiency and the privacy guarantees.

2.3. Privacy-aware decentralized computations

Gossip algorithms have also been studied for more complex global tasks, such as computation of network
statistics or, more generally, aggregation functions of input values of the nodes (e.g., sum, average, or max).
We plan to pursue this research direction both from a theoretical and from a practical perspective. We provide
two examples of these directions below.

Computational capabilities of gossip. On the theoretical side, we have recently started to study gossip
protocols for the assignment of unique IDs from a small range to all nodes (known as the renaming problem)
and computing the rank of the input value of each node. We plan to further investigate the class of global tasks
that can be solved efficiently by gossip protocols.

Private computations on decentralized data. On a more practical track, we aim to explore the use of gossip
protocols for decentralized computations on privacy sensitive data. Recent research on private data bases, and
on homomorphic encryption, has demonstrated the possibility to perform complex operations on encrypted
data. Yet, existing systems have concentrated on relatively small-scale applications. In the coming years, we
instead plan to investigate the possibility to build a framework for querying and performing operations for
large-scale decentralized data stores. To achieve this, we plan to disseminate queries in an epidemic fashion
through a network of data sources distributed on a large scale while combining privacy preserving techniques
with decentralized computations. This would, for example, enable the computation of statistical measures on
large quantities of data without needing to access and disclose each single data item.

2.4. Information dissemination over social networks

While we have been studying information dissemination in practical settings (such as WhatsUp in GOSSPLE),
modeling such dynamic systems is still in its infancy. We plan to complement our practical work on gossip
algorithms and information dissemination along the following axes:

Rumour spreading is a family of simple randomized algorithms for information dissemination, in which
nodes contact (uniformly) random neighbours to exchange information with them. Despite their simplicity
these protocols have proved very efficient for various network topologies. We are interested in studying their
properties in specific topologies such as social networks be they implicit (interest-based as in GOSSPLE) or
explicit (where users choose their friends as in Facebook). Recently, there has been some work on bounding
the speed of rumour spreading in terms of abstract properties of the network graph, especially the graph’s
expansion properties of conductance and vertex expansion. It has been shown that high values for either of
these guarantees fast rumour spreading—this should be related to empirical observations that social networks
have high expansion. Some works established increasingly tighter upper bounds for rumour spreading in term
of conductance or vertex expansion, but these bounds are not tight.

Our objective is to prove the missing tight upper bound for rumour spreading with vertex expansion. It is
known that neither conductance nor vertex expansion are enough by themselves to completely characterize
the speed of rumour spreading: are there graphs with bad expansion in which rumours spread fast?
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Overcoming the dependence on expansion: Rumour spreading algorithms have very nice properties such as
their simplicity, good performances for many networks but they may have very poor performance for some
networks, even though these networks have small diameter, and thus it is possible to achieve fast information
dissemination with more sophisticated protocols. Typically nodes may choose the neighbours to contact with
some non-uniform probabilities that are determined based on information accumulated by each node during the
run of the algorithm. These algorithms achieve information dissemination in time that is close to the diameter
of the network. These algorithms, however, do not meet some of the other nice properties of rumour spreading,
most importantly, robustness against failures. We are investigating algorithms that combine the good runtime
of these latest protocols with the robustness of rumour spreading.

Competing rumours: Suppose now that two, or more, conflicting rumours (or opinions) spread in the network,
and whenever a node receives different rumours it keeps only one of them. Which rumour prevails, and
how long does it take until this happens? Similar questions have been studied in other contexts but not in
the context of rumour spreading. The voter model is a well studied graph process that can be viewed as a
competing rumour process that follows the classic PULL rumour spreading algorithm. However, research has
only recently started to address the question of how long it takes until a rumour prevails. An interesting variant
of the problem that has not been considered before is when different rumours are associated with different
weights (some rumours are more convincing than others). We plan to study the above models and variations
of them, and investigate their connection to the standard rumour spreading algorithms. This is clearly related
to the dissemination of news and personalization in social networks.

2.5. Computability and efficiency of distributed systems

A very relevant challenge (maybe a Holy Grail) lies in the definition of a computation model appropriate to
dynamic systems. This is a fundamental question. As an example there are a lot of peer-to-peer protocols but
none of them is formally defined with respect to an underlying computing model. Similarly to the work of
Lamport on "static" systems, a model has to be defined for dynamic systems. This theoretical research is a
necessary condition if one wants to understand the behavior of these systems. As the aim of a theory is to
codify knowledge in order it can be transmitted, the definition of a realistic model for dynamic systems is
inescapable whatever the aim we have in mind, be it teaching, research or engineering.

Distributed computability: Among the fundamental theoretical results of distributed computing, there is a list
of problems (e.g., consensus or non-blocking atomic commit) that have been proved to have no deterministic
solution in asynchronous distributed computing systems prone to failures. In order such a problem to become
solvable in an asynchronous distributed system, that system has to be enriched with an appropriate oracle
(also called failure detector). We have been deeply involved in this research and designed optimal consensus
algorithms suited to different kind of oracles. This line of research paves the way to rank the distributed
computing problems according to the "power" of the additional oracle they required (think of "additional
oracle" as "additional assumptions"). The ultimate goal would be the statement of a distributed computing
hierarchy, according to the minimal assumptions needed to solve distributed computing problems (similarly
to the Chomsky’s hierarchy that ranks problems/languages according to the type of automaton they need to be
solved).

Distributed computing abstractions: Major advances in sequential computing came from machine-
independent data abstractions such as sets, records, etc., control abstractions such as while, if, etc., and
modular constructs such as functions and procedures. Today, we can no longer envisage not to use these
abstractions. In the "static" distributed computing field, some abstractions have been promoted and proved
to be useful. Reliable broadcast, consensus, interactive consistency are some examples of such abstractions.
These abstractions have well-defined specifications. There are both a lot of theoretical results on them (mainly
decidability and lower bounds), and numerous implementations. There is no such equivalent for dynamic
distributed systems, i.e. for systems characterized by nodes that may join and leave, or that may change
their characteristics at runtime. Our goal is to define such novel abstractions, thereby extending the theory of
distributed systems to the dynamic case.
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3. Research Program

3.1. Theory of distributed systems

Finding models for distributed computations prone to asynchrony and failures has received a lot of attention.
A lot of research in this domain focuses on what can be computed in such models, and, when a problem can be
solved, what are its best solutions in terms of relevant cost criteria. An important part of that research is focused
on distributed computability: what can be computed when failure detectors are combined with conditions on
process input values for example. Another part is devoted to model equivalence. What can be computed with a
given class of failure detectors? Which synchronization primitives is a given failure class equivalent to? These
are among the main topics addressed in the leading distributed computing community. A second fundamental
issue related to distributed models is the definition of appropriate models suited to dynamic systems. Up to
now, the researchers in that area consider that nodes can enter and leave the system, but do not provide a simple
characterization, based on properties of computation instead of description of possible behaviors [46], [40],
[41]. This shows that finding dynamic distributed computing models is today a "Holy Grail", whose discovery
would allow a better understanding of the essential nature of dynamic systems.

3.2. Peer-to-peer overlay networks

A standard distributed system today is related to thousands or even millions of computing entities scattered
all over the world and dealing with a huge amount of data. This major shift in scalability requirements has
lead to the emergence of novel computing paradigms. In particular, the peer-to-peer communication paradigm
imposed itself as the prevalent model to cope with the requirements of large scale distributed systems. Peer-to-
peer systems rely on a symmetric communication model where peers are potentially both clients and servers.
They are fully decentralized, thus avoiding the bottleneck imposed by the presence of servers in traditional
systems. They are highly resilient to peers arrivals and departures. Finally, individual peer behavior is based
on a local knowledge of the system and yet the system converges toward global properties.

A peer-to-peer overlay network logically connects peers on top of IP. Two main classes of such overlays
dominate, structured and unstructured. The differences relate to the choice of the neighbors in the overlay,
and the presence of an underlying naming structure. Overlay networks represent the main approach to build
large-scale distributed systems that we retained. An overlay network forms a logical structure connecting
participating entities on top of the physical network, be it IP or a wireless network. Such an overlay might
form a structured overlay network [47], [48], [49] following a specific topology or an unstructured network
[45], [50] where participating entities are connected in a random or pseudo-random fashion. In between, lie
weakly structured peer-to-peer overlays where nodes are linked depending on a proximity measure providing
more flexibility than structured overlays and better performance than fully unstructured ones. Proximity-aware
overlays connect participating entities so that they are connected to close neighbors according to a given
proximity metric reflecting some degree of affinity (computation, interest, etc.) between peers. We extensively
use this approach to provide algorithmic foundations of large-scale dynamic systems.

3.3. Epidemic protocols

Epidemic algorithms, also called gossip-based algorithms [44], [43], constitute a fundamental topic in our
research. In the context of distributed systems, epidemic protocols are mainly used to create overlay networks
and to ensure a reliable information dissemination in a large-scale distributed system. The principle underlying
technique, in analogy with the spread of a rumor among humans via gossiping, is that participating entities
continuously exchange information about the system in order to spread it gradually and reliably. Epidemic
algorithms have proved efficient to build and maintain large-scale distributed systems in the context of many
applications such as broadcasting [43], monitoring, resource management, search, and more generally in
building unstructured peer-to-peer networks.
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3.4. Malicious process behaviors

When assuming that processes fail by simply crashing, bounds on resiliency (maximum number of processes
that may crash, number of exchanged messages, number of communication steps, etc.) are known both for
synchronous and augmented asynchronous systems (recall that in purely asynchronous systems some problems
are impossible to solve). If processes can exhibit malicious behaviors, these bounds are seldom the same.
Sometimes, it is even necessary to change the specification of the problem. For example, the consensus
problem for correct processes does not make sense if some processes can exhibit a Byzantine behavior and
thus propose an arbitrary value. In this case, the validity property of consensus, which is normally "a decided
value is a proposed value", must be changed to "if all correct processes propose the same value then only this
value can be decided." Moreover, the resilience bound of less than half of faulty processes is at least lowered
to "less than a third of Byzantine processes." These are some of the aspects that underlie our studies in the
context of the classical model of distributed systems, in peer-to-peer systems and in sensor networks.

3.5. Online social networks and recommender systems

Social Networks have rapidly become a fundamental component of today’s distributed applications. Web 2.0
applications have dramatically changed the way users interact with the Internet and with each other. The
number of users of websites like Flickr, Delicious, Facebook, or MySpace is constantly growing, leading to
significant technical challenges. On the one hand, these websites are called to handle enormous amounts of
data. On the other hand, news continue to report the emergence of privacy threats to the personal data of social-
network users. Our research aims to exploit our expertise in distributed systems to lead to a new generation of
scalable, privacy-preserving, social applications.

We also investigate approaches to build implicit social networks, connecting users sharing similar interests.
At the heart of the building of such similarity graphs lie k-nearest neighbor (KNN) algorithms. Our research
in this area is to design and implement efficient KNN algorithms able to cope with a huge volume of data as
well as a high level of dynamism. We investigate the use of such similarity graphs to build highly scalable
infrastructures for recommendation systems.

4. Highlights of the Year

4.1. Awards
e Anne-Marie Kermarrec received the Inria/Dassault Systems/Académie des science/ Innovation
Award in 2017.

5. New Software and Platforms

5.1. WebGC

Web-based Gossip Communication

KEYWORDS: WebRTC - Recommendation systems - Decentralized architectures - Personalized systems -
Web - Peer-to-peer - Gossip protocols - Epidemic protocols - Decentralized web

SCIENTIFIC DESCRIPTION: The library currently includes the implementation of two peer sampling protocols,
Cyclon and the generic peer-sampling protocol from, as well as a clustering protocol. All protocols implement
a common GossipProtocol “interface”
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FUNCTIONAL DESCRIPTION: WebGC consists of a WebRTC-based library that supports gossip-based com-
munication between web browsers and enables them to operate with Node-JS applications. WebGC comprises
the implementation of standard gossip protocols such as Peer Sampling or Clustering, and simplifies the devel-
opment of new protocols. It comprises a decentralized signaling service that makes it easier to build completely
decentralized browser-based applications.

e Participants: Anne-Marie Kermarrec, Davide Frey, Matthieu Simonin and Raziel Carvajal Gomez
e Contact: Davide Frey

5.2. Asapknn (MediEgo)

KEYWORDS: Widget web - Social network - Recommendation

FUNCTIONAL DESCRIPTION: Asapknn (MediEgo) is a solution for content recommendation based on the
users navigation history. The solution 1) collects the usages of the Web users and store them in a profile, 2)
uses this profile to associate to each user her most similar users, 3) leverages this implicit network of close users
in order to infer their preferences and recommend advertisements and recommendations. MediEgo achieves
scalability using a sampling method, which provides very good results at a drastically reduced cost.

e Participants: Anne Marie Kermarrec, Antoine Boutet, Arnaud Jegou, Davide Frey, Jacques Falcou,
Jean-Francois Verdonck, Rachid Guerraoui and Sébastien Campion

e Partner: EPFL - Ecole Polytechnique Fédérale de Lausanne
e Contact: Sébastien Campion

5.3. YALPS

KEYWORDS: Simulator - Peer-to-peer - Experimentation - Nat traversal - Traffic-shaping - Deployment
FUNCTIONAL DESCRIPTION: YALPS is an open-source Java library designed to facilitate the development,
deployment, and testing of distributed applications. Applications written using YALPS can be run both in
simulation and in real-world mode without changing a line of code or even recompiling the sources. A simple
change in a configuration file will load the application in the proper environment. A number of features
make YALPS useful both for the design and evaluation of research prototypes and for the development of
applications to be released to the public. Specifically, YALPS makes it possible to run the same application
as a simulation or in a real deployment. Applications communicate by means of application-defined messages
which are then routed either through UDP/TCP or through YALPS’s simulation infrastructure. In both cases,
YALPS’s communication layer offers features for testing and evaluating distributed protocols and applications.
Communication channels can be tuned to incorporate message losses or to constrain their outgoing bandwidth.
Finally, YALPS includes facilities to support operation in the presence of NATs and firewalls using relaying
and NAT-traversal techniques. The implementation of YALPS includes approximately 16K lines of code, and
is used in several projects by ASAP, including HEAP, AllYours-P2P, and Behave.

e Participants: Anne Marie Kermarrec, Arnaud Jegou, Davide Frey, Heverson Borba Ribeiro and
Maxime Monod

e Contact: Davide Frey

e URL: http://yalps.gforge.inria.fr/

5.4. GossipLib

KEYWORDS: Nat traversal - Epidemic protocols - Gossip protocols - Overlay maintenance - Peer-to-peer -
Dissemination

FUNCTIONAL DESCRIPTION: GossipLib is a library consisting of a set of Java classes aimed to facilitate the
development of gossip-based application in a large-scale setting. It provides developers with a set of support
classes that constitute a solid starting point for building any gossip-based application. GossipLib is designed
to facilitate code reuse and testing of distributed application and as thus also provides the implementation of
a number of standard gossip protocols that may be used out of the box or extended to build more complex
protocols and applications. These include for example the peer-sampling protocols for overlay management.
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GossipLib also provides facility for the configuration and deployment of applications as final-product but also
as research prototype in environments like PlanetLab, clusters, network emulators, and even as event-based
simulation. The code developed with GossipLib can be run both as a real application and in simulation simply
by changing one line in a configuration file.

RELEASE FUNCTIONAL DESCRIPTION: Library for gossip-based applications and experiments

e Participants: Anne Marie Kermarrec, Davide Frey, Ilham Ikbal, Imane Al Ifdal and Ribeiro Hever-
son

e Contact: Davide Frey
e URL: http://gossiplib.gforge.inria.fr/

6. New Results

6.1. Theory of Distributed Systems

6.1.1. Simulation of Partial Replication in Distributed Transactional Memory
Participant: Francois Taiani.

Distributed Transactional Memory (DTM) is a concurrency mechanism aimed at simplifying distributed
programming by allowing operations to execute atomically, mirroring the well-known transaction model of
relational databases. DTM can play a fundamental role in the coordination of participants in mobile distributed
applications. Most DTM solutions follow a full replication scheme, in spite of recent studies showing that
partial replication approaches can present gains in scalability by reducing the amount of data stored at each
node. This work [33] investigates the role of replica location in DTMs. The goal is to understand the effect of
latency on the DTM’s system performance in face of judicious replica distribution, taking into consideration
the locations where data is more frequently accessed.

This work was performed in collaboration with with Diogo Lima and Hugo Miranda from the University of
Lisbon (Portugal).

6.1.2. Distributed Universal Constructions: a Guided Tour
Participant: Michel Raynal.

The notion of a universal construction is central in computing science: the wheel has not to be reinvented for
each new problem. In the context of n-process asynchronous distributed systems, a universal construction is
an algorithm that is able to build any object defined by a sequential specification despite the occurrence of
up to (n - 1) process crash failures. Michel Raynal presented a guided tour of such universal constructions in
the bulletin of the EATCS [22]. Its spirit is not to be a catalog of the numerous constructions proposed so far,
but a (as simple as possible) presentation of the basic concepts and mechanisms that constitute the basis these
constructions rest on.

6.1.3. Atomic Read/Write Memory in Signature-Free Byzantine Asynchronous
Message-Passing Systems
Participant: Michel Raynal.

This work introduced a signature-free distributed algorithm which builds an atomic read/write shared memory
on top of a fully connected peer-to-peer n-process asynchronous message-passing system in which up to t<n/3
processes may commit Byzantine failures. From a conceptual point of view, this algorithm is designed to
be as close as possible to the algorithm proposed by [42], which builds an atomic register in an n-process
asynchronous message-passing system where up to t<n/2 processes may crash. The proposed algorithm is
particularly simple. It does not use cryptography to cope with Byzantine processes, and is optimal from a
t-resilience point of view (t<n/3). A read operation requires O(n) messages, and a write operation requires
O(n?) messages. This work was done in collaboration with Achour Mostéfaoui, Matoula Petrolia and Claude
Jard from the University of Nantes and was published in Theory of Computing Systems [19].


http://gossiplib.gforge.inria.fr/

Project-Team ASAP 15

6.1.4. From wait-free to arbitrary concurrent solo executions in colorless distributed computing
Participant: Michel Raynal.

In an asynchronous distributed system where any number of processes may crash, a process may have to run
solo, computing its local output without receiving any information from other processes. In the basic shared
memory system where the processes communicate through atomic read/write registers, at most one process
may run solo.

In this work we introduced a new family of d-solo models, where d-processes may concurrently run solo,
1<d<n (the 1-solo model is the basic read/write model). We studied distributed colorless computations in the
d-solo models, where process ids are not used, either in task specifications or during computation, and we
characterized the colorless tasks that can be solved in each d-solo model. Colorless tasks include consensus,
set agreement and many other previously studied tasks. This shows that colorless algorithms have limited
computational power for solving tasks, only when d>1. When d=1, colorless algorithms can solve the same
tasks as algorithms that may use ids. It is well-known that, while consensus is not wait-free solvable in a
model where at most one process may run solo, e-approximate agreement is solvable. In a d-solo model, the
fundamental solvable task is (d,e)-solo approximate agreement, a generalization of e-approximate agreement.
Indeed, (d,e)-solo approximate agreement can be solved in the d-solo model, but not in the (d+1)-solo model.

This work was carried out in collaboration with Maurice Herlihy from Brown University, Sergio Rajsbaum
from UNAM (Mexico), and Julien Stainer from EPFL, in the context of the LIDICo associate team. It was
published in Theoretical Computer Science [18].

6.1.5. Early Decision and Stopping in Synchronous Consensus: A Predicate-Based Guided
Tour
Participant: Michel Raynal.

Consensus is the most basic agreement problem encountered in fault-tolerant distributed computing: each
process proposes a value and non-faulty processes must agree on the same value, which has to be one of the
proposed values. While this problem is impossible to solve in asynchronous systems prone to process crash
failures, it can be solved in synchronous (round-based) systems where all but one process might crash in any
execution. It is well-known that (t + 1) rounds are necessary and sufficient in the worst case execution scenario
for the processes to decide and stop executing, where t < n is a system parameter denoting the maximum
number of allowed process crashes and n denotes the number of processes in the system. Early decision and
stopping considers the case where f < t processes actually crash, f not being known by processes. It has been
shown that the number of rounds that have to be executed in the worst case is then min(f + 2, t + 1). In this work
we showed that this value is an upper bound attained only in worst execution scenarios. This work resulted
from a collaboration with Armando Castaneda from UNAM, Yoram Moses from Technion, and Matthieu Roy
from LAAS Toulouse, in the context of the LIDICo associate team. It was published at NETYS 2017 [29].

6.1.6. Long-Lived Tasks
Participant: Michel Raynal.

The predominant notion for specifying problems to study distributed computability are tasks. Notable ex-
amples of tasks are consensus, set agreement, renaming and commit-adopt. The theory of task solvability is
well-developed using topology techniques and distributed simulations. However, concurrent computing prob-
lems are usually specified by objects. Tasks and objects differ in at least two ways. While a task is a one-shot
problem, an object, such as a queue or a stack, typically can be invoked multiple times by each process. Also,
a task, defined in terms of sets, specifies its responses when invoked by each set of processes concurrently,
while an object, defined in terms of sequences, specifies the outputs the object may produce when it is accessed
sequentially.

In this work we showed how the notion of tasks can be extended to model any object. A potential benefit of
this result is the use of topology, and other distributed computability techniques to study long-lived objects.
This work resulted from a collaboration with Armando Castaneda and Sergio Rasjbaum from UNAM in the
context of the LIDICo associate team. It was published at NETYS 2017 [35].
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Which Broadcast Abstraction Captures k-Set Agreement?
Participant: Michel Raynal.

It is well-known that consensus (one-set agreement) and total order broadcast are equivalent in asynchronous
systems prone to process crash failures. Considering wait-free systems, we addressed and answered the
following question: which is the communication abstraction that "captures" k-set agreement? To this end,
we introduced a new broadcast communication abstraction, called k-BO-Broadcast, which restricts the
disagreement on the local deliveries of the messages that have been broadcast (1-BO-Broadcast boils down
to total order broadcast). Hence, in this context, k=1 is not a special number, but only the first integer in an
increasing integer sequence. This establishes a new "correspondence” between distributed agreement problems
and communication abstractions, which enriches our understanding of the relations linking fundamental issues
of fault-tolerant distributed computing. This work was carried out in collaboration with Damien Imbs from the
University of Marseille, Achour Mostéfaoui from the University of Nantes, and Matthieu Perrin from IMDEA
(Spain). It was published at DISC 2017 [39].

Signature-free asynchronous Byzantine systems: from multivalued to binary consensus
with t< n/3, O(n2) messages, and constant time.
Participant: Michel Raynal.

We introduced a new algorithm that reduces multivalued consensus to binary consensus in an asynchronous
message-passing system made up of n processes where up to t may commit Byzantine failures. This algorithm
has the following noteworthy properties: it assumes ¢ < n/3t < n/3 (and is consequently optimal from a
resilience point of view), uses O(n?) messages, has a constant time complexity, and uses neither signatures nor
additional computational power (such as random numbers, failure detectors, additional scheduling assumption,
or additional synchrony assumption). The design of this reduction algorithm relies on two new all-to-all
communication abstractions. The first one allows the non-faulty processes to reduce the number of proposed
values to ¢, where c is a small constant. The second communication abstraction allows each non-faulty
process to compute a set of (proposed) values satisfying the following property: if the set of a non-faulty
process is a singleton containing value v, the set of any non-faulty process contains v. Both communication
abstractions have an O(n?) message complexity and a constant time complexity. The reduction of multivalued
Byzantine consensus to binary Byzantine consensus is then a simple sequential use of these communication
abstractions. To the best of our knowledge, this is the first asynchronous message-passing algorithm that
reduces multivalued consensus to binary consensus with O(n?) messages and constant time complexity
(measured with the longest causal chain of messages) in the presence of up to ¢ < n/3t < n/3 Byzantine
processes, and without using cryptography techniques. Moreover, this reduction algorithm uses a single
instance of the underlying binary consensus, and tolerates message re-ordering by Byzantine processes. This
work, done in collaboration with Achour Mostefaoui from LS2N (Nantes), appeared in Acta Informatica [20].

6.1.9. A distributed leader election algorithm in crash-recovery and omissive system

Participant: Michel Raynal.

We introduced a new distributed leader election algorithm for crash-recovery and omission environments.
Contrary to previous works, our algorithm tolerates the occurrence of crash-recoveries and message omissions
to any process during some finite but unknown time, after which a majority of processes in the system remains
up and does not omit messages. This work, done in collaboration with Christian Ferndndez-Campusano, Mikel
Larrea, and Roberto Cortifias from UPV/EHU, Spain, appeared in Information Processing Letters 2017 [16].

6.1.10. Providing Collision-Free and Conflict-Free Communication in General Synchronous

Broadcast/Receive Networks
Participants: Michel Raynal, Francois Taiani.

This work [26] considers the problem of communication in dense and large scale wireless networks composed
of resource-limited nodes. In this kind of networks, a massive amount of data is becoming increasingly
available, and consequently implementing protocols achieving error-free communication channels constitutes
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an important challenge. Indeed, in this kind of networks, the prevention of message conflicts and message
collisions is a crucial issue. In terms of graph theory, solving this issue amounts to solve the distance-2 coloring
problem in an arbitrary graph. The work presents a distributed algorithm providing the processes with such a
coloring. This algorithm is itself collision-free and conflict-free. It is particularly suited to wireless networks
composed of nodes with communication or local memory constraints.

This work was performed in collaboration with Abdelmad;jid Bouabdallah and Hicham Lakhlef from Univer-
sité Technologique de Compiegne (France).

6.1.11. Randomized abortable mutual exclusion with constant amortized RMR complexity on

the CC model.
Participant: George Giakkoupis.

In [30], we presented an abortable mutual exclusion algorithm for the cache-coherent (CC) model with atomic
registers and CAS objects. The algorithm has constant expected amortized RMR complexity in the oblivious
adversary model and is deterministically deadlock-free. This is the first abortable mutual exclusion algorithm
that achieves o(log n/ log log n) RMR complexity.

This work was done in collaboration with Philipp Woelfel (University of Calgary).

6.2. Network and Graph Algorithms

6.2.1.

6.2.2.

Tight bounds on vertex connectivity under sampling
Participant: George Giakkoupis.

A fundamental result by Karger (SODA 1994) states that for any A-edge-connected graph with n nodes,
independently sampling each edge with probability p = Q(log(n)/)) results in a graph that has edge con-
nectivity (A\p), with high probability. In [15], we proved the analogous result for vertex connectivity, when
either vertices or edges are sampled. We showed that for any k-vertex-connected graph G with n nodes, if
each node is independently sampled with probability p = Q(4/log(n)/k), then the subgraph induced by the
sampled nodes has vertex connectivity 2(kp?), with high probability. If edges are sampled with probabil-
ity p = Q(log(n)/k)then the sampled subgraph has vertex connectivity Q(kp), with high probability. Both
bounds are existentially optimal.

This work was done in collaboration with Keren Censor-Hillel (Technion), Mohsen Ghaffari (MIT), Bernhard
Haeupler (Carnegie Mellon University), and Fabian Kuhn (University of Freiburg).

Tight bounds for coalescing-branching random walks on regular graphs
Participant: George Giakkoupis.

A coalescing-branching random walk (Cobra) is a natural extension to the standard random walk on a graph.
The process starts with one pebble at an arbitrary node. In each round of the process every pebble splits into k
pebbles, which are sent to k random neighbors. At the end of the round all pebbles at the same node coalesce
into a single pebble. The process is also similar to randomized rumor spreading, with each informed node
pushing the rumor to k£ random neighbors each time it receives a copy of the rumor. Besides its mathematical
interest, this process is relevant as an information dissemination primitive and a basic model for the spread of
epidemics.

In [25] we studied the cover time of Cobra walks, which is the time until each node has seen at least one
pebble. Our main result is a bound of O(¢~!logn) rounds with high probability on the cover time of a
Cobra walk with & = 2 on any regular graph with n nodes and conductance ¢. This bound improves upon all
previous bounds in terms of graph expansion parameters. Moreover, we showed that for any connected regular
graph the cover time is O(nlogn) with high probability, independently of the expansion. Both bounds are
asymptotically tight.

This work was done in collaboration with Petra Berenbrink (University of Hamburg), Peter Kling (University
of Hamburg).
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6.3. Scalable Systems
6.3.1. Agar: A Caching System for Erasure-Coded Data

6.3.2.

6.3.3.

Participants: Anne-Marie Kermarrec, Frangois Taiani.

Erasure coding is an established data protection mechanism. It provides high resiliency with low storage
overhead, which makes it very attractive to storage systems developers. Unfortunately, when used in a
distributed setting, erasure coding hampers a storage system’s performance, because it requires clients to
contact several, possibly remote sites to retrieve their data. This has hindered the adoption of erasure coding
in practice, limiting its use to cold, archival data. Recent research showed that it is feasible to use erasure
coding for hot data as well, thus opening new perspectives for improving erasure-coded storage systems. In
this work [32], we address the problem of minimizing access latency in erasure-coded storage. We propose
Agar—a novel caching system tailored for erasure-coded content. Agar optimizes the contents of the cache
based on live information regarding data popularity and access latency to different data storage sites. Our
system adapts a dynamic programming algorithm to optimize the choice of data blocks that are cached, using
an approach akin to " Knapsack " algorithms. We compare Agar to the classical Least Recently Used and Least
Frequently Used cache eviction policies, while varying the amount of data cached between a data chunk and
a whole replica of the object. We show that Agar can achieve 16% to 41% lower latency than systems that use
classical caching policies.

This work was performed in collaboration with from Raluca Halalai and Pascal Felber from Université de
Neuchatel (Switzerland).

Filament: A Cohort Construction Service for Decentralized Collaborative Editing
Platforms
Participants: Resmi Ariyattu Chandrasekharannair, Francois Taiani.

Distributed collaborative editors allow several remote users to contribute concurrently to the same document.
Only a limited number of concurrent users can be supported by the currently deployed editors. A number of
peer-to-peer solutions have therefore been proposed to remove this limitation and allow a large number of
users to work collaboratively. These approaches however tend to assume that all users edit the same set of
documents, which is unlikely to be the case if such systems should become widely used and ubiquitous. In
this work [24] we discuss a novel cohort-construction approach that allow users editing the same documents
to rapidly find each other. Our proposal utilises the semantic relations between peers to construct a set of
self-organizing overlays to route search requests. The resulting protocol is efficient, scalable, and provides
beneficial load-balancing properties over the involved peers. We evaluate our approach and compare it against
a standard Chord based DHT approach. Our approach performs as well as a DHT based approach but provides
better load balancing.

Scalable Anti-KNN: Decentralized Computation of k-Furthest-Neighbor Graphs with
HyFN

Participants: Simon Bouget, David Bromberg, Frangois Taiani.

The decentralized construction of k-Furthest-Neighbor graphs has been little studied, although such structures
can play a very useful role, for instance in a number of distributed resource allocation problems. In this
work [27] we define KFN graphs; we propose HyFN, a generic peer-to-peer KFN construction algorithm,
and thoroughly evaluate its behavior on a number of logical networks of varying sizes. 1 Motivation k-
Nearest-Neighbor (KNN) graphs have found usage in a number of domains, including machine learning,
recommenders, and search. Some applications do not however require the k closest nodes, but the k most
dissimilar nodes, what we term the k-Furthest-Neighbor (KFN) graph. Virtual Machines (VMs) placement
—i.e. the (re-)assignment of workloads in virtualised IT environments— is a good example of where KFN
can be applied. The problem consists in finding an assignment of VMs on physical machines (PMs) that
minimises some cost function(s). The problem has been described as one of the most complex and important
for the IT industry, with large potential savings. An important challenge is that a solution does not only consist
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in packing VMs onto PMs — it also requires to limit the amount of interferences between VMs hosted on
the same PM. Whatever technique is used (e.g. clustering), interference aware VM placement algorithms
need to identify complementary workloads — i.e. workloads that are dissimilar enough that the interferences
between them are minimised. This is why the application of KFN graphs would make a lot of sense: identifying
quickly complementary workloads (using KFN) to help placement algorithms would decrease the risks of
interferences. The construction of KNN graphs in decentralized systems has been widely studied in the past.
However, existing approaches typically assume a form of "likely transitivity" of similarity between nodes: if
A is close to B, and B to C, then A is likely to be close to C. Unfortunately this property no longer holds when
constructing KFN graphs. As a result, these approaches are not working anymore when applied to this new
problem.

This work was performed in collaboration with Anthony Ventresque from University College Dublin (Ireland).

6.3.4. Density and Mobility-driven Evaluation of Broadcast Algorithms for MANETs

Participants: Simon Bouget, David Bromberg, Francgois Taiani.

Broadcast is a fundamental operation in Mobile Ad-Hoc Networks (MANETS). A large variety of broadcast
algorithms have been proposed. They differ in the way message forwarding between nodes is controlled, and
in the level of information about the topology that this control requires. Deployment scenarios for MANETSs
vary widely, in particular in terms of nodes density and mobility. The choice of an algorithm depends on its
expected coverage and energy cost, which are both impacted by the deployment context. In this work, we
are interested in the comprehensive comparison of the costs and effectiveness of broadcast algorithms for
MANETs depending on target environmental conditions. We did an experimental study of five algorithms,
representative of the main design alternatives. Our study reveals that the best algorithm for a given situation,
such as a high density and a stable network, is not necessarily the most appropriate for a different situation
such as a sparse and mobile network. We identify the algorithms characteristics that are correlated with these
differences and discuss the pros and cons of each design.

This work was done in collaboration with Etienne Riviere (University of Neuchatel), Laurent Réveillere
(University of Bordeaux) and appeared in ICDCS 2017

6.3.5. An Adaptive Peer-Sampling Protocol for Building Networks of Browsers
Participant: Davide Frey.

Peer-sampling protocols constitute a fundamental mechanism for a number of large-scale distributed appli-
cations. The recent introduction of WebRTC facilitated the deployment of decentralized applications over a
network of browsers. However, deploying existing peer-sampling protocols on top of WebRTC raises issues
about their lack of adaptiveness to sudden bursts of popularity over a network that does not manage addressing
or routing. In this contribution, we introduced SPRAY, a novel random peer-sampling protocol that dynami-
cally, quickly, and efficiently self-adapts to the network size. We evaluated SPRAY by means of simulations
and real-world experiments. This demonstrated its flexibility and highlighted its efficiency improvements at
the cost of small overhead. We embedded SPRAY in a real-time decentralized editor running in browsers
and ran experiments involving up to 600 communicating web browsers. The results demonstrate that SPRAY
significantly reduces the network traffic according to the number of participants and saves bandwidth.

This work was carried out in collaboration with Brice Nédelec, Julian Tanke, Pascal Molli, and Achour
Mostéfaoui from the University of Nantes and will appear in the World Wide Web Journal [21].

6.3.6. Designing Overlay Networks for Decentralized Clouds

Participant: Marin Bertier.

Recent increase in demand for next-to-source data processing and low-latency applications has shifted
attention from the traditional centralized cloud to more distributed models such as edge computing. In order
to fully leverage these models it is necessary to decentralize not only the computing resources but also
their management. While a decentralized cloud has various inherent advantages, it also introduces different
challenges with respect to coordination and collaboration between resources. A large-scale system with
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multiple administrative entities requires an overlay network which enables data and service localization based
only on a partial view of the network. Numerous existing overlay networks target different properties but they
are built in a generic context, without taking into account the specific requirements of a decentralized cloud. In
this work [34], done in collaboration with G. Tato et C. Tedeschi from the Myriads project team, we identified
some of these requirements and introduced Koala, a novel overlay network designed specifically to meet them.

7. Partnerships and Cooperations

7.1. National Initiatives
7.1.1. ANR project SocioPlug

Participants: Davide Frey, Anne-Marie Kermarrec, Pierre-Louis Roman, Francois Taiani.

SocioPlug is a collaborative ANR project involving Inria (ASAP team), the Univ. Nantes, and LIRIS (INSA
Lyon and Univ. Claude Bernard Lyon). The project emerges from the observation that the features offered by
the Web 2.0 or by social media do not come for free. Rather they bring the implicit cost of privacy. Users
are more of less consciously selling personal data for services. SocioPlug aims to provide an alternative for
this model by proposing a novel architecture for large-scale, user centric applications. Instead of concentrating
information of cloud platforms owned by a few economic players, we envision services made possible by
cheap low-end plug computers available in every home or workplace. This will make it possible to provide
a high amount of transparency to users, who will be able to decide their own optimal balance between data
sharing and privacy.

7.1.2. DeSceNt CominLabs

Participants: Resmi Ariyattu Chandrasekharannair, Davide Frey, Michel Raynal, Francois Taiani.

The DeSceNt project aims to ease the writing of distributed programs on a federation of plug computers.
Plug computers are a new generation of low-cost computers, such as Raspberry pi (25$), VIA- APC (499%),
and ZERO Devices Z802 (75%), which offer a cheap and readily available infrastructure to deploy domestic
on-line software. Plug computers open the opportunity for everyone to create cheap nano-clusters of domestic
servers, host data and services and federate these resources with their friends, colleagues, and families based
on social links. More particularly we will seek in this project to develop novel decentralized protocols than
can encapsulate the notion of privacy-preserving federation in plug-based infrastructures. The vision is to use
these protocols to provide a programming toolkit that can support the convergent data types being developed
by our partner GDD (Gestion de Données Distribuées) at Univ. Nantes.

7.1.3. ANR Blanc project Displexity
Participants: George Giakkoupis, Anne-Marie Kermarrec, Michel Raynal.

The Displexity project started in 2011. The aim of this ANR project that also involves researchers from Paris
and Bordeaux is to establish the scientific foundations for building up a consistent theory of computability
and complexity for distributed computing. One difficulty to be faced by DISPLEXITY is to reconcile two non
necessarily disjoint sub-communities, one focusing on the impact of temporal issues, while the other focusing
on the impact of spatial issues on distributed algorithms.
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7.1.4. ANR project PAMELA

Participants: Davide Frey, George Giakkoupis, Francois Taiani.

PAMELA is a collaborative ANR project involving ASAP, Inria Lille, UMPC, Mediego and Snips. The project
aims at developing machine learning theories and algorithms in order to learn local and personalized models
from data distributed over networked infrastructures. This project seeks to provide first answers to modern
information systems built by interconnecting many personal devices holding private user data in the search of
personalized suggestions and recommendations. More precisely, we will focus on learning in a collaborative
way with the help of neighbors in a network. We aim to lay the first blocks of a scientific foundation for
these new types of systems, in effect moving from graphs of data to graphs of data and learned models. We
argue that this shift is necessary in order to address the new constraints arising from the decentralization
of information that is inherent to the emergence of big data. We will in particular focus on the question of
learning under communication and privacy constraints. A significant asset of the project is the quality of its
industrial partners, SNIPS and MEDIEGO, who bring in their expertise in privacy protection and distributed
computing as well as use cases and datasets. They will contribute to translate this fundamental research effort
into concrete outcomes by developing personalized and privacy-aware assistants able to provide contextualized
recommendations on small devices and smartphones.

7.1.5. ANR project OBrowser

Participants: David Bromberg, Davide Frey, Francois Taiani.

OBrowser is a collaborative ANR project involving Inria (ASAP team), the Univ. Nantes, the Bretagne Sud.
University, and Orange. The project emerges from the vision of designing and deploying distributed appli-
cation on millions of machines using web-enabled technologies without relying on a cloud or a central au-
thority. OBrowser proposes to build collaborative applications through a decentralized execution environment
composed of users’ browsers that autonomously manages issues such as communication, naming, hetero-
geneity, and scalability. The introduction of browser-to-browser communication with WebRTC’s Datachannel
has made these scenarios closer, but today only experts can afford to tackle the technical challenges asso-
ciated with large-scale browser-based deployments such as decentralized instant-messaging (Firechat) and
Infrastructure-less Mission Critical Push To Talk. O’Browser aims to solve these challenges by means of a
novel programming framework.

7.1.6. ANR project DESCARTES

Participants: George Giakkoupis, Michel Raynal, Francois Taiani.

DESCARTES is a collaborative ANR project involving ASAP, Labri (U. Bordeaux), Lafia (U. Paris Diderot),
Vérimag (Grenoble), LIF (Marseilles), and LINA (Nantes). Despite the practical interests of reusable frame-
works for implementing specific distributed services, many of these frameworks still lack solid theoretical
bases, and only provide partial solutions for a narrow range of services. In this project, we argue that this is
mainly due to the lack of a generic framework that is able to unify the large body of fundamental knowledge on
distributed computation that has been acquired over the last 40 years. The DESCARTES project aims at bridg-
ing this gap, by developing a systematic model of distributed computation that organizes the functionalities of
a distributed computing system into reusable modular constructs assembled via well-defined mechanisms that
maintain sound theoretical guarantees on the resulting system. DESCARTES arises from the strong belief that
distributed computing is now mature enough to resolve the tension between the social needs for distributed
computing systems, and the lack of a fundamentally sound and systematic way to realize these systems.

7.1.7. ANR-ERC Tremplin project NDFUSION
Participant: George Giakkoupis.

NDFUSION is an 18-month ANR project awarded to the PI to support his preparation for his upcoming ERC
grant application. The idea of intervening in a network diffusion process to enhance or retard its spread has
been studied in various contexts, e.g., to increase the spread or speed of diffusion by choosing an appropriate
set of seed nodes (a standard goal in viral marketing by word-of-mouth), or achieve the opposite effect



22 Activity Report INRIA 2017

either by choosing a small set of nodes to remove (a goal in immunization against diseases), or by seeding a
competing diffusion (e.g., to limit the spread of misinformation in a social network). The aim of this project is
to consolidate existing work under a single, comprehensive framework, and using this framework to develop
new, efficient algorithms for optimizing (maximizing or minimizing) the spread of diffusion processes. Novel
aspects of the project involve issues of scalability, multiple concurrent diffusions, and the use of multistage
online strategies to optimize diffusions. Results from this project are likely to be relevant to many different
disciplines, from network optimization in computing to disease containment in medicine.

7.2. International Initiatives
7.2.1. Inria International Labs

e Anne-Marie Kermarrrec is the scientific co-chair (with Willy Zwaenepoel) of the EPFL/Inria
International Lab

7.2.2. Inria Associate Teams Not Involved in an Inria International Labs

7.2.2.1. LiDiCo
Title: Aux limites du calcul réparti
International Partner (Institution - Laboratory - Researcher):
UNAM (Mexico) - Instituto de Matematicas - Sergio Rajsbaum
Start year: 2017
See also: https://sites.google.com/site/lidicoequipeassociee/

Today distributed applications are pervasive, some very successful (e.g., Internet, P2P, social net-
works, cloud computing), and benefit everyone, but the design and the implementation of many of
them still rely on ad-hoc techniques instead of on a solid theory. The next generation of distributed
applications and services will be more and more complex and demands research efforts in estab-
lishing sound theoretical foundations to be able to master their design, their properties and their
implementation. This proposal is a step in this inescapable direction.

7.3. International Research Visitors

7.3.1. Visits of International Scientists
e Peter Kling (U of Hamburg) visited ASAP (hosted by G Giakkoupis), Jan 19-25.
o Emanuele Natale (Max Planck, Saarbriicken) visited ASAP (hosted by G Giakkoupis), Apr 23-29.
e Thomas Sauerwald (U of Cambridge) visited ASAP (hosted by G Giakkoupis), Aug 21-24.
e Robert Elsisser (Salzburg U) visited ASAP (hosted by G Giakkoupis), Sep 25-29.
7.3.1.1. Internships

e Jodi Spacek from University of British Columbia, Research internship from May 2017 until Aug
2017, supervised by David Bromberg.

e Stewart Grant from University of British Columbia, Research internship from May 2017 until Aug
2017, supervised by David Bromberg.

e Hayk Saribekyan from MIT, research Internship from June 2017 to August 2017.
7.3.2. Visits to International Teams

7.3.2.1. Research Stays Abroad

e Michel Raynal was at the Hong Kong Polytechnic University from 15 September to 14 October
2017,

e David Bromberg did a visit at USP - Department of Computer Science University of Sdo Paulo, Sao
Paulo, Brazil from February 22, 2017 to March 24, 2017
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8. Dissemination

8.1. Promoting Scientific Activities

8.1.1. Scientific Events Organisation

8.1.1.1. Member of the Organizing Committees

e George Giakkoupis was a co-organizer of the Workshop on Decentralized Machine Learning,
Optimization and Privacy, Lille, France, Sep 2017.

8.1.2. Scientific Events Selection

8.1.2.1. Member of the Conference Program Committees

e Francois Taiani served on the TPC of the 18th ACM/IFIP/Usenix International Conference on
Middleware (Middleware 2017).

e Francois Taiani served on the TPC of the 37th IEEE International Conference on Distributed
Computing Systems (ICDCS 2017), in the Distributed Operating Systems and Middleware track.

e Francois Taiani served on the TPC of the 16th Workshop on Adaptive and Reflective Middleware
(ARM 2017).

e Francois Taiani served on the TPC of the 1st Workshop on Scalable and Resilient Infrastructures for
Distributed Ledgers (SERIAL 2017)

e  George Giakkoupis served as a program committee member for the 31st IEEE International Parallel
and Distributed Processing Symposium (IPDPS), Orlando, Florida, USA, May 2017.

o  George Giakkoupis served as a program committee member for the 44th International Colloquium
on Automata, Languages, and Programming (ICALP), Warsaw, Poland, July 2017.

e George Giakkoupis served as a program committee member for the 31st International Symposium
on Distributed Computing (DISC), Vienna, Austria, Oct 2017.

e Davide Frey served as a program committee member for the 11th ACM International Conference on
Distributed and Event-Based Systems (DEBS 2017), Barcelona, Spain, Jun 2017.

e Davide Frey served as a program committee member for the International Symposium on Computer
Architecture and High Performance Computing, SBAC PAD 2017.

e Pierre-Louis Roman served in the program committee of the 7th IEEE International Symposium on
Cloud and Service Computing (SC2 2017), Kanazawa, Japan, November 2017.

e Pierre-Louis Roman served in the program committee of the 10th IEEE International Conference on
Service-Oriented Computing and Applications (SOCA 2017), Kanazawa, Japan, November 2017.

8.1.3. Journal
8.1.3.1. Member of the Editorial Boards

Anne-Marie Kermarrec is an associate editor of IEEE Internet Computing.
Anne-Marie Kermarrec is an associate editor of the Springer Computing Journal.
8.1.3.2. Reviewer - Reviewing Activities
e David Bromberg was reviewer for Journal of Internet Services and Applications
e Davide Frey was a reviewer for PPNA Peer-to-Peer Networking and Applications.
e Davide Frey was a reviewer for Transactions on Cloud Computing.

e Davide Frey was a reviewer for Transactions on Sensor Networks.
8.1.4. Invited Talks
e Anne-Marie Kermarrec gave a keynote talk at DISC 2017, Vienna, Austria
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e Davide Frey gave an Invited talk at the “Session d’information sur les appels a” projets 2017 Big
Data” at Business France, Paris, on January 6, 2017.

e David Bromberg gave an invited talk on “Dolmen: Towards the programmatic assembly of large-
scale distributed systems” as a UFG Seminar, UFG - Instituto de Informética, Goiania, Brazil,
February 20, 2017

e David Bromberg gave an invited talk on “Dolmen: Towards the programmatic assembly of large-
scale distributed systems” as a UFG Seminar, Department of Computer Science, University of Sao
Paulo, Sao Paulo, Brazil, February 22, 2017

e David Bromberg gave an invited talk on “Interoperability in distributed systems: past, present and
future” at DISCOTEC/DIEBS, University of Neuchatel, June 21, University of Neuchatel, 2017

8.1.5. Leadership within the Scientific Community

e Francois Taiani has been a member of the Steering Committee of IFIP WG 6.1 International
Conference on Distributed Applications and Interoperable Systems (DAIS) since 2013.

e Francois Taiani has been a member of the Steering Committee of the ACM/IFIP/USENIX Interna-
tional Conference on Middleware (Middleware) since 2014.

e Anne-Marie Kermarrecc is a member of the ARCEP Prospective Board since 2015
8.1.6. Research Administration

e Francois Taiani has been a member of the Scientific Orientation Committee (COS) of IRISA (UMR
6074) since 2013.

e Anne-Marie Kermarrrec was chair of the ERC Consolidator Grant Pannel in 2017
e Davide Frey is “correspondant scientifique Europe” at the DPEI for Inria Rennes.
e Davide Frey is an associate member of the COST-GTRI of Inria.

e David Bromberg is responsible of International relationships of IRISA

e David Bromberg is member of the scientific committee of the Media & Networks competitiveness
cluster

e David Bromberg is scientific correspondent for ICT Digital in Rennes

8.2. Teaching - Supervision - Juries

8.2.1. Teaching
e Engineering School: David Bromberg, tools and programming languages for the Web, 48h, 2nd year
of Engineering School ( M1), ESIR / Université of Rennes 1, France.

e Engineering School: David Bromberg, Distributed software architecture, 24h, 2nd year of Engineer-
ing School ( M1), ESIR / Université of Rennes 1, France.

e Pdle Universitaire Francais: David Bromberg, Distributed software architecture, 60h, ( M2), PUF /
Université of Bordeaux, Vietnam.

e Engineering School: David Bromberg, Network security, 48h, 2nd year of Engineering School (M1),
ESIR / Université of Rennes 1, France.

e Engineering School: David Bromberg, Cloud for the Internet of Things, 60h, 3rd year of Engineering
School ( M2), ESIR / Université of Rennes 1, France.

e Engineering School: David Bromberg, Internet of Things projects, 50h, 2rd year of Engineering
School ( M1), ESIR / Université of Rennes 1, France.

e University of Rennes 1: David Bromberg, Software engineering for the cloud, 4h, (M1), Université
of Rennes 1, France.
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Engineering School: Francois Taiani, Synchronization and Parallel Programming, 48h, 2nd year of
Engineering School (M1), ESIR / Univ. Rennes I, France.

Engineering School: Francois Taiani, Distributed Systems, 24h, 3rd year of Engineering School
(M2), ESIR / Univ. Rennes I, France.

Engineering School: Francois Taiani, Parallel Algorithms for Big Data, 24h, 3rd year of Engineering
School (M2), ESIR / Univ. Rennes I, France.

Engineering School: Francois Taiani, Introduction to Operating Systems, 24h, 1st year of Engineer-
ing School (L3), ESIR / Univ. Rennes I, France.

Master: Francois Taiani, Programming Technologies for the Cloud, 28h, M2, Univ. Rennes I,
France.

Master: Davide Frey, Scalable Distributed Systems, 10 hours, M1, EIT/ICT Labs Master School,
Univ. Rennes I, France.

Master: Davide Frey, Big-Data Storage and Processing Infrastructures, 10 hours, M2-SIF, Univ.
Rennes I, France.

8.2.2. Supervision

PhD: Stéphane Delbruel, Towards a Decentralized Embryomorphic Storage System [12], University
of Rennes 1, 27 January 2017, Francois Taiani and Davide Frey.

PhD: Resmi Ariyattu Chandrasekharannair, Towards Decentralized Federations for Plug-based
Decentralized Social Networks [11], University of Rennes 1, 5 July 2017, Francois Taiani.

PhD in progress : Pierre-Louis Roman, Epidemic Distributed Convergence for Decentralized Social
Networking, Oct 2014, Francois Taiani and Davide Frey.

PhD in progress : Olivier Ruas, Dynamic Learning and Recommendations in Very Large Distributed
Computing Infrastructures, Oct 2015, Anne-Marie Kermarrec and Francois Taiani.

PhD in progress: Simon Bouget, EMILIO: Emergent Middleware for Extra-Large-Scale Self Adap-
tation, Sep 2014, Francois Taiani and David Bromberg (since Sep 2015).

PhD in progress: Adrien Luxey, Towards New Solutions to Build Large Scale Distributed Applica-
tions in the Cloud, Oct 2016, David Bromberg.

PhD in progress: Louison Gitzinger, “Combattre les menaces a la confidentialité des données des
utilisateurs sur Android.” , Oct 2017, David Bromberg.

8.2.3. Juries

Francois Taiani served as external examiner on the PhD defense committee of Gowri Sankar
Ramachandran on 12 June 2017 at KU Leuven (Belgium)

Francois Tafani as served examiner on the PhD defense committee of Nicolas Keriven on 12 October
2017 at University of Rennes 1 (France)

Francgois Taiani served as reviewer on the PhD defense committee of Joachim Queireix on 21
November 2017 at Université de Bordeaux (France)

Francois Taiani served as chair on the PhD defense committee of Florian Grandhomme on 23
November 2017 at Université de Rennes 1 (France)

Francois Taiani served as chair on the PhD defense committee of Or¢un Yildiz on 8 December 2017
at Ecole Normale Supérieure de Rennes (France)

Anne-Marie Kermarrec served as an examiner in the HDR defense of Christian Grothoff on October
18, 2017.

8.3. Popularization

Davide Frey published an article on the Telecom ParisTech Magazine. Issue 185.
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e Pierre-Louis Roman gave an Invited talk at the Regional council of notaries of Brittany, Rennes,
France, December 15, 2017. Title “Demystifying the blockchain and its utility for notaries” (talk in
French).
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2. Overall Objectives

2.1. Presentation

The research team addresses the general problem of evolving software by developing concepts, languages,
implementations and tools for building software architectures based on components and aspects. Its long term
goal is the development of new abstractions for the programming of software architectures, their representation
in terms of expressive programming languages and their correct and efficient implementation.

We pursue the following objectives:

e New concepts and techniques for the compositional definition and implementation of complex
software systems, notably involving crosscutting concerns that cannot be handled modularly using
traditional software development approaches.

e New programming techniques and algorithms for resource management in mutualized environments.
We provide language abstractions and implementation techniques for large-scale applications in
cloud- and grid-based systems, both on the level of (service-based) applications and (virtualized)
infrastructures. We develop solutions, in particular, for the optimization of the energy consumption
in such environments (data centers ...)

e  We develop new formal theories for and apply formal methods to the correctness of software sys-
tems. We aim at developing more powerful techniques for theorem proving and enable complex,
often dynamic, software systems to be proven correct using program transformations and analysis
techniques. We develop solutions, in particular, for the constructive enforcement of security proper-
ties on the level of software systems.

Finally, we apply and validate our results based on real-world applications from numerous domains, notably
enterprise information systems, the Cloud, and pervasive systems.

3. Research Program

3.1. Overview

Since we mainly work on new concepts for the language-based definition and implementation of complex
software systems, we first briefly introduce some basic notions and problems of software components
(understood in a broad sense, that is, including modules, objects, architecture description languages and
services), aspects, and domain-specific languages. We conclude by presenting the main issues related to
distribution and concurrency, in particular related to capacity planning issues that are relevant to our work.

3.2. Software Composition

Modules and services. The idea that building software components, i.e., composable prefabricated and
parameterized software parts, was key to create an effective software industry was realized very early [77]. At
that time, the scope of a component was limited to a single procedure. In the seventies, the growing complexity
of software made it necessary to consider a new level of structuring and programming and led to the notions of
information hiding, modules, and module interconnection languages [84], [60]. Information hiding promotes
a black-box model of program development whereby a module implementation, basically a collection of
procedures, is strongly encapsulated behind an interface. This makes it possible to guarantee logical invariant
properties of the data managed by the procedures and, more generally, makes modular reasoning possible.
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In the context of today’s Internet-based information society, components and modules have given rise to
software services whose compositions are governed by explicit orchestration or choreography specifications
that support notions of global properties of a service-oriented architecture. These horizontal compositions
have, however, to be frequently adapted dynamically. Dynamic adaptations, in particular in the context of
software evolution processes, often conflict with a black-box composition model either because of the need
for invasive modifications, for instance, in order to optimize resource utilization or modifications to the vertical
compositions implementing the high-level services.

Object-Oriented Programming. Classes and objects provide another kind of software component, which
makes it necessary to distinguish between component types (classes) and component instances (objects).
Indeed, unlike modules, objects can be created dynamically. Although it is also possible to talk about classes
in terms of interfaces and implementations, the encapsulation provided by classes is not as strong as the
one provided by modules. This is because, through the use of inheritance, object-oriented languages put the
emphasis on incremental programming to the detriment of modular programming. This introduces a white-box
model of software development and more flexibility is traded for safety as demonstrated by the fragile base
class issue [80].

Architecture Description Languages. The advent of distributed applications made it necessary to consider
more sophisticated connections between the various building blocks of a system. The software architecture

[89] of a software system describes the system as a composition of components and connectors, where the
connectors capture the interaction protocols between the components [48]. It also describes the rationale
behind such a given architecture, linking the properties required from the system to its implementation.
Architecture Description Languages (ADLs) are languages that support architecture-based development

[78]. A number of these languages make it possible to generate executable systems from architectural
descriptions, provided implementations for the primitive components are available. However, guaranteeing
that the implementation conforms to the architecture is an issue.

Protocols. Today, protocols constitute a frequently used means to precisely define, implement, and analyze
contracts, notably concerning communication and security properties, between two or more hardware or soft-
ware entities. They have been used to define interactions between communication layers, security properties
of distributed communications, interactions between objects and components, and business processes.

Object interactions [82], component interactions [95], [86] and service orchestrations [61] are most fre-
quently expressed in terms of regular interaction protocols that enable basic properties, such as compatibility,
substitutability, and deadlocks between components to be defined in terms of basic operations and closure
properties of finite-state automata. Furthermore, such properties may be analyzed automatically using, e.g.,
model checking techniques [58], [67].

However, the limited expressive power of regular languages has led to a number of approaches using more
expressive non-regular interaction protocols that often provide distribution-specific abstractions, e.g., session
types [71], or context-free or turing-complete expressiveness [87], [55]. While these protocol types allow
conformance between components to be defined (e.g., using unbounded counters), property verification can
only be performed manually or semi-automatically.

3.3. Programming languages for advanced modularization

The main driving force for the structuring means, such as components and modules, is the quest for clean
separation of concerns [62] on the architectural and programming levels. It has, however, early been
noted that concern separation in the presence of crosscutting functionalities requires specific language and
implementation level support. Techniques of so-called computational reflection, for instance, Smith’s 3-Lisp
or Kiczales’s CLOS meta-object protocol [90], [74] as well as metaprogramming techniques have been
developed to cope with this problem but proven unwieldy to use and not amenable to formalization and
property analysis due to their generality. Methods and techniques from two fields have been particularly useful
in addressing such advanced modularization problems: Aspect-Oriented Software Development as the field
concerned with the systematic handling of modularization issues and domain-specific languages that provide
declarative and efficient means for the definition of crosscutting functionalities.
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Aspect-Oriented Software Development [73], [46] has emerged over the previous decade as the domain of
systematic exploration of crosscutting concerns and corresponding support throughout the software develop-
ment process. The corresponding research efforts have resulted, in particular, in the recognition of crosscutting
as a fundamental problem of virtually any large-scale application, and the definition and implementation of a
large number of aspect-oriented models and languages.

However, most current aspect-oriented models, notably Aspect] [72], rely on pointcuts and advice defined
in terms of individual execution events. These models are subject to serious limitations concerning the
modularization of crosscutting functionalities in distributed applications, the integration of aspects with other
modularization mechanisms such as components, and the provision of correctness guarantees of the resulting
AO applications. They do, in particular, only permit the manipulation of distributed applications on a per-
host basis, that is, without direct expression of coordination properties relating different distributed entities

[91]. Similarly, current approaches for the integration of aspects and (distributed) components do not directly
express interaction properties between sets of components but rather seemingly unrelated modifications to
individual components [59]. Finally, current formalizations of such aspect models are formulated in terms of
low-level semantic abstractions (see, e.g., Wand’s et al semantics for Aspect] [94]) and provide only limited
support for the analysis of fundamental aspect properties.

Different approaches have been put forward to tackle these problems, in particular, in the context of so-
called stateful or history-based aspect languages [63], [64], which provide pointcut and advice languages that
directly express rich relationships between execution events. Such languages have been proposed to directly
express coordination and synchronization issues of distributed and concurrent applications [83], [53], [66],
provide more concise formal semantics for aspects and enable analysis of their properties [49], [65], [63],
[47]. Furthermore, first approaches for the definition of aspects over protocols have been proposed, as well as
over regular structures [63] and non-regular ones [93], [81], which are helpful for the modular definition and
verification of protocols over crosscutting functionalities.

They represent, however, only first results and many important questions concerning these fundamental issues
remain open, in particular, concerning the semantics foundations of AOP and the analysis and enforcement of
correctness properties governing its, potentially highly invasive, modifications.

Domain-specific languages (DSLs) represent domain knowledge in terms of suitable basic language con-
structs and their compositions at the language level. By trading generality for abstraction, they enable com-
plex relationships among domain concepts to be expressed concisely and their properties to be expressed and
formally analyzed. DSLs have been applied to a large number of domains; they have been particularly popular
in the domain of software generation and maintenance [79], [97].

Many modularization techniques and tasks can be naturally expressed by DSLs that are either specialized
with respect to the type of modularization constructs, such as a specific brand of software component, or to
the compositions that are admissible in the context of an application domain that is targeted by a modular
implementation. Moreover, software development and evolution processes can frequently be expressed by
transformations between applications implemented using different DSLs that represent an implementation at
different abstraction levels or different parts of one application.

Functionalities that crosscut a component-based application, however, complicate such a DSL-based transfor-
mational software development process. Since such functionalities belong to another domain than that cap-
tured by the components, different DSLs should be composed. Such compositions (including their syntactic
expression, semantics and property analysis) have only very partially been explored until now. Furthermore,
restricted composition languages and many aspect languages that only match execution events of a specific do-
main (e.g., specific file accesses in the case of security functionality) and trigger only domain-specific actions
clearly are quite similar to DSLs but remain to be explored.

3.4. Distribution and Concurrency

While ASCOLA does not investigate distribution and concurrency as research domains per se (but rather from
a software engineering and modularization viewpoint), there are several specific problems and corresponding
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approaches in these domains that are directly related to its core interests that include the structuring and
modularization of large-scale distributed infrastructures and applications. These problems include crosscutting
functionalities of distributed and concurrent systems, support for the evolution of distributed software systems,
and correctness guarantees for the resulting software systems.

Underlying our interest in these domains is the well-known observation that large-scale distributed applications
are subject to numerous crosscutting functionalities (such as the transactional behavior in enterprise informa-
tion systems, the implementation of security policies, and fault recovery strategies). These functionalities are
typically partially encapsulated in distributed infrastructures and partially handled in an ad hoc manner by us-
ing infrastructure services at the application level. Support for a more principled approach to the development
and evolution of distributed software systems in the presence of crosscutting functionalities has been investi-
gated in the field of open adaptable middleware [54], [76]. Open middleware design exploits the concept of
reflection to provide the desired level of configurability and openness. However, these approaches are subject
to several fundamental problems. One important problem is their insufficient, framework-based support that
only allows partial modularization of crosscutting functionalities.

There has been some criticism on the use of AspectJ-like aspect models (which middleware aspect models
like that of JBoss AOP are an instance of) for the modularization of distribution and concurrency related
concerns, in particular, for transaction concerns [75] and the modularization of the distribution concern
itself [91]. Both criticisms are essentially grounded in Aspect]’s inability to explicitly represent sophisticated
relationships between execution events in a distributed system: such aspects therefore cannot capture the
semantic relationships that are essential for the corresponding concerns. History-based aspects, as those
proposed by the ASCOLA project-team provide a starting point that is not subject to this problem.

From a point of view of language design and implementation, aspect languages, as well as domain specific
languages for distributed and concurrent environments share many characteristics with existing distributed
languages: for instance, event monitoring is fundamental for pointcut matching, different synchronization
strategies and strategies for code mobility [69] may be used in actions triggered by pointcuts. However, these
relationships have only been explored to a small degree. Similarly, the formal semantics and formal properties
of aspect languages have not been studied yet for the distributed case and only rudimentarily for the concurrent
one [49], [66].

3.5. Security

Security properties and policies over complex service-oriented and standalone applications become ever
more important in the context of asynchronous and decentralized communicating systems. Furthermore, they
constitute prime examples of crosscutting functionalities that can only be modularized in highly insufficient
ways with existing programming language and service models. Security properties and related properties,
such as accountability properties, are therefore very frequently awkward to express and difficult to analyze
and enforce (provided they can be made explicit in the first place).

Two main issues in this space are particularly problematic from a compositional point of view. First,
information flow properties of programming languages, such as flow properties of Javascript [51], and service-
based systems [57] are typically specially-tailored to specific properties, as well as difficult to express and
analyze. Second, the enforcement of security properties and security policies, especially accountability-related
properties [85], [92], is only supported using ad hoc means with rudimentary support for property verification.

The ASCOLA team has recently started to work on providing formal methods, language support and
implementation techniques for the modular definition and implementation of information flow properties
as well as policy enforcement in service-oriented systems as well as, mostly object-oriented, programming
languages.

3.6. Green IT

With the emergence of the Future Internet and the dawn of new IT architecture and computation models such
as cloud computing, the usage of data centers (DC) as well as their power consumption increase dramatically



Project-Team ASCOLA 41

[56]. Besides the ecological impact [70], energy consumption is a predominant criterion for DC providers
since it determines the daily cost of their infrastructure. As a consequence, power management becomes one
of the main challenges for DC infrastructures and more generally for large-scale distributed systems.

To address this problem, we study two approaches: a workload-driven [52] and power-driven one [88]. As
part of the workload-driven solution, we adapt the power consumption of the DC depending on the application
workload, and evaluate whether this workload to be more reactive. We develop a distributed system from the
system to the service-oriented level mainly based on hardware and virtualization capabilities that is managed
in a user-transparent fashion. As part of the power-driven approach, we address energy consumption issues
through a strong synergy inside the infrastructure software stack and more precisely between applications
and resource management systems. This approach is characterized by adapting QoS properties aiming at the
best trade-off between cost of energy (typically from the regular electric grid), its availability (for instance,
from renewable energy), and service degradation caused, for instance, by application reconfigurations to jobs
suspensions.

3.7. Capacity Planning for Large Scale Distributed System

Since the last decade, cloud computing has emerged as both a new economic model for software (provision)
and as flexible tools for the management of computing capacity [50]. Nowadays, the major cloud features
have become part of the mainstream (virtualization, storage and software image management) and the big
market players offer effective cloud-based solutions for resource pooling. It is now possible to deploy
virtual infrastructures that involve virtual machines (VMs), middleware, applications, and networks in such
a simple manner that a new problem has emerged since 2010: VM sprawl (virtual machine proliferation)
that consumes valuable computing, memory, storage and energy resources, thus menacing serious resource
shortages. Scientific approaches that address VM sprawl are both based on classical administration techniques
like the lifecycle management of a large number of VMs as well as the arbitration and the careful management
of all resources consumed and provided by the hosting infrastructure (energy, power, computing, memory,
network etc.) [68], [96].

The ASCOLA team investigates fundamental techniques for cloud computing and capacity planning, from
infrastructures to the application level. Capacity planning is the process of planning for, analyzing, sizing,
managing and optimizing capacity to satisfy demand in a timely manner and at a reasonable cost. Applied to
distributed systems like clouds, a capacity planning solution must mainly provide the minimal set of resources
necessary for the proper execution of the applications (i.e., to ensure SLA). The main challenges in this context
are: scalability, fault tolerance and reactivity of the solution in a large-scale distributed system, the analysis and
optimization of resources to minimize the cost (mainly costs related to the energy consumption of datacenters),
as well as the profiling and adaptation of applications to ensure useful levels of quality of service (throughput,
response time, availability etc.).

Our solutions are mainly based on virtualized infrastructures that we apply from the IaaS to the SaaS levels.
We are mainly concerned by the management and the execution of the applications by harnessing virtualization
capabilities, the investigation of alternative solutions that aim at optimizing the trade-off between performance
and energy costs of both applications and cloud resources, as well as arbitration policies in the cloud in the
presence of energy-constrained resources.

4. Application Domains

4.1. Enterprise Information Systems and Services

Large IT infrastructures typically evolve by adding new third-party or internally-developed components, but
also frequently by integrating already existing information systems. Integration frequently requires the addi-
tion of glue code that mediates between different software components and infrastructures but may also consist
in more invasive modifications to implementations, in particular to implement crosscutting functionalities. In
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more abstract terms, enterprise information systems are subject to structuring problems involving horizontal
composition (composition of top-level functionalities) as well as vertical composition (reuse and sharing of
implementations among several top-level functionalities). Moreover, information systems have to be more and
more dynamic.

Service-Oriented Computing (SOC) that is frequently used for solving some of the integration problems
discussed above. Indeed, service-oriented computing has two main advantages:

e Loose-coupling: services are autonomous: they do not require other services to be executed;
e Ease of integration: Services communicate over standard protocols.

Our current work is based on the following observation: similar to other compositional structuring mecha-
nisms, SOAs are subject to the problem of crosscutting functionalities, that is, functionalities that are scattered
and tangled over large parts of the architecture and the underlying implementation. Security functionalities,
such as access control and monitoring for intrusion detection, are a prime example of such a functionality
in that it is not possible to modularize security issues in a well-separated module. Aspect-Oriented Software
Development is precisely an application-structuring method that addresses in a systemic way the problem of
the lack of modularization facilities for crosscutting functionalities.

We are considering solutions to secure SOAs by providing an aspect-oriented structuring and programming
model that allows security functionalities to be modularized. Two levels of research have been identified:

e Service level: as services can be composed to build processes, aspect weaving will deal with the
orchestration and the choreography of services.

e Implementation level: as services are abstractly specified, aspect weaving will require to extend
service interfaces in order to describe the effects of the executed services on the sensitive resources
they control.

4.2. Capacity Planning in Cloud, Fog and Edge Computing

Cloud and more recently Fog and Edge computing platforms aim at delivering large capacities of computing
power. These capacities can be used to improve performance (for scientific applications) or availability (e.g.,
for Internet services hosted by datacenters). These distributed infrastructures consist of a group of coupled
computers that work together and may be spread across a LAN (cluster), across a the Internet (Fog/Edge). Due
to their large scale, these architectures require permanent adaptation, from the application to the system level
and call for automation of the corresponding adaptation processes. We focus on self-configuration and self-
optimization functionalities across the whole software stack: from the lower levels (systems mechanisms such
as distributed file systems for instance) to the higher ones (i.e. the applications themselves such as clustered
servers or scientific applications).

In 2017, we have been consolidating our expertise around the OpenStack ecosystem. We proposed in particular
EnOS, a dedicated framework to conduct performance analyses of OpenStack at large-scale ina reproducible
manner. The framework enables researchers to conduct experiments in an automize manner on top of different
testbeds such as Grid’5000 and Chameleon. see Sec. 7.1.

In the energy field, we have designed a set of techniques, named Optiplace, for cloud management with
flexible power models through constraint programming. OptiPlace supports external models, named views.
Specifically, we have developed a power view, based on generic server models, to define and reduce the power
consumption of a datacenter’s physical servers. We have shown that OptiPlace behaves at least as good as
our previous system, Entropy, requiring as low as half the time to find a solution for the constrained-based
placement of tasks for large datacenters.

4.3. Pervasive Systems

Pervasive systems are another class of systems raising interesting challenges in terms of software structur-
ing. Such systems are highly concurrent and distributed. Moreover, they assume a high-level of mobility and
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context-aware interactions between numerous and heterogeneous devices (laptops, PDAs, smartphones, cam-
eras, electronic appliances...). Programming such systems requires proper support for handling various inter-
fering concerns like software customization and evolution, security, privacy, context-awareness... Additionally,
service composition occurs spontaneously at runtime.

Like Pervasive systems, Internet of thing is a major theme of these last ten years. Many research works has
been led on the whole chain, from communicating sensors to big data management, through communication
middlewares.

The more a sensor networks senses various data, the more the users panel is heterogeneous. Such an
heterogeneity leads to a major problem about data modeling: for each user, to aim at precisely addressing
his needs and his needs only; ie to avoid a data representation which would overwhelm the user with all the
data sensed from the network, regardless if he needs it or not. To leverage this issue, we propose a multitree
modeling for sensor networks which addresses each of these specific usages.With this modeling comes a
domain specific language (DSL) which allows users to manipulate, parse and aggregate information from the
Sensors.

S. Highlights of the Year

5.1. Highlights of the Year

5.1.1.

5.1.2.

Remarkable results: research and third-party funding

Regarding scientific results, the team has produced a number of outstanding results on Fog/Edge architectures,
notably on how to leverage renewable energy in this context [29], [9], [8], [33]. In the software engineering
domain, particularly notable contributions have been made on software adaptability [4], [11].

Concerning third-party funding, 2017 has seen the acceptance of the large industrial/academic Hydda project
as well as the start of two individual projects, the Kerdata and ConnectTalent projects, both of which issue of
highly-competitive calls.

The future: the Gallinette and Stack teams

After a 10-year adventure, the research path of the Ascola team finishes at the end of 2017 after having given
rise to two new teams in 2017: the Gallinette team in April and the Stack team in November. These new
teams pursue and diversify Ascola’s main research domains, respectively formal methods for programming
languages and distributed software systems. Note that because of the rather early split of the Gallinette team,
we have not included the corresponding results in this year’s Ascola report.

5.1.3. Awards

In 2017 members of the team have been awarded three research-related awards: two personal awards and a
best paper award:

e Programme Jeunes Talents France Chine 2017:
Shadi Ibrahim was one of the 12 researchers selected for the “Programme Jeunes Talents France
Chine” award (12 out of 54 applicants).
e ICA3PP-2017 Outstanding Leadership Award:
Shadi Ibrahim received an Outstanding Leadership Award as program chair of the ICA3PP-2017.
BEST PAPERS AWARDS :

[27] The 7th International Conference on Cloud Computing and Services Science (CLOSER 2017). J.
LEJEUNE, F. ALVARES, T. LEDOUX.
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6. New Software and Platforms

6.1. btrCloud

KEYWORDS: Cloud computing - Data center - Cluster - Placement - Autonomic system - Orchestration -
Energy - Grid - Virtualization - Scheduler

FUNCTIONAL DESCRIPTION: Orchestration, virtualization, energy, autonomic system, placement, cloud
computing, cluster, data center, scheduler, grid

btrCloud is a virtual machine manager for clusters and provides a complete solution for the management and
optimization of virtualized data centers. btrCloud (acronym of better cloud) is composed of three parts.

The analysis function enables operatives and people in charge to monitor and analyze how a data-center works
- be it on a daily basis, on the long run, or in order to predict future trends. This feature includes boards for
performance evaluation and analysis as well as trends estimation.

btrCloud, by the integration of btrScript, provides (semi-)automated VM lifecycle management, including
provisioning, resource pool management, VM tracking, cost accounting, and scheduled deprovisioning. Key
features include a thin client interface, template-based provisioning, approval workflows, and policy-based
VM placement.

Finally, several kinds of optimizations are currently available, such as energy and load balancing. The former
can help save up to around 20

e  Participants: Frédéric Dumont, Guillaume Le Loué&t and Jean-Marc Menaud
e Contact: Guillaume Le Louét
e  URL: http://www.btrcloud.org/btrCloud/index_EN.html

6.2. SimGrid

KEYWORDS: Large-scale Emulators - Grid Computing - Distributed Applications

SCIENTIFIC DESCRIPTION: SimGrid is a toolkit that provides core functionalities for the simulation of
distributed applications in heterogeneous distributed environments. The simulation engine uses algorithmic
and implementation techniques toward the fast simulation of large systems on a single machine. The models
are theoretically grounded and experimentally validated. The results are reproducible, enabling better scientific
practices.

Its models of networks, cpus and disks are adapted to (Data)Grids, P2P, Clouds, Clusters and HPC, allowing
multi-domain studies. It can be used either to simulate algorithms and prototypes of applications, or to emulate
real MPI applications through the virtualization of their communication, or to formally assess algorithms and
applications that can run in the framework.

The formal verification module explores all possible message interleavings in the application, searching for
states violating the provided properties. We recently added the ability to assess liveness properties over
arbitrary and legacy codes, thanks to a system-level introspection tool that provides a finely detailed view
of the running application to the model checker. This can for example be leveraged to verify both safety or
liveness properties, on arbitrary MPI code written in C/C++/Fortran.

RELEASE FUNCTIONAL DESCRIPTION:

e Four releases in 2017. Major changes:

—  S4U: many progress, toward SimGrid v4.0. About 80% of the features offered by SimDag
and MSG are now integrated, along with examples. Users can now write plugins to extend
SimGrid.

—  SMPI: Support MPI 2.2, RMA support, Convert internals to C++.
— Java: Massive memleaks and performance issues fixed.

—  New models: Multi-core VMs, Energy consumption due to the network
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— All internals are now converted to C++, and most of our internally developped data
containers were replaced with std::* constructs.
—  (+ bug fixes, cleanups and documentation improvements)

e Participants: Adrien Lebre, Arnaud Legrand, Augustin Degomme, Florence Perronnin, Frédéric
Suter, Jean-Marc Vincent, Jonathan Pastor, Jonathan Rouzaud-Cornabas, Luka Stanisic, Mario
Siidholt and Martin Quinson

e Partners: CNRS - ENS Rennes

e Contact: Martin Quinson
URL: http://simgrid.gforge.inria.fr/

6.3. VMPlaces

FUNCTIONAL DESCRIPTION: VMPlaces is a dedicated framework to evaluate and compare VM placement
algorithms. This framework is composed of two major components: the injector and the VM placement
algorithm. The injector is the generic part of the framework (i.e. the one you can directly use) while the
VM placement algorithm is the part you want to study (or compare with available algorithms). Currently, the
VMPlaceS is released with three algorithms:

Entropy, a centralized approach using a constraint programming approach to solve the place-
ment/reconfiguration VM problem

Snooze, a hierarchical approach where each manager of a group invokes Entropy to solve the place-
ment/reconfiguration VM problem. Note that in the original implementation of Snooze, it is using a specific
heuristic to solve the placement/reconfiguration VM problem. As the sake of simplicity, we have simply reused
the entropy scheduling code.

DVMS, a distributed approach that dynamically partitions the system and invokes Entropy on each partition.
e Participants: Adrien Lébre, Flavien Quesnel, Jonathan Pastor, Mario Siidholt and Takahiro Hiro-
fuchi
e Contact: Adrien Lebre
e URL: http://beyondtheclouds.github.io/VMPlaceS/

6.4. ENOS

Experimental eNvironment for OpenStack
KEYWORDS: OpenStack - Experimentation - Reproducibility
FUNCTIONAL DESCRIPTION: Enos workflow :

A typical experiment using Enos is the sequence of several phases:

- enos up : Enos will read the configuration file, get machines from the resource provider and will prepare
the next phase - enos os : Enos will deploy OpenStack on the machines. This phase rely highly on Kolla
deployment. - enos init-os : Enos will bootstrap the OpenStack installation (default quotas, security rules, ...)
- enos bench : Enos will run a list of benchmarks. Enos support Rally and Shaker benchmarks. - enos backup
: Enos will backup metrics gathered, logs and configuration files from the experiment.

e Partner: Orange Labs

o Contact: Adrien Lebre

7. New Results

7.1. Cloud programming and management
7.1.1. Cloud infrastructures

Our contributions regarding cloud infrastructures can be divided into three main topics described below:
contributions related to (i) geo-distributed clouds (e.g., Fog and Edge computing), (ii) the convergence of
Cloud and HPC infrastructures and (iii) the simulation of virtualized infrastructures.
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7.1.1.1. Geo-distributed Clouds

Many academic and industry experts are now advocating a shift from large-centralized Cloud Computing
infrastructures to massively small-geo-distributed data centers at the edge of the network. This new paradigm
of utility computing is often called Fog and Edge Computing. Advantages of this paradigm are, among others,
data-locality that enhances security aspects and response times for latency-critical applications, new energetic
options because of reduced size of data centers (e.g., renewable energies), single point of failure avoidance etc.
Among the obstacles to the adoption of this model though is the development of a convenient and powerful
IaaS system capable of managing a significant number of remote data-centers in a unified way, including
monitoring and data management issues in a decentralized environment.

In 2017, we achieved three main contributions toward this challenge.

In [12], we investigate how a holistic monitoring service for a Fog/Edge infrastructure, hosting next generation
digital services, should be designed. Although several solutions have been proposed in the past for the
monitoring of clusters, grids and cloud systems, none of those is well appropriate to the specific Fog and Edge
Computing context. The contributions of this study are: (i) the problem statement, (ii) a classification and a
qualitative analysis of major existing solutions, and (iii) a preliminary discussion of the impact of deployment
strategies on the monitoring service.

In [6], [39], [17], we present successive studies related to the design and development of a first-class object
store service for Fog/Edge facilities. After a deep analysis of major existing solutions (Ceph, Cassandra ...),
we designed a proposal that combines Scale-out Network Attached Storage systems (NAS) and IPFS, a
BitTorrent-based object store spread throughout the Fog/Edge infrastructure. Without impacting the IPFS
advantages particularly in terms of data mobility, the use of a Scale-out NAS on each site reduces the inter-site
exchanges that are costly but mandatory for the metadata management in the original IPFS implementation.
Several experiments conducted on Grid’5000 testbed are analysed and corroborate, first, the benefit of using an
object store service spread at the Edge, and second, the importance of mitigating inter-site accesses. Ongoing
activities are related to the management of meta data information in order to benefit from data movements.

Finally, in [26], we introduce the premises of a fog/edge resource management system by leveraging the
OpenStack software, a leading IaaS manager in the industry. The novelty of the presented prototype is to
operate such an Internet-scale IaaS platform in a fully decentralized manner, using P2P mechanisms to achieve
high flexibility and avoid single points of failure. More precisely, we revised the OpenStack Nova service
(i.e., virtual machine management and allocation) by leveraging a distributed key/value store instead of the
centralized SQL backend. We present experiments that validate the correct behavior and gives performance
trends of our prototype through an emulation of several data-centers using Grid’5000 testbed.

7.1.1.2. Cloud and HPC convergence

Geo-distribution of Cloud Infrastructures is not the only current trend of utility computing. Another important
challenge is to reach the convergence of Cloud and HPC infrastructures, in other words on-demand HPC.
Among challenges of this convergence is, for example, the enhancement of the use of light virtualization
techniques on HPC systems, as well as the enhancement of mechanisms to be able to consolidate those
VMs without deteriorating the performance of HPC applications, thus minimizing interferences between
applications.

In [36], we present Eley, a burst buffer solution that helps to accelerate the performance of Big Data applica-
tions while guaranteeing the QoS of HPC applications. To achieve this goal, Eley embraces interference-aware
prefetching technique that makes reading data input faster while introducing low interference for HPC appli-
cations. Specifically, we equip the prefetcher with five optimization actions including No Action, Full Delay,
Partial Delay, Scale Up and Scale Down. It iteratively chooses the best action to optimize the prefetching
while guaranteeing the pre-defined QoS requirement of HPC applications (i.e., the deadline constraint for
the completion of each I/O phase). Evaluations using a wide range of Big Data and HPC applications show
the effectiveness of Eley in reducing the execution time of Big Data applications (shorter map phase) while
maintaining the QoS of HPC applications.
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7.1.1.3. Virtualization simulation

Finally, it is important to be able to simulate the behavior of proposals for the future architectures. However,
current models for virtualized resources are not accurate.

In [32], we present our latest results regarding virtualization abstractions and models for cloud simulation
toolkits. Cloud simulators still do not provide accurate models for most Virtual Machine (VM) operations.
This leads to incorrect results in evaluating real cloud systems. Following previous works on live-migration,
we discuss an experimental study we conducted in order to propose a first-class VM boot time model. Most
cloud simulators often ignore the VM boot time or give a naive model to represent it. After studying the
relationship between the VM boot time and different system parameters such as CPU utilization, memory
usage, /O and network bandwidth, we introduce a first boot time model that could be integrated into current
cloud simulators. Through experiments, we also show that our model correctly reproduced the boot time of a
VM under different resources contention.

7.1.2. Deployment and reconfiguration in the Cloud

Being able to manage the new generation of utility computing infrastructures is an important step to build
useful system building blocks. The next step is to be able to perform initial deployment of any kind of
distributed software (i.e., systems, frameworks or applications) on those infrastructures, thus dealing with
a complex process that includes interactions between building blocks such as virtual machine management,
optimized deployment plans, monitoring of deployment etc. Such deployment processes cannot be handled
manually anymore, for this reason automatic deployments tools have to be designed according to the
challenges of new infrastructures (e.g., geo-distribution, hybrid infrastructures etc.). Moreover, as distributed
software are more and more dynamic (i.e., reconfiguring themselves at runtime), reconfiguration and self-
management capabilities should be handled in an efficient and scalable manner.

7.1.2.1. Initial deployment and placement strategies

When focusing on the initial deployment, many challenges should already need to be addressed such as
placement of distributed software onto virtual machines, themselves being placed onto physical resources. This
kind of placement problem can be modeled in many different ways, such as linear or constraint programming
or graph partitioning. Most of the time a multi-objective NP-hard problem is formulated, and specific heuristics
have to be built to reach scalable solutions.

In [18], we present new specific placement constraints and objectives adapted to hybrid clouds infrastructures,
and we address this problem through constraint programming. Furthermore we evaluate the expressivity and
performance of the solution on a real case study. In the Cloud, if public providers enable simple access to
resources for companies and users who have sporadic computation or storage needs, private clouds could
sometimes be preferred for security or privacy reasons, or for cost reasons due to a high frequency usage of
services. However, in many cases a choice between public or private clouds does not fulfill all requirements
of companies and hybrid cloud infrastructures should be preferred. Solutions have already been proposed to
address hybrid cloud infrastructures, however most of the time the placement of a distributed software on such
infrastructure has to be indicated manually.

In [37], we present a geo-aware graph partitioning method named G-Cut, which aims at minimizing the inter-
DC data transfer time of graph processing jobs in geo-distributed DCs while satisfying the WAN usage budget.
G-Cut adopts two novel optimization phases which address the two challenges in WAN usage and network
heterogeneities separately. G-Cut can be also applied to partition dynamic graphs thanks to its light-weight
runtime overhead. We evaluate the effectiveness and efficiency of G-Cut using real-world graphs with both real
geo-distributed DCs and simulations. Evaluation results demonstrate that effectiveness of G-Cut in reducing
the inter-DC data transfer time and the WAN usage with a low runtime overhead.

Many other challenges than placement rise from the initial deployment. In [20], we present a survey of existing
deployment tools that have been used in production to deploy OpenStack, which is a complex distributed
system composed of more than a hundred different services. To fully understand how IaaSes are deployed
today, we propose in this paper an overall model of the application deployment process that describes each
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step with their interactions. This model then serves as the basis to analyse five different deployment tools
used to deploy OpenStack in production: Kolla, Enos, Juju, Kubernetes, and TripleO. Finally, a comparison is
provided and the results are discussed to extend this analysis.

7.1.2.2. Capacity planning and scheduling

While a placement problem is a discrete problem at a given instant, some other challenges of deployment and
reconfiguration may include the time dimension leading to scheduling optimization.

in [30] we have proposed two original workload prediction models for Cloud infrastructures. These two
models, respectively based on constraint programming and neural networks, focus on predicting the CPU
usage of physical servers in a Cloud data center. The predictions could then be exploited for designing energy-
efficient resource allocation mechanisms like scheduling heuristics or over-commitment policies. We also
provide an efficient trace generator based on constraint satisfaction problem and using a small amount of
real traces. Such a generator can overcome availability issues of extensive real workload traces employed
for optimization heuristics validation. While neural networks exhibit higher prediction capabilities, constraint
programming techniques are more suitable for trace generation, thus making both techniques complementary.

7.1.2.3. Reconfiguration and self-management

Being able to handle the dynamicity of hardware, system building blocks, middleware and applications is a
great challenge of today’s and future utility computing systems. On large infrastructures such as Cloud, Fog
or Edge Computing, manual administration of such dynamicity is not feasible. The automatic management of
reconfiguration, or self-management of software is of great importance to guarantee reliability, fault tolerance,
security, and cost and energy optimization.

In [4], in order to improve the self-adaptive behaviors in the context of Component-based Architecture, we
design self-adaptive software components based on logical discrete control approaches, in which the self-
adaptive behavioural models enrich component controllers with a knowledge not only on events, configura-
tions and past history, but also with possible future configurations. This article provides the description, im-
plementation and discussion of Ctrl-F, a Domain-specific Language whose objective is to provide high-level
support for describing these control policies. In [13], we extended Ctrl-F with modularity capabilities. Apart
from the benefits of reuse and substitutability of Ctrl-F programs, modularity allows to break down the combi-
natorial explosion intrinsic to the generation of correct-by-construction controllers in the compilation process
of Ctrl-F. A further advantage of modularity is that the executable code, that is, the controllers resulting from
that compilation, are loss-coupled and can therefore be deployed and executed in a distributed fashion.

However, higher abstraction-level tools also have to be proposed for reconfiguration. In [21], we introduce
ElaScript, a Domain Specific Language (DSL) which offers Cloud administrators a simple and concise way to
define complex elasticity-based reconfiguration plans. ElaScript is capable of dealing with both infrastructure
and software elasticities, independently or together, in a coordinated way. We validate our approach by first
showing the interest to have a DSL offering multiple levels of control for Cloud elasticity, and then by showing
its integration with a realistic well-known application benchmark deployed in OpenStack and the Grid’5000
infrastructure testbed.

Finally, self-management can be applied at many different levels of the Cloud paradigm, from infrastructure
reconfigurations to application topology reconfigurations. In practice these reconfiguration mechanisms are
tightly coupled. For example, a change in the infrastructure could lead to the re-deployment of virtual
machines upon it that could lead itself to application reconfigurations. In [27], we advocate that Cloud services,
regardless of the layer, may share the same consumer/provider-based abstract model. From that model, we can
derive a unique and generic Autonomic Manager (AM) that can be used to manage any XaaS (Everything-
as-a-Service) layer defined with that model. The paper proposes such an abstract (although extensible) model
along with a generic constraint-based AM that reasons on abstract concepts, service dependencies as well as
SLA (Service Level Agreements) constraints in order to find the optimal configuration for the modeled XaaS.
The genericity of our approach are shown and discussed through two motivating examples and a qualitative
experiment has been carried out in order to show the applicability of our approach as well as to discuss its
limitations.
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7.2. Energy-aware computing

7.2.1. Renewable energy

In his PhD thesis [1], Md Sabbir Hasan proposes — across three different contributions — how to smartly use
green energy at the infrastructure and application levels for further reduction of the corresponding carbon
footprints. First, he investigates the options and challenges to integrate different renewable energy sources in
a realistic way and proposes a Cloud energy broker, which can adjust the availability and price combination
to buy Green energy dynamically from the energy market in advance to make a data center partially green.
Then, he introduces the concept of virtualization of green energy, which can be seen as an alternative to
energy storage used in data centers to eliminate the intermittency problem to some extent. With the adoption
of this virtualization concept, we can maximize the usage of green energy contrary to energy storage which
induces energy losses, while introducing a notion of Green Service Level Agreement based on green energy
for service provider and end-users. Finally, he proposes an energy adaptive autoscaling solution to exploit
application internals to create green energy awareness in the interactive SaaS applications, while respecting
traditional QoS properties.

In [9], we present a scheme for green energy management in the presence of explicit and implicit integration of
renewable energy in data center. More specifically we propose three contributions: 1) we introduce the concept
of virtualization of green energy to address the uncertainty of green energy availability, ii) we extend the
Cloud Service Level Agreement (CSLA) language © to support Green SLA by introducing two new threshold
parameters and iii) we introduce green SLA algorithm which leverages the concept of virtualization of green
energy to provide per interval specific Green SLA. Experiments were conducted with real workload profile
from PlanetLab and server power model from SPECpower to demonstrate that Green SLA can be successfully
established and satisfied without incurring higher cost.

In [8], we investigate a thorough analysis of energy consumption and performance trade-off by allowing
smart usage of green energy for interactive cloud application. Moreover, we propose an auto-scaler, named as
SaaScaler, that implements several control loop based application controllers to satisfy different performance
(i.e., response time, availability and user experience) and resource aware metrics (i.e., quality of energy).
Based on extensive experiments with RUBiS benchmark and real workload traces using single compute
node in Openstack/Grid’5000, results suggest that 13% brown energy consumption can be reduced without
deprovisioning any physical or virtual resources at [aaS layer while 29% more users can access the application
by dynamically adjusting capacity requirements. In [23], we add to the previous paper the capability of
the infrastructure layer to be elastic. We propose a PaaS solution which efficiently utilize the elasticity
nature at both infrastructure and application levels, by leveraging adaptation in facing to changing condition
i.e., workload burst, performance degradation, quality of energy, etc. While applications are adapted by
dynamically re-configuring their service level based on performance and/or green energy availability, the
infrastructure takes care of addition/removal of resources based on application’s resource demand. Both
adaptive behaviors are implemented in separated modules and are coordinated in a sequential manner. We
validate our approach by extensive experiments and results obtained over Grid’5000 testbed. Results show
that, application can reduce significant amount of brown energy consumption by 35% and daily instance hour
cost by 37% compared to a baseline approach.

in [28] we address the problem of improving the utilization of renewable energy for a single data center by
using two approaches: opportunistic scheduling and energy storage. Our first result deals with analyzing the
workload to find ideal solar panel dimension and battery size, this is used to power the entire workload without
any brown energy consumption. However, in reality, either the solar panel dimension or the battery size are
limited, and we still have to address the problem of matching the workload consumption and renewable energy
production. The second result shows that opportunistic scheduling can reduce the demand for battery size while
the renewable energy is sufficient. The last results demonstrate that for different battery sizes and solar panel
dimensions, we can find an optimal solution combining both approaches that balances the energy losses due
to different causes such as battery efficiency and VM migrations due to consolidation algorithms.

0http://wcb.imt—atlantiquc.1"1'/)(—ir11°o/csla
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In [5] we presented the EPOC project, focus on energy-aware task execution from the hardware to application’s
components in the context of a mono-site data center (all resources are in the same physical location)
which is connected to the regular electric Grid and to renewable energy sources (such as windmills or solar
cells). we have presented the EpoCloud principles, architecture and middleware components. EpoCloud is
our prototype, which tackles three major challenges: 1) To optimize the energy consumption of distributed
infrastructures and service compositions in the presence of ever more dynamic service applications and ever
more stringent availability requirements for services; 2) To design a clever cloud’s resource management,
which takes advantage of renewable energy availability to perform opportunistic tasks, then exploring the
trade-off between energy saving and performance aspects in large-scale distributed system; 3) To investigate
energy-aware optical ultra high-speed interconnection networks to exchange large volumes of data (VM
memory and storage) over very short periods of time.

in [31] we extend our previous work on PIKA (focus 2 in the EPOC project) and introduced the green energy
aware scheduling problem (GEASP) to optimize the energy consumption of a small/medium size data center.
Using our model to solve the GEASP, we could optimize the energy consumption of a small/medium size
data center in three ways. First, we slightly decrease its overall energy consumption, second we considerably
decrease its brown energy consumption and finally we significantly increase its green energy consumption.

Energy-aware consolidation and reconfiguration

In [41] we compared the performance of VMs and containers when consolidating multiple services, in terms
of QoS and EE. Our experiments compared two broadly recognized virtualization technologies: KVM for the
VM approach, and Docker for the containers. We conclude that Docker outperforms KVM both in QoS and
EE. According to our measurements, Docker allows running up to a 21% more services than KVM, when
setting a maximum latency of 3,000 ms. In this configuration, Docker offers this service while using a 11.33%
less energy than KVM. At a datacenter level, the same computation could run using less servers and less
energy per server, accounting for a total of a 28% energy savings inside the datacenter.

The emergence of Internet of Things (IoT) is participating to the increase of data- and energy-hungry
applications. As connected devices do not yet offer enough capabilities for sustaining these applications, users
perform computation offloading to the cloud. To avoid network bottlenecks and reduce the costs associated to
data movement, edge cloud solutions have started being deployed, thus improving the Quality of Service. In
[29] , we advocated for leveraging on-site renewable energy production in the different edge cloud nodes to
green [oT systems while offering improved QoS compared to core cloud solutions. We proposed an analytic
model to decide whether to offload computation from the objects to the edge or to the core Cloud, depending on
the renewable energy availability and the desired application QoS. This model is validated on our application
use-case that deals with video stream analysis from vehicle cameras.

In [33], we address the problem of stragglers (i.e., slow tasks) in Big Data applications. In particular, we
introduce a novel straggler detection mechanism to improve the energy efficiency of speculative execution
in Hadoop, namely a hierarchical detection mechanism. The goal of this detection mechanism is to identify
critical stragglers which strongly affect the job execution times and reduce the number of killed speculative
copies which lead to energy waste. We also present an energy-aware copy allocation method to reduce the
energy consumption of speculative execution. The core of this allocation method is a performance model and
an energy model which expose the trade-off between performance and energy consumption when scheduling
a copy. We evaluate our hierarchical detection mechanism and energy-aware copy allocation method on the
Grid’5000 testbed using three representative MapReduce applications. Experimental results show a good
reduction in the resource wasted on killed speculative copies and an improvement in the energy efficiency
compared to state-of-the-art mechanisms.

The increasing size of main memories has lead to the advent of new types of storage systems. These systems
propose to keep all data in distributed main memories. In [35], we present a study to characterize the
performance and energy consumption of a representative in-memory storage system, namely RAMCloud,
to reveal the main factors contributing to performance degradation and energy-inefficiency. Firstly, we reveal
that although RAMCloud scales linearly in throughput for read-only applications, it has a non-proportional
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power consumption. Mainly because it exhibits the same CPU usage under different levels of access. Secondly,
we show that prevalent Web workloads i.e., read-heavy and update-heavy workloads, can impact significantly
the performance and the energy consumption. We relate it to the impact of concurrency, i.e., RAMCloud
poorly handles its threads under highly-concurrent accesses. Thirdly, we show that replication can be a major
bottleneck for performance and energy. Finally, we quantify the overhead of the crash-recovery mechanism in
RAMCloud on both energy-consumption and performance.

7.3. Software engineering

7.3.1. Security and privacy

This year, we have developed new results on the security and privacy of cloud systems on all layers of
abstraction: a first notion of distributed side-channel attacks on the system-level, privacy-aware middleware
storage systems and accountability specifications and implementations on the application level.

7.3.1.1. System-level security for virtualized environments

Isolation on the system-level is a core security challenge for Cloud infrastructures. Similarly, fog and edge
infrastructures are based on virtualization to share physical resources among several self-contained execution
environments like virtual machines and containers. Yet, isolation may be threatened due to side-channels,
created by the virtualization layer or due to the sharing of physical resources like the processor. Side-channel
attacks (SCAs) exploit and use such leaky channels to obtain sensitive data. Previous SCAs are local and
exploit isolation challenges of virtualized environments to retrieve sensitive information. We have introduced,
as a first, the concept of distributed side-channel attack (DSCA) that is based on coordinating local attack
techniques. We have explored how such attacks can threaten isolation of any virtualized environments such
as fog and edge computing. Finally, we have proposed a first set of applicable countermeasures for attack
mitigation of DSCAs. [14], [44]

In [24] we presented how the increasing adoption of cloud environments operated with virtualization technol-
ogy opened the way to a promising hypervisor-based security monitoring approach named Virtual Machine
Introspection (VMI). We investigated in Kbin-ID the application of binary code introspection at hypervisor
level and analysis mechanisms on all VM kernel binary code, namely all kernel functions, to widely narrow
the semantic gap in an automatic and largely OS independent way. Kbin-ID [40] is a novel hypervisor-based
main kernel binary code disassembler which enables the hypervisor to locate all VM main kernel binary code
and divide it into code blocks given only the address of one arbitrary kernel instruction. In [24] we presented a
security use case, we are able to detect running processes that are hidden from Linux task list and ps command
output, and more generally that our solution can be used for designing easily automatic and largely kernel
portable VMI applications that detect and safely react against malicious activities thanks to the instrumenta-
tion of kernel functions.

7.3.1.2. Privacy-Aware Data Storage.

In [34] we propose a cloud storage service that protects the privacy of users by breaking user documents into
blocks in order to spread them on several cloud providers. As cloud providers only own a part of the blocks
and they do not know the block organization, they can not read user documents. Moreover, the storage service
connects directly users and cloud providers without using a third-party as is generally the practice in cloud
storage services. Consequently, users do not give critical information (security keys, passwords, etc.) to a
third-party.

7.3.1.3. Accountability for Cloud applications.

Nowadays we are witnessing the democratization of cloud services, as a result, more and more end-users
(individuals and businesses) are using these services in their daily life. In such scenarios, personal data is
generally flowed between several entities. end-users need to be aware of the management, processing, storage
and retention of personal data, and to have necessary means to hold service providers accountable for the
use of their data. In Walid Benghabrit’s thesis we present an accountability framework called Accountability
Laboratory (AccLab) that allows to consider accountability from design time to implementation. We developed
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a language called Abstract Accountability Language (AAL) that allows to write obligations and accountability
policies. This language is based on a formal logic called First Order Linear Temporal Logic (FOTL) which
allows to check the consistency of the accountability policies and the compliance between two policies. These
policies are translated into a temporal logic called FO-DTL 3, which is associated to a monitoring technique
based on formula rewriting. Finally we developed a monitoring tool called Accountability Monitoring
(AccMon) which provides means to monitor accountability policies in the context of a real system. These
policies are based on FO-DTL 3 logic and the framework can act in both centralized and distributed modes
and can run in on-line and off-line modes.

Accountability means to obey a contract and to ensure responsibilities in case of violations. In previous
work we defined the Abstract Accountability Language and its AccLab tool support. In order to evaluate the
suitability of our language and tool we experiment with the laptop user agreement, one of the policies of the
Hope University in Liverpool. While this experiment is still incomplete we are able to draw some preliminary
conclusions. The use of FOTL is rather tricky and the only existing prover is not maintained we think to target
a first-order logic approach in the future. Natural specifications have traditional issues, for instance missing
information, noises, ambiguities etc. But in case of these policies we can say much more. The information
system is missing but also most of the details about the auditing process and the rectification aspects (sanction,
compensation, explanation, etc). There is also a mixture of proper user behavior with the usage policy which
confuses the specifier. A mean to structure the specification is important, we suggest to use templates, and it
is also convenient to capture usage and accountability practices.

7.3.2. Software development and programming languages

7.3.2.1. Industrial Internet

In [19], we present a first “vision” paper toward Cloud Manufacturing. More precisely we try to reconsider
relationships between Cloud Computing and Cloud Manufacturing based on basic definitions and historical
evolution of both worlds. History shows many relations between computer science and manufacturing
processes, starting with the initial idea of “digital manufacturing” in the *70s. Since then, advances in computer
science have given birth to the Cloud Computing (CC) paradigm, where computing resources are seen as a
service offered to various end-users. Of course, CC has been used as such to improve the IT infrastructure
associated to a manufacturing infrastructure, but its principles have also inspired a new manufacturing
paradigm Cloud Manufacturing (CMfg) with the perspective of many benefits for both the manufacturers
and their customers. However, despite the usefulness of CC for CMfg, we advocate that considering CC as a
core enabling technology for CMfg, as is often put forth in the literature, is limited and should be reconsidered.
This paper presents a new core-enabling vision toward CMfg, called Cloud Anything (CA). CA is based on the
idea of abstracting low-level resources, beyond computing resources, into a set of core control building blocks
providing the grounds on top of which any domain could be “cloudified”.

7.3.2.2. Cloud and HPC programming

In [43], we deal with testing reproducibility in the context of Cloud elasticity, which requires control of the
elasticity behavior, the possibility to select specific resources to be allocated/unallocated, and the coordination
of events parallel to the elasticity process. We propose an approach fulfilling those requirements in order to
make elasticity testing reproducible. To validate our approach, we perform three experiments on representative
bugs on MongoDB and Zookeeper Cloud applications, where our approach succeeds in reproducing all the
bugs.

In [7], the Multi-Stencil Framework (MSF) is presented. Even though this framework is applied on HPC
numerical simulations, this work can be transposed to many different domains, for instance smart-* appli-
cations of Fog and Edge computing infrastructures, where heterogeneity of computations and programming
models have to be handled. As the computation power of modern high performance architectures increases,
their heterogeneity and complexity also become more important. One of the big challenges of exascale is to
reach programming models that give access to high performance computing (HPC) to many scientists and
not only to a few HPC specialists. One relevant solution to ease parallel programming for scientists is Do-
main Specific Language (DSL). However, one problem to avoid with DSLs is to mutualized existing codes



Project-Team ASCOLA 53

and libraries instead of implementing each solution from scratch. For example, this phenomenon occurs for
stencil-based numerical simulations, for which a large number of languages has been proposed without code
reuse between them. The Multi-Stencil Framework (MSF) presented in this paper combines a new DSL to
component-based programming models to enhance code reuse and separation of concerns in the specific case
of stencils. MSF can easily choose one parallelization technique or another, one optimization or another, as
well as one back-end implementation or another. It is shown that MSF can reach same performances than a non
component-based MPI implementation over 16.384 cores. Finally, the performance model of the framework
for hybrid parallelization is validated by evaluations.

8. Bilateral Contracts and Grants with Industry

8.1. Bilateral Contracts with Industry

Participants: Adrien Lebre [Contact point], Ronan-Alexandre Cherrueau, Alexandre Van Kempen.

During 2017, we agreed with Orange Labs (Lannion) to conduct a dedicated study on the evaluation of AMQP
message bus alternatives within the OpenStack ecosystem. This bilateral contract (“Contrat de Recherche
Externalisé”) officially started in Sept 2017 for one year. With the allocated budget ( 100K), we hired a new
research engineer, Alexandre Van Kempen. Alexandre Van Kempen works with Ronan-Alexandre Cherrueau
(Temporary Resarch Engineer, hired in the context of the MERCURY InriHub) and Matthieu Simonin
(Permanent Research Engineer from the Rennes Bretagne Atlantique Center) on conducting this analysis.
In addition to extending the EnOS framework previously presented, they are performing several experiments
with the support of the OpenStack open-source community (in particulat RedHat). The goal of the study is
to identify major drawbacks of the default RabbitMQ solution with respect to the Fog/Edge requirements and
evaluate whether some alternatives are available in the open-source ecosytem.

9. Partnerships and Cooperations

9.1. Regional Initiatives

9.1.1. RFI Atlanstic 2020

9.1.1.1. CoMe4ACloud
Participants: Thomas Ledoux [coordinator], Frederico Alvares de Oliveira Junior, Zakarea Al Shara.

The high-level objective of the 1-year CoMe4ACloud (Constraints and Model Engineering for Autonomic
Clouds) project is to provide an end-to-end solution for autonomic Cloud services. To that end, we rely on
techniques of Constraint Programming so as a decision-making tool and Model-driven Engineering to ease the
automatic generation of the so-called autonomic managers as well as their synchronization with the managed
system (i.e., the Cloud layers).

This year, we got the best paper award of CLOSER 2017 (the 7th International Conference on Cloud
Computing and Services Science) [27]. We have also submitted two publications and provided two video-
demonstrations of the early results.

CoMe4ACloud is an Atlanstic2020 funded project and supports a post-doc position. The project is led by
Ascola research team and involves also AtlanModels and TASC, all of them from the LS2N and situated at
IMT Atlantique. See https://come4acloud.github.io for more information.

9.1.1.2. SYMeTRIC
Participant: Jean-Marc Menaud [coordinator].

SyMeTRIC is a regional federated project in Systems Medicine funded by the Pays de la Loire french
region. Systems Medicine approaches can be compared to Systems Biology. They aim at integrating several
information sources to design and validate bio-models and biomarkers to anticipate and enhance patients
follow-up (diagnosis, treatment response prediction, prognosis).
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9.2. National Initiatives

9.2.1. CominLabs laboratory of excellence

9.2.1.1. EPOC
Participants: Jean-Marc Menaud [coordinator], Thomas Ledoux, Md Sabbir Hasan, Yunbo Li.

The project EPOC (Energy Proportional and Opportunistic Computing system) is a project running for 4 years.
Four other partners collaborate within the project that is coordinated by ASCOLA: Myriads team, and the three
institutions ENIB, ENSTB and University of Nantes. In this project, the partners focus on energy-aware task
execution from the hardware to application components in the context of a mono-site data center (all resources
are in the same physical location) which is connected to the regular electric Grid and to renewable energy
sources (such as windmills or solar cells). Three major challenges are addressed in this context: optimize
the energy consumption of distributed infrastructures and service compositions in the presence of ever more
dynamic service applications and ever more stringent availability requirements for services; design a clever
cloud’s resource management which takes advantage of renewable energy availability to perform opportunistic
tasks, then exploring the trade-off between energy saving and performance aspects in large-scale distributed
system; investigate energy-aware optical ultra high-speed interconnection networks to exchange large volumes
of data (VM memory and storage) over very short periods of time.

One of the strengths of the project is to provide a systematic approach, and use a single model for the system
(from hard to soft) by mixing constraint programming and behavioral models to manage energy consumption
in data centers.

9.2.1.2. PrivGen
Participants: Fatima-Zahra Boujdad, Mario Siidholt [coordinator].

PrivGen (“Privacy-preserving sharing and processing of genetic data”) is a three-year project that has been
started in Oct. 2016 and is conducted by three partners: a team of computer scientists from the LATIM Inserm
institute in Brest mainly working on data watermarking techniques, a team of geneticians from an Inserm
institute in Rennes working on the gathering and interpretation of genetic data, and the Ascola team. The
project provides funding of 330 KEUR altogether with an Ascola share of 120 KEUR.

The project considers challenges related to the outsourcing of genetic data that is in the Cloud by different
stakeholders (researchers, organizations, providers, etc.). It tackles several limitations of current security
solutions in the cloud, notably the lack of support for different security and privacy properties at once and
computations executed at different sites that are executed on behalf of multiple stakeholders.

The partners are working on three main challenges:
e  Mechanisms for a continuous digital content protection
e Composition of security and privacy-protection mechanisms
e Distributed processing and sharing of genetic data

The Ascola team is mainly involved in providing solutions for the second and third challenges.

9.2.2. ANR

9.2.2.1. GRECO (ANR)
Participant: Adrien Lebre [Contact point].

The GRECO project (Resource manager for cloud of Things) is an ANR project (ANR-16-CE25-0016)
running for 42 months (starting in January 2017 with an allocated budget of 522KEuros, 90KEuro for
ASCOLA).

The consortium is composed of 4 partners: Qarnot Computing (coordinator) and 3 academic research group
(DATAMOVE and AMA from the LIG in Grenoble and ASCOLA from Inria Rennes Bretagne Atlantique).
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The goal of the GRECO project (https://anr-greco.net) is to design a manager for cloud of things. The manager
should act at the IaaS, PaaS and SaaS layer of the cloud. One of the principal challenges will consist in
handling the execution context of the environment in which the cloud of things operates. Indeed, unlike
classical resource managers, connected devices imply to consider new types of networks, execution supports,
sensors and new constraints like human interactions. The great mobility and variability of these contexts
complexify the modelling of the quality of service. To face this challenge, we intend to innovate in designing
scheduling and data management systems that will use machine learning techniques to automatically adapt
their behaviour to the execution context. Adaptation here requires a modelling of the recurrent cloud of things
usages, the modelling of the dynamics of physical cloud architecture.
9.2.2.2. KerStream (ANR)
Participant: Shadi Ibrahim [Coordinator].

The KerStream project (Big Data Processing: Beyond Hadoop!) is an ANR JCJC (Young Researcher)
project (ANR-16-CE25-0014-1) running for 48 months (starting in January 2017 with an allocated budget
of 238KEuros).

The goal of the KerStream project is to address the limitations of Hadoop when running Big Data stream
applications on large-scale clouds and do a step beyond Hadoop by proposing a new approach, called
KerStream, for scalable and resilient Big Data stream processing on clouds. The KerStream project can be
seen as the first step towards developing the first French middleware that handles Stream Data processing at
Scale.

9.2.3. FSN

9.2.3.1. Hosanna (FSN)
Participants: Jean-Marc Menaud [coordinator]|, Remy Pottier.

The Hosanna project aims to scientifically and technically addresses the problem of deploying applications on
a distributed multi-cloud virtual infrastructure (private cloud, Amazon, OVH, CloudWatt, Numergy etc.) This
recent need is an important topic issue highlighted by recent major Outages in 2013 by the biggest players
in the cloud such as Amazon or Netflix. This project aims to provide services that allow users to deploy
their cloud multi-tier applications on hybrid Clouds infrastructures without any separation between IaaS. The
Ascola team is extending its optimization solution to address the task placement problem in a multi-cloud
environment and will develop a case study on a secure distributed file system. The project started in 2015 for
a duration of 2 years.
9.2.3.2. Hydda (FSN)
Participants: Jean-Marc Menaud [coordinator], Hélene Coullon.

The HYDDA project aims to develop a software solution allowing the deployment of Big Data applications
(with hybrid design (HPC/CLoud)) on heterogeneous platforms (cluster, Grid, private Cloud) and orchestrators
(Task scheduler like Slurm, Virtual orchestrator (like Nova for OpenStack or Swarm for Docker). The main
challenges addressed by the project are: how to propose an easy-to-use service to host (from deployment to
elimination) application components that are both typed Cloud and HPC? How propose a service that unifies
the HPCaaS (HPC as a service) and the Infrastructure as a Service (IaaS) in order to offer resources on demand
and to take into account the specificities of scientific applications? How optimize resources usage of these
platforms (CPU, RAM, Disk, Energy, etc.) in order to propose solutions at the least cost?

9.2.4. CPER

9.24.1. SeDuCe
Participants: Jean-Marc Menaud [coordinator], Adrien Lebre.

The SeDuCe project (Sustainable Data Centers: Bring Sun, Wind and Cloud Back Together), aims to
design an experimental infrastructure dedicated to the study of data centers with low energy footprint. This
innovative data center will be the first experimental data center in the world for studying the energy impact
of cloud computing and the contribution of renewable energy (solar panels, wind turbines) from the scientific,
technological and economic viewpoints. This project is integrated in the national context of grid computing
(Grid’5000), and the Constellation project, which will be an inter-node (Pays de la Loire, Brittany).
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9.2.5. Inria Project Labs

9.2.5.1. DISCOVERY
Participants: Héleéne Coullon, Shadi Ibrahim, Adrien Lebre [coordinator], Dimitri Pertin, Ronan-Alexandre
Cherrueau, Alexandre Van Kempen, Mario Siidholt.

To accommodate the ever-increasing demand for Utility Computing (UC) resources, while taking into account
both energy and economical issues, the current trend consists in building larger and larger Data Centers in a
few strategic locations. Although such an approach enables UC providers to cope with the actual demand while
continuing to operate UC resources through centralized software system, it is far from delivering sustainable
and efficient UC infrastructures for future needs.

The DISCOVERY initiative [26] aims at exploring a new way of operating Utility Computing (UC) resources
by leveraging any facilities available through the Internet in order to deliver widely distributed platforms that
can better match the geographical dispersal of users as well as the ever increasing demand. Critical to the
emergence of such locality-based UC (also referred as Fog/Edge Computing) platforms is the availability of
appropriate operating mechanisms. The main objective of DISCOVERY is to design, implement, demonstrate
and promote a new kind of Cloud Operting System (OS) that will enable the management of such a large-scale
and widely distributed infrastructure in an unified and friendly manner.

The consortium is composed of experts in the following research areas: large-scale infrastructure manage-
ment systems, networking and P2P algorithms. Moreover, two key network operators, namely Orange and
RENATER, are involved in the project.

By deploying and using a Fog/Edge OS on backbones, our ultimate vision is to enable large parts of the
Internet to be hosted and operated by its internal structure itself: a scalable set of resources delivered by any
computing facilities forming the Internet, starting from the larger hubs operated by ISPs, governments and
academic institutions, to any idle resources that may be provided by end users.

ASCOLA leads the DISCOVERY IPL and contributes mainly around two axes: VM life cycle management
and security concerns.

9.2.6. InriaHub

9.2.6.1. MERCURY
Participants: Ronan-Alexandre Cherrueau, Adrien Lebre [coordinator].

ASCOLA, in particular within the framework of the DISCOVERY initiative has been working on the massively
distributed use case since 2013. With the development of several proof-of-concepts around OpenStack, the
team has had the opportunity to start an InriaHub action. Named MERCURY, the goal of this action is twofold:
(1) support the research development made within the context of DISCOVERY and (ii) favor the transfer toward
the OpenStack community.

Further information available at: http://beyondtheClouds.github.io.

9.2.7. Fond d’amorcage IMT Industrie du Futur 2017

9.2.7.1. aLIFE
Participants: Hélene Coullon [coordinator], Jacques Noyé.

The French engineering school IMT Atlantique is organizing the aLIFE workshop between industry and
academia, in Nantes during two days on January, 30-31 2018. The objective of this workshop is to share
various experiences and success stories, as well as open challenges related to the contribution of software-
related research to Factories of the Future, in French apport de I’industrie du Logiciel a I'Industrie du Futur
Européenne (aLIFE). To this end, big multinational companies, as well as SMEs and academics will exchange
through plenary sessions and discussion panels.
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9.2.8. Connect Talent

9.2.8.1. Apollo (Connect Talent)
Participant: Shadi Ibrahim [Coordinator].

The Apollo project (Fast, efficient and privacy-aware Workflow executions in massively distributed Data-
centers) is an individual research project “’Connect Talent” running for 36 months (starting in November
2017 with an allocated budget of 201KEuros).

The goal of the Apollo project is to investigate novel scheduling policies and mechanisms for fast, efficient
and privacy-aware data-intensive workflow executions in massively distributed data-centers.

9.3. European Initiatives

9.3.1. FP7 & H2020 Projects

9.3.1.1. CogHoTT
Title: Coq for Homotopy Type Theory
Programm: H2020
Type: ERC
Duration: June 2015 - May 2020
Coordinator: Inria
Inria contact: Nicolas TABAREAU

Every year, software bugs cost hundreds of millions of euros to companies and administrations.
Hence, software quality is a prevalent notion and interactive theorem provers based on type theory
have shown their efficiency to prove correctness of important pieces of software like the C com-
piler of the CompCert project. One main interest of such theorem provers is the ability to extract
directly the code from the proof. Unfortunately, their democratization suffers from a major draw-
back, the mismatch between equality in mathematics and in type theory. Thus, significant Coq de-
velopments have only been done by virtuosos playing with advanced concepts of computer science
and mathematics. Recently, an extension of type theory with homotopical concepts such as univa-
lence is gaining traction because it allows for the first time to marry together expected principles
of equality. But the univalence principle has been treated so far as a new axiom which breaks one
fundamental property of mechanized proofs: the ability to compute with programs that make use
of this axiom. The main goal of the CogHoTT project is to provide a new generation of proof as-
sistants with a computational version of univalence and use them as a base to implement effective
logical model transformation so that the power of the internal logic of the proof assistant needed
to prove the correctness of a program can be decided and changed at compile time—according to a
trade-off between efficiency and logical expressivity. Our approach is based on a radically new com-
pilation phase technique into a core type theory to modularize the difficulty of finding a decidable
type checking algorithm for homotopy type theory. The impact of the CoqHoTT project will be very
strong. Even if Coq is already a success, this project will promote it as a major proof assistant, for
both computer scientists and mathematicians. CogHoTT will become an essential tool for program
certification and formalization of mathematics.

9.3.1.2. BigStorage
Title: BigStorage: Storage-based Convergence between HPC and Cloud to handle Big Data
Programm: H2020
Duration: January 2015 - December 2018
Coordinator: Universidad politecnica de Madrid
Partners:

Barcelona Supercomputing Center - Centro Nacional de Supercomputacion (Spain)
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Ca Technologies Development Spain (Spain)
Commissariat A L Energie Atomique et Aux Energies Alternatives (France)
Deutsches Klimarechenzentrum (Germany)
Foundation for Research and Technology Hellas (Greece)
Fujitsu Technology Solutions (Germany)
Johannes Gutenberg Universitaet Mainz (Germany)
Universidad Politecnica de Madrid (Spain)
Seagate Systems Uk (United Kingdom)
Inria contact: G. Antoniu & A. Lebre

The consortium of this European Training Network (ETN) *BigStorage: Storage-based Convergence
between HPC and Cloud to handle Big Data’ will train future data scientists in order to enable
them and us to apply holistic and interdisciplinary approaches for taking advantage of a data-
overwhelmed world, which requires HPC and Cloud infrastructures with a redefinition of storage
architectures underpinning them - focusing on meeting highly ambitious performance and energy
usage objectives. There has been an explosion of digital data, which is changing our knowledge
about the world. This huge data collection, which cannot be managed by current data management
systems, is known as Big Data. Techniques to address it are gradually combining with what has
been traditionally known as High Performance Computing. Therefore, this ETN will focus on the
convergence of Big Data, HPC, and Cloud data storage, ist management and analysis. To gain
value from Big Data it must be addressed from many different angles: (i) applications, which
can exploit this data, (ii) middleware, operating in the cloud and HPC environments, and (iii)
infrastructure, which provides the Storage, and Computing capable of handling it. Big Data can
only be effectively exploited if techniques and algorithms are available, which help to understand
its content, so that it can be processed by decision-making models. This is the main goal of Data
Science. We claim that this ETN project will be the ideal means to educate new researchers on
the different facets of Data Science (across storage hardware and software architectures, large-scale
distributed systems, data management services, data analysis, machine learning, decision making).
Such a multifaceted expertise is mandatory to enable researchers to propose appropriate answers
to applications requirements, while leveraging advanced data storage solutions unifying cloud and
HPC storage facilities.’

9.4. International Initiatives

9.4.1. Inria International Partners

9.4.1.1. Informal International Partners

National University of Singapore (NUS): We collaborate on resource management for workflows in the
cloud and optimizing graph processing in geo-distributed data-centers.

9.5. International Research Visitors

9.5.1. Visits to International Teams

9.5.1.1. Research Stays Abroad

HUST and ShenZhen University, China: From October 28 to November 11, S. Ibrahim visited the
Services Computing Technology and System Lab at Huazhong university of Science and Technology
and the National High Performance Computing Center at Shenzhen University.
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10. Dissemination

10.1. Promoting Scientific Activities

10.1.1. Scientific Events Organisation

10.1.1.1. Member of the Organizing Committees

e J. Noyé has co-organized with M. Aksit the symposium Modularity 2017, colocated with <Program-
ming> 2017 (Brussels).

e A. Lebre has been Publicity Chair of the Big Graph Processing workshop (co-located with
ICDCS’17).

e A.Lebre has co-organized the CNRS Rescom Summer School 2017 edition (70 persons).
10.1.2. Scientific Events Selection

10.1.2.1. Chair of Conference Program Committees
e A.Lebre and A. Simonet were co-program chair of ICFEC’17.

e S. Ibrahim was program co-chair of the 17th International Conference on Algorithms and Architec-
tures for Parallel Processing (ICA3PP-2017), Helsinki, Finland, August, 2017.

e  S.Ibrahim was program co-chair of thelst Workshop on the Integration of Extreme Scale Computing
and Big Data Management and Analytics (EBDMA 2017), co-located with CCGrid’17, Madrid,
Spain, May 2017.

10.1.2.2. Member of the Conference Program Committees

e H. Coullon was member of the program committees of the following conferences: CloudCOM’17,
ICFEC’17,ICCS’17, SAC PAPP’17, Compas’17

e S. Ibrahim was member of the program committees of SC’17, Cluster’17, HiPC’17, CCGrid’17,
ISPA’17, I-SPAN’17, CloudCom’17, FCST’17, PDSW-DISCS@SC’17, NetBOS@ICNP’17,
HPBDC@IPDPS’17, SCRAMBL@CCGrid’17.

e A. Lebre was member of the program committees of HPDC’17, SC’17, CC-
GRID’17,CloudCom’2017, and NoF’17.

e T Ledoux was member of the program committees of the following workshops:
ARM’17@Middleware, CrossCloud’ 17 @EuroSys

e J.-M. Menaud was member of the program committees of SDS’17, Xgreen2017, AICT’ 17, CEIS’17,
EEEP’17, Energy’ 17, SMARTGREENS’17

e J-C. Royer was member of the program committees of CAReMAS, ICIS’2017, SCAI’2017 and
WETICE’2017.

e M. Siidholt was a member of the program committees of CloudCom’17, ProWeb’17, and Program-
ming’17
e C.Zhou was member of the program committees of FCST’ 17, ICA3PP’17, EBDMA’ @ CCGrid’17.
10.1.3. Journal

10.1.3.1. Member of the Editorial Boards
e A.Lebre is an Associate Editor of the IEEE Transactions on BigDat

e S.Ibrahim is a Guest Editor of IEEE Transactions on Big Data — Special Issue on the Integration of
Extreme Scale Computing and Big Data Management and Analytics. a Journal.

e M. Siidholt is an Associate Editor of the journals Programming and Modularity (Springer).

10.1.3.2. Reviewer - Reviewing Activities
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H. Coullon has been a reviewer for the following journals: Annals of Telecommunication, Future
Generation Computer Systems, Transactions on BigData.

e H. Coullon has been a reviewer for the following conferences: Cluster’ 17, HPDC’17.

e A. Lebre has been reviewer for the following journals: IEEE Transactions on Network and Service
Management, and Journal of Parallel and Distributed Computing.

e A. Lebre has been reviewer for Europar 2017.

e T. Ledoux has been a reviewer for the journal IEEE Transactions on Services Computing.

e J. Noyé has been a reviewer for the Journal of Object Technology.

e S. Ibrahim has been a reviewer for the following journals: IEEE Transactions on Parallel and
Distributed Systems, and IEEE Transactions on Big Data.

10.1.4. Invited Talks

e S.Ibrahim has been invited to present a talk at the ResCom summer school (Le Croisic) : “ Big Data

Processing in the Cloud: Hadoop and Beyond”.

e S. Ibrahim has been invited to present a talk at CGCL (Huazhong University of Science and
Technology, China, 02/11/2017): “Scalable Big Data Management on clouds and HPC systems".

e S. Ibrahim has been invited to present a talk at ShenZhen University (China, 09/11/2017): “Scalable
Big Data Management on clouds and HPC systems".

e A. Lebre has been invited to present a talk at the 11th edition of the CloudControl Workshop serie
(Sweden) : “Enos: a Holistic Framework for Conducting Scientific Evaluations of OpenStack”.

e A. Lebre has been invited to present a talk at the ResCom summer school (Le Croisic) : ““ Utility
Computing: From Mainframes to Clouds and Beyond!”.

e T. Ledoux has been invited for a talk about frugal Cloud by the GDS Ecolnfo (CNRS) (Grenoble,
France, 02/03/2017)

e T. Ledoux has been invited to present the CoMe4ACloud project at the 4th Grenoble Workshop on
Autonomic Computing and Control (Grenoble, France, 10/23/2017)

e M. Siidholt has been invited to present a talk at the IMT Cybersecurity day on “Privacy and sharing
of genomic data.”

10.1.5. Scientific Expertise

e S. Ibrahim is Leading the Resource Management and Scheduling for Data-Intensive HPC Work-
flows activity within the JLESC, Joint Inria-Illinois-ANL-BSC-JSC-RIKEN/AICS Laboratory for
Extreme-Scale Computing.

e S. Ibrahim is member of Grid’5000 Sites Committee — Responsible for the Rennes site.

e A. Lebre is member of the executive committee of the GDR CNRS RSD “Réseau et Systeme
distribué¢” and Co-leader of the transversal action Virtualization and Clouds of this GDR since 2015.

e A.Lebre is leading the OpenStack “Fog/Edge/Massively Distributed Clouds” Special Interest Group
(further information at: https://wiki.openstack.org/wiki/Massively_Distributed_Clouds).

e A. Lebre is member of the executive and architect committees of the Grid’5000 GIS (Groupement
d’intérét scientifique).
e J.-M. Menaud is the organizer of "Pdle Science du Logiciel et des Systemes Distribués" in Labora-
toire des Sciences du Numérique a Nantes (LS2N) since June 2015.
e J-M. Menaud member of the thesis committee Gilles Kahn Award, sponsored by the French
Academy of Sciences awarded by the SiF
10.1.6. Research Administration

J. Noyé is deputy head of the Automation, Production and Computer Sciences department of IMT Atlantique.
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10.2. Teaching - Supervision - Juries

10.2.1. Supervision
e PhD: Md Sabbir Hasan, "Smart management of renewable energy in Clouds: from infrastructure to
application”, INSA Rennes, 05 March 2017, advisor: T. Ledoux

e HdR : Adrien Lebre, “Contributions to Large Scale Distributed Systems: The infrastructure view-
point”, University of Nantes, 1 Sept 2017.

e PhD: Emile Cadorel, director: J-M. Menaud, advisor: H. Coullon

e PhD: Fatima-zahra Boujdad, advisor: Mario Siidholt

e PhD: Maverick Chardet, advisors: H. Coullon and A. Lebre

e PhD: Yewan Wang, director: J-M. Menaud.

e PhD: Mohammad Mahdi Bazm: codirectors: Mario Sudholt, J-M. Menaud.
e Postdoc: Dimitri Pertin, advisor: H. Coullon

e Postdoc: Chi Zhou, advisor: S. Ibrahim

10.2.2. Juries

e S. Ibrahim was member of the PhD Committee of Thomas Lambert, “Etude de I’effet de la
replication de fichiers d’entree sur I’efficacite et la robustesse d’un ensemble de calcul”, University
of Bordeaux, September 2017.

e A. Lebre was member of the PhD Committee of Ismael Cuadrado-Cordero, “Microclouds: An

Approach for a Network-Aware Energy-Efficient Decentralized Cloud”, University of Rennes 1,
Feb 2017.

e A. Lebre was member of the PhD Committee of Luis Pineda, “Efficient Support fo Data-Intensive
Scientific Workflows on Geo-Distributed Clouds”, University of Rennes 1, May 2017.

o A. Lebre was member of the PhD Committee of Aymen Jlassi, “Optimisation de la gestion des
ressources sur une plateforme inforamtique de type Big-data basée sur le logiciel Hadoop”, Univer-
sity of Tours, Dec 2017.

o T. Ledoux was a member of the PhD committee of Xuan Sang Le, "Software/FPGA Co-design for
Edge-computing: Promoting Object-oriented Design", Univ. Bretagne Occidentale, May 2017

e J.-M. Menaud was reviewer of the PhD of Ines de Courchelle, "Vers une meilleure utilisation des
énergies renouvelables : application a des batiments scientifiques”,(Nov. 20, 2017), Toulouse ; Boris
Teabe (Oct 12, 2017) "Performance et qualité de service de 1’ordonnanceur dans un environnement
virtualisé", Toulouse ; Alexis Martin (Jan. 13, 2017) "Infrastructure pour la gestion générique et
optimisée des traces d’exécution pour les systeémes embarqués", Grenoble.

e J-C. Royer was member of the PhD comittee of Walid Benghabrit, “A Formal Model for Account-
ability”, IMT Atlantique, October 27 2017 and Gwendal Daniet, “Efficient Persistence, Query and
Tranformation of Large Models”, IMT Atlantique, November 14, 2017.

e M. Siidholt was a member of the PhD committee of Pauline Bolignano, “Formal Models and
Verification of Memory Management in a Hypervisor”, Inria, May 2017.
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2. Overall Objectives

2.1. Overall Objectives

The scientific objectives of ASPI are the design, analysis and implementation of interacting Monte Carlo
methods, also known as particle methods, with focus on

e statistical inference in hidden Markov models and particle filtering,
e risk evaluation and simulation of rare events,
e global optimization.

The whole problematic is multidisciplinary, not only because of the many scientific and engineering areas in
which particle methods are used, but also because of the diversity of the scientific communities which have
already contributed to establish the foundations of the field

target tracking, interacting particle systems, empirical processes, genetic algorithms (GA),
hidden Markov models and nonlinear filtering, Bayesian statistics, Markov chain Monte Carlo
(MCMC) methods, etc.

Intuitively speaking, interacting Monte Carlo methods are sequential simulation methods, in which particles
e explore the state space by mimicking the evolution of an underlying random process,
e learn their environment by evaluating a fitness function,

e and interact so that only the most successful particles (in view of the fitness function) are allowed to
survive and to get offsprings at the next generation.

The effect of this mutation / selection mechanism is to automatically concentrate particles (i.e. the available
computing power) in regions of interest of the state space. In the special case of particle filtering, which has
numerous applications under the generic heading of positioning, navigation and tracking, in

target tracking, computer vision, mobile robotics, wireless communications, ubiquitous com-
puting and ambient intelligence, sensor networks, etc.,

each particle represents a possible hidden state, and is replicated or terminated at the next generation on the
basis of its consistency with the current observation, as quantified by the likelihood function. With these
genetic—type algorithms, it becomes easy to efficiently combine a prior model of displacement with or without
constraints, sensor—based measurements, and a base of reference measurements, for example in the form of a
digital map (digital elevation map, attenuation map, etc.). In the most general case, particle methods provide
approximations of Feynman—Kac distributions, a pathwise generalization of Gibbs—Boltzmann distributions,
by means of the weighted empirical probability distribution associated with an interacting particle system,
with applications that go far beyond filtering, in

simulation of rare events, global optimization, molecular simulation, etc.

The main applications currently considered are geolocalisation and tracking of mobile terminals, terrain—aided
navigation, data fusion for indoor localisation, optimization of sensors location and activation, risk assessment
in air traffic management, protection of digital documents.
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3. Research Program

3.1. Interacting Monte Carlo methods and particle approximation of
Feynman-Kac distributions

Monte Carlo methods are numerical methods that are widely used in situations where (i) a stochastic (usually
Markovian) model is given for some underlying process, and (ii) some quantity of interest should be evaluated,
that can be expressed in terms of the expected value of a functional of the process trajectory, which includes
as an important special case the probability that a given event has occurred. Numerous examples can be found,
e.g. in financial engineering (pricing of options and derivative securities) [36], in performance evaluation
of communication networks (probability of buffer overflow), in statistics of hidden Markov models (state
estimation, evaluation of contrast and score functions), etc. Very often in practice, no analytical expression
is available for the quantity of interest, but it is possible to simulate trajectories of the underlying process.
The idea behind Monte Carlo methods is to generate independent trajectories of this process or of an alternate
instrumental process, and to build an approximation (estimator) of the quantity of interest in terms of the
weighted empirical probability distribution associated with the resulting independent sample. By the law of
large numbers, the above estimator converges as the size N of the sample goes to infinity, with rate 1/ VN and
the asymptotic variance can be estimated using an appropriate central limit theorem. To reduce the variance
of the estimator, many variance reduction techniques have been proposed. Still, running independent Monte
Carlo simulations can lead to very poor results, because trajectories are generated blindly, and only afterwards
are the corresponding weights evaluated. Some of the weights can happen to be negligible, in which case the
corresponding trajectories are not going to contribute to the estimator, i.e. computing power has been wasted.

A major breakthrough made in the mid 90’s, has been the introduction of interacting Monte Carlo methods,
also known as sequential Monte Carlo (SMC) methods, in which a whole (possibly weighted) sample, called
system of particles, is propagated in time, where the particles
e explore the state space under the effect of a mutation mechanism which mimics the evolution of the
underlying process,
e and are replicated or terminated, under the effect of a selection mechanism which automatically
concentrates the particles, i.e. the available computing power, into regions of interest of the state
space.

In full generality, the underlying process is a discrete—time Markov chain, whose state space can be

finite, continuous, hybrid (continuous / discrete), graphical, constrained, time varying, pathwise,
etc.,

the only condition being that it can easily be simulated.

In the special case of particle filtering, originally developed within the tracking community, the algorithms
yield a numerical approximation of the optimal Bayesian filter, i.e. of the conditional probability distribution
of the hidden state given the past observations, as a (possibly weighted) empirical probability distribution of
the system of particles. In its simplest version, introduced in several different scientific communities under
the name of bootstrap filter [38], Monte Carlo filter [43] or condensation (conditional density propagation)
algorithm [42], and which historically has been the first algorithm to include a resampling step, the selection
mechanism is governed by the likelihood function: at each time step, a particle is more likely to survive and to
replicate at the next generation if it is consistent with the current observation. The algorithms also provide as
a by—product a numerical approximation of the likelihood function, and of many other contrast functions for
parameter estimation in hidden Markov models, such as the prediction error or the conditional least—squares
criterion.

Particle methods are currently being used in many scientific and engineering areas

positioning, navigation, and tracking [39], [32], visual tracking [42], mobile robotics [33], [55],
ubiquitous computing and ambient intelligence, sensor networks, risk evaluation and simulation
of rare events [37], genetics, molecular simulation [34], etc.
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Other examples of the many applications of particle filtering can be found in the contributed volume [22] and
in the special issue of IEEE Transactions on Signal Processing devoted to Monte Carlo Methods for Statistical
Signal Processing in February 2002, where the tutorial paper [23] can be found, and in the textbook [51]
devoted to applications in target tracking. Applications of sequential Monte Carlo methods to other areas,
beyond signal and image processing, e.g. to genetics, can be found in [48]. A recent overview can also be
found in [25].

Particle methods are very easy to implement, since it is sufficient in principle to simulate independent
trajectories of the underlying process. The whole problematic is multidisciplinary, not only because of the
already mentioned diversity of the scientific and engineering areas in which particle methods are used, but
also because of the diversity of the scientific communities which have contributed to establish the foundations
of the field

target tracking, interacting particle systems, empirical processes, genetic algorithms (GA),
hidden Markov models and nonlinear filtering, Bayesian statistics, Markov chain Monte Carlo
(MCMC) methods.

These algorithms can be interpreted as numerical approximation schemes for Feynman—Kac distributions, a
pathwise generalization of Gibbs—Boltzmann distributions, in terms of the weighted empirical probability
distribution associated with a system of particles. This abstract point of view [30], [29], has proved
to be extremely fruitful in providing a very general framework to the design and analysis of numerical
approximation schemes, based on systems of branching and / or interacting particles, for nonlinear dynamical
systems with values in the space of probability distributions, associated with Feynman—Kac distributions.
Many asymptotic results have been proved as the number NV of particles (sample size) goes to infinity, using
techniques coming from applied probability (interacting particle systems, empirical processes [58]), see e.g.
the survey article [30] or the textbooks [29], [28], and references therein

convergence in ILP, convergence as empirical processes indexed by classes of functions, uniform
convergence in time, see also [46], [47], central limit theorem, see also [44], [31], propagation
of chaos, large deviations principle, etc.

The objective here is to systematically study the impact of the many algorithmic variants on the convergence
results.

3.2. Multilevel splitting for rare event simulation
See 4.2, 5.1, and 5.2.

The estimation of the small probability of a rare but critical event, is a crucial issue in industrial areas such as

nuclear power plants, food industry, telecommunication networks, finance and insurance indus-
try, air traffic management, etc.

In such complex systems, analytical methods cannot be used, and naive Monte Carlo methods are clearly un-
efficient to estimate accurately very small probabilities. Besides importance sampling, an alternate widespread
technique consists in multilevel splitting [45], where trajectories going towards the critical set are given off-
springs, thus increasing the number of trajectories that eventually reach the critical set. As shown in [6], the
Feynman—Kac formalism of 3.1 is well suited for the design and analysis of splitting algorithms for rare event
simulation.

Propagation of uncertainty Multilevel splitting can be used in static situations. Here, the objective is to learn
the probability distribution of an output random variable Y = F'(X), where the function F' is only defined
pointwise for instance by a computer programme, and where the probability distribution of the input random
variable X is known and easy to simulate from. More specifically, the objective could be to compute the
probability of the output random variable exceeding a threshold, or more generally to evaluate the cumulative
distribution function of the output random variable for different output values. This problem is characterized
by the lack of an analytical expression for the function, the computational cost of a single pointwise evaluation
of the function, which means that the number of calls to the function should be limited as much as possible,



Team ASPI 77

and finally the complexity and / or unavailability of the source code of the computer programme, which makes
any modification very difficult or even impossible, for instance to change the model as in importance sampling
methods.

The key issue is to learn as fast as possible regions of the input space which contribute most to the computation
of the target quantity. The proposed splitting methods consists in (i) introducing a sequence of intermediate
regions in the input space, implicitly defined by exceeding an increasing sequence of thresholds or levels,
(ii) counting the fraction of samples that reach a level given that the previous level has been reached already,
and (iii) improving the diversity of the selected samples, usually with an artificial Markovian dynamics for the
input variable. In this way, the algorithm learns

e the transition probability between successive levels, hence the probability of reaching each interme-
diate level,

e and the probability distribution of the input random variable, conditionned on the output variable
reaching each intermediate level.

A further remark, is that this conditional probability distribution is precisely the optimal (zero variance)
importance distribution needed to compute the probability of reaching the considered intermediate level.

Rare event simulation To be specific, consider a complex dynamical system modelled as a Markov process,
whose state can possibly contain continuous components and finite components (mode, regime, etc.), and the
objective is to compute the probability, hopefully very small, that a critical region of the state space is reached
by the Markov process before a final time 7', which can be deterministic and fixed, or random (for instance
the time of return to a recurrent set, corresponding to a nominal behaviour).

The proposed splitting method consists in (i) introducing a decreasing sequence of intermediate, more and
more critical, regions in the state space, (ii) counting the fraction of trajectories that reach an intermediate
region before time 7', given that the previous intermediate region has been reached before time 7', and
(iii) regenerating the population at each stage, through resampling. In addition to the non—intrusive behaviour
of the method, the splitting methods make it possible to learn the probability distribution of typical critical
trajectories, which reach the critical region before final time 7', an important feature that methods based on
importance sampling usually miss. Many variants have been proposed, whether

e the branching rate (number of offsprings allocated to a successful trajectory) is fixed, which allows
for depth—first exploration of the branching tree, but raises the issue of controlling the population
size,

e the population size is fixed, which requires a breadth—first exploration of the branching tree, with
random (multinomial) or deterministic allocation of offsprings, etc.

Just as in the static case, the algorithm learns

e the transition probability between successive levels, hence the probability of reaching each interme-
diate level,

e and the entrance probability distribution of the Markov process in each intermediate region.
Contributions have been given to
e minimizing the asymptotic variance, obtained through a central limit theorem, with respect to the
shape of the intermediate regions (selection of the importance function), to the thresholds (levels),
to the population size, etc.
e controlling the probability of extinction (when not even one trajectory reaches the next intermediate
level),
e designing and studying variants suited for hybrid state space (resampling per mode, marginalization,
mode aggregation),
and in the static case, to

e minimizing the asymptotic variance, obtained through a central limit theorem, with respect to
intermediate levels, to the Metropolis kernel introduced in the mutation step, etc.
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A related issue is global optimization. Indeed, the difficult problem of finding the set M of global minima of
a real-valued function V' can be replaced by the apparently simpler problem of sampling a population from
a probability distribution depending on a small parameter, and asymptotically supported by the set M as the
small parameter goes to zero. The usual approach here is to use the cross—entropy method [52], [27], which
relies on learning the optimal importance distribution within a prescribed parametric family. On the other hand,
multilevel splitting methods could provide an alternate nonparametric approach to this problem.

3.3. Statistical learning: pattern recognition and nonparametric regression

In pattern recognition and statistical learning, also known as machine learning, nearest neighbor (NN)
algorithms are amongst the simplest but also very powerful algorithms available. Basically, given a training
set of data, i.e. an N—sample of i.i.d. object—feature pairs, with real-valued features, the question is how to
generalize, that is how to guess the feature associated with any new object. To achieve this, one chooses some
integer k£ smaller than N, and takes the mean—value of the k features associated with the & objects that are
nearest to the new object, for some given metric.

In general, there is no way to guess exactly the value of the feature associated with the new object, and the
minimal error that can be done is that of the Bayes estimator, which cannot be computed by lack of knowledge
of the distribution of the object—feature pair, but the Bayes estimator can be useful to characterize the strength
of the method. So the best that can be expected is that the NN estimator converges, say when the sample
size N grows, to the Bayes estimator. This is what has been proved in great generality by Stone [53] for the
mean square convergence, provided that the object is a finite—dimensional random variable, the feature is a
square—integrable random variable, and the ratio k/NN goes to 0. Nearest neighbor estimator is not the only
local averaging estimator with this property, but it is arguably the simplest.

The asymptotic behavior when the sample size grows is well understood in finite dimension, but the situation
is radically different in general infinite dimensional spaces, when the objects to be classified are functions,
images, etc.

Nearest neighbor classification in infinite dimension In finite dimension, the k—nearest neighbor classifier
is universally consistent, i.e. its probability of error converges to the Bayes risk as IV goes to infinity, whatever
the joint probability distribution of the pair, provided that the ratio k/N goes to zero. Unfortunately, this result
is no longer valid in general metric spaces, and the objective is to find out reasonable sufficient conditions
for the weak consistency to hold. Even in finite dimension, there are exotic distances such that the nearest
neighbor does not even get closer (in the sense of the distance) to the point of interest, and the state space
needs to be complete for the metric, which is the first condition. Some regularity on the regression function is
required next. Clearly, continuity is too strong because it is not required in finite dimension, and a weaker form
of regularity is assumed. The following consistency result has been obtained: if the metric space is separable
and if some Besicovich condition holds, then the nearest neighbor classifier is weakly consistent. Note that the
Besicovich condition is always fulfilled in finite dimensional vector spaces (this result is called the Besicovich
theorem), and that a counterexample [4] can be given in an infinite dimensional space with a Gaussian measure
(in this case, the nearest neighbor classifier is clearly nonconsistent). Finally, a simple example has been found
which verifies the Besicovich condition with a noncontinuous regression function.

Rates of convergence of the functional k—nearest neighbor estimator Motivated by a broad range of
potential applications, such as regression on curves, rates of convergence of the k—nearest neighbor estimator
of the regression function, based on N independent copies of the object—feature pair, have been investigated
when the object is in a suitable ball in some functional space. Using compact embedding theory, explicit
and general finite sample bounds can be obtained for the expected squared difference between the k—nearest
neighbor estimator and the Bayes regression function, in a very general setting. The results have also been
particularized to classical function spaces such as Sobolev spaces, Besov spaces and reproducing kernel Hilbert
spaces. The rates obtained are genuine nonparametric convergence rates, and up to our knowledge the first of
their kind for k—nearest neighbor regression.
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This topic has produced several theoretical advances [1], [2] in collaboration with Gérard Biau (université
Pierre et Marie Curie). A few possible target application domains have been identified in

e the statistical analysis of recommendation systems,

e the design of reduced—order models and analog samplers,

that would be a source of interesting problems.

4. Application Domains

4.1. Localisation, navigation and tracking
See 6.1.

Among the many application domains of particle methods, or interacting Monte Carlo methods, ASPI has
decided to focus on applications in localisation (or positioning), navigation and tracking [39], [32], which
already covers a very broad spectrum of application domains. The objective here is to estimate the position
(and also velocity, attitude, etc.) of a mobile object, from the combination of different sources of information,
including
e a prior dynamical model of typical evolutions of the mobile, such as inertial estimates and prior
model for inertial errors,
e measurements provided by sensors,
e and possibly a digital map providing some useful feature (terrain altitude, power attenuation, etc.) at
each possible position.

In some applications, another useful source of information is provided by
e a map of constrained admissible displacements, for instance in the form of an indoor building map,

which particle methods can easily handle (map-matching). This Bayesian dynamical estimation problem is
also called filtering, and its numerical implementation using particle methods, known as particle filtering, has
been introduced by the target tracking community [38], [51], which has already contributed to many of the
most interesting algorithmic improvements and is still very active, and has found applications in

target tracking, integrated navigation, points and / or objects tracking in video sequences,
mobile robotics, wireless communications, ubiquitous computing and ambient intelligence,
sensor networks, etc.

ASPI is contributing (or has contributed recently) to several applications of particle filtering in positioning,
navigation and tracking, such as geolocalisation and tracking in a wireless network, terrain—aided navigation,
and data fusion for indoor localisation.

4.2. Rare event simulation
See 3.2, 5.1, and 5.2.

Another application domain of particle methods, or interacting Monte Carlo methods, that ASPI has decided
to focus on is the estimation of the small probability of a rare but critical event, in complex dynamical systems.
This is a crucial issue in industrial areas such as

nuclear power plants, food industry, telecommunication networks, finance and insurance indus-
try, air traffic management, etc.

In such complex systems, analytical methods cannot be used, and naive Monte Carlo methods are clearly un-
efficient to estimate accurately very small probabilities. Besides importance sampling, an alternate widespread
technique consists in multilevel splitting [45], where trajectories going towards the critical set are given off-
springs, thus increasing the number of trajectories that eventually reach the critical set. This approach not
only makes it possible to estimate the probability of the rare event, but also provides realizations of the ran-
dom trajectory, given that it reaches the critical set, i.e. provides realizations of typical critical trajectories, an
important feature that methods based on importance sampling usually miss.
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ASPI is contributing (or has contributed recently) to several applications of multilevel splitting for rare event
simulation, such as risk assessment in air traffic management, detection in sensor networks, and protection of
digital documents.

5. New Results

5.1. Central limit theorem for adaptive multilevel splitting

Participants: Frédéric Cérou, Arnaud Guyader, Mathias Rousset.

See 3.2, and 4.2.
This is a collaboration with Bernard Delyon (université de Rennes 1).

Fleming—Viot type particle systems represent a classical way to approximate the distribution of a Markov
process with killing, given that it is still alive at a final deterministic time. In this context, each particle evolves
independently according to the law of the underlying Markov process until its killing, and then branches
instantaneously on another randomly chosen particle. While the consistency of this algorithm in the large
population limit has been recently studied in several articles, our purpose here is to prove central limit theorems
under very general assumptions. For this, we only suppose that the particle system does not explode in finite
time, and that the jump and killing times have atomless distributions. In particular, this includes the case of
elliptic diffusions with hard killing.

5.2. Adaptive multilevel splitting for Monte Carlo particle transport

Participant: Mathias Rousset.

See 3.2, and 4.2.

Simulation of neutron transport with Monte Carlo methods is a central issue in order to assess the aging of
french nucelar plants.

In [49], we propose an alternative version of the AMS (adaptive multilevel splitting) algortihm, adapted for
the first time to the field of particle tranport. Within this context, it can be used to build an unbiased estimator
of any quantity associated with particle tracks, such as flux, reaction rates or even non—-Boltzmann tallies.
Furthermore, the effciency of the AMS algorithm is shown not to be very sensitive to variations of its input
parameters, which makes it capable of significant variance reduction without requiring extended user effort.

5.3. Weak overdamped limit theorem for Langevin processes
Participant: Mathias Rousset.

This is a collaboration with Pierre-André Zitt (université Paris Est Marne-la-Vallée).

The Langevin stochastic process is the main model used in molecular dynamics simulation, for instance for
the simulation of reactive trajectories of bio-chemical systems with rare event techniques.

In [21], we prove convergence in distribution of Langevin processes in the overdamped diffusion asymptotics.
The proof relies on the classical perturbed test function (or corrector) method, which is used both to show
tightness in path space, and to identify the extracted limit with a martingale problem. The result holds assuming
the continuity of the gradient of the potential energy, and a mild control of the initial kinetic energy.

5.4. Particle-Kalman filter for structural health monitoring
Participant: Frédéric Cérou.

This is a joint work with EPI I4S (Inria Rennes—Bretagne Atlantique).
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Standard filtering techniques for structural parameter estimation assume that the input force either is known
exactly or can be replicated using a known white Gaussian model. Unfortunately for structures subjected to
seismic excitation, the input time history is unknown and also no previously known representative model
is available. This invalidates the aforementioned idealization. To identify seismic induced damage in such
structures using filtering techniques, a novel algorithm is proposed to estimate the force as additional state in
parallel to the system parameters. Two concurrent filters are employed for parameters and force respectively.
For the parameters, interacting particle-Kalman filter is employed targeting systems with correlated noise.
Alongside a second filter is employed to estimate the seismic force acting on the structure. The proposal is
numerically validated on a sixteen degrees—of—freedom mass—spring—damper system. The estimation results
confirm the applicability of the proposed algorithm.

In another work, the same approach has been used for varying system parameters with correlated state and
observation noise. The idea is to nest a bank of linear KFs (Kalman filters) for state estimation within a PF
(particle filter) environment that estimates the parameters. This facilitates employing relatively less expensive
linear KF for linear state estimation problem while costly PF is employed only for parameter estimation.
Additionally, the proposed algorithm also takes care of those systems for which system and measurement
noises are not uncorrelated as it is commonly idealized in standard filtering algorithms. As an example,
for mechanical systems under ambient vibration it happens when acceleration response is considered as
measurement. Thus the process and measurement noise in these system descriptions are obviously correlated.
For this, an improved description for the Kalman gain is developed. Further, to enhance the consistency of
particle filtering based parameter estimation involving high dimensional parameter space, a new temporal
evolution strategy for the particles is defined. This strategy aims at restricting the solution from diverging
(up to the point of no return) because of an isolated event of infeasible estimation which is very much likely
especially when dealing with high dimensional parameter space.

5.5. Reduced modeling of unknown trajectories
Participant: Patrick Héas.

This is a collaboration with Cédric Herzet (EPI FLUMINANCE, Inria Rennes—Bretagne Atlantique)

In [12], we deal with model order reduction of parametrical dynamical systems. We consider the specific
setup where the distribution of the system’s trajectories is unknown but the following two sources of
information are available: (i) some “rough” prior knowledge on the system’s realisations, and (ii) a set of
“incomplete” observations of the system’s trajectories. We propose a Bayesian methodological framework to
build reduced—order models (ROMs) by exploiting these two sources of information.

We emphasise that complementing the prior knowledge with the collected data provably enhances the
knowledge of the distribution of the system’s trajectories. We then propose an implementation of the proposed
methodology based on Monte Carlo methods. In this context, we show that standard ROM learning techniques,
such as proper orthogonal decomposition (POD) or dynamic mode decomposition (DMD), can be revisited
and recast within the probabilistic framework considered in this work. We illustrate the performance of the
proposed approach by numerical results obtained for a standard geophysical model.

5.6. Model reduction from partial observations

Participant: Patrick Héas.

This is a collaboration with Angélique Drémeau (ENSTA Bretagne, Brest) and Cédric Herzet (EPI FLUMI-
NANCE, Inria Rennes—Bretagne Atlantique)

In [11], we deal with model-order reduction of parametric partial differential equations (PPDE). More
specifically, we consider the problem of finding a good approximation subspace of the solution manifold
of the PPDE when only partial information on the latter is available. We assume that two sources of
information are available: i) a “rough” prior knowledge, taking the form of a manifold containing the target
solution manifold, and ii) partial linear measurements of the solutions of the PPDE (the term partial refers
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to the fact that observation operator cannot be inverted). We provide and study several tools to derive
good approximation subspaces from these two sources of information. We first identify the best worst-case
performance achievable in this setup and propose simple procedures to approximate the corresponding optimal
approximation subspace. We then provide, in a simplified setup, a theoretical analysis relating the achievable
reduction performance to the choice of the observation operator and the prior knowledge available on the
solution manifold.

5.7. Low-rank dynamic mode decomposition: optimal solution in polynomial
time
Participant: Patrick Héas.

This is a collaboration with Cédric Herzet (EPI FLUMINANCE, Inria Rennes—Bretagne Atlantique)

The works [15] and [41] study the linear approximation of high—dimensional dynamical systems using low-
rank dynamic mode decomposition (DMD). Searching this approximation in a data—driven approach can be
formalised as attempting to solve a low-rank constrained optimisation problem. This problem is non—convex
and state—of—the—art algorithms are all sub—optimal. We show that there exists a closed-form solution, which
can be computed in polynomial time, and characterises the ¢,—norm of the optimal approximation error.
The theoretical results serve to design low—complexity algorithms building reduced models from the optimal
solution, based on singular value decomposition or low-rank DMD. The algorithms are evaluated by numerical
simulations using synthetic and physical data benchmarks.

5.8. Optimal kernel-based dynamic mode decomposition
Participant: Patrick Héas.

This is a collaboration with Cédric Herzet (EPI FLUMINANCE, Inria Rennes—Bretagne Atlantique)

The state—of—the—art algorithm known as kernel-based dynamic mode decomposition (K-DMD) provides
a sub—optimal solution to the problem of reduced modeling of a dynamical system based on a finite
approximation of the Koopman operator. It relies on crude approximations and on restrictive assumptions.
The purpose of the work in [20] is to propose a kernel-based algorithm solving exactly this low—rank
approximation problem in a general setting.

5.9. Non parametric state—space model for missing—data imputation
Participants: Thi Tuyet Trang Chau, Frangois Le Gland, Valérie Monbet, Mathias Rousset.

This is a collaboration with Pierre Ailliot (université de Bretagne Occidentale, Brest), Ronan Fablet and Pierre
Tandéo (Télécom Bretagne, Brest), Anne Cuzol (université de Bretagne Sud, Vannes) and Bernard Chapron
(IFREMER, Brest).

Missing data are present in many environmental data—sets and this work aims at developing a general method
for imputing them. State—space models (SSM) have already extensively been used in this framework. The basic
idea consists in introducing the true environmental process, which we aim at reconstructing, as a latent process
and model the data available at neighboring sites in space and/or time conditionally to this latent process. A key
input of SSMs is a stochastic model which describes the temporal evolution of the environmental process of
interest. In many applications, the dynamic is complex and can hardly be described using a tractable parametric
model. Here we investigate a data-driven method where the dynamical model is learned using a non-parametric
approach and historical observations of the environmental process of interest. From a statistical point of view,
we will address various aspects related to SSMs in a non—parametric framework. First we will discuss the
estimation of the filtering and smoothing distributions, that is the distribution of the latent space given the
observations, using sequential Monte Carlo approaches in conjunction with local linear regression. Then, a
more difficult and original question consists in building a non—parametric estimate of the dynamics which
takes into account the measurement errors which are present in historical data. We will propose an EM-like
algorithm where the historical data are corrected recursively. The methodology will be illustrated and validated
on an univariate toy example.
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6. Bilateral Contracts and Grants with Industry

6.1. Bilateral grants with industry

6.1.1.

6.1.2.

See 4.1.
Hybrid indoor navigation — PhD project at CEA LETI

Participants: Francois Le Gland, Kersane Zoubert—Ousseni.

This is a collaboration with Christophe Villien (CEA LETI, Grenoble).

The issue here is user localization, and more generally localization—based services (LBS). This problem is
addressed by GPS for outdoor applications, but no such general solution has been provided so far for indoor
applications. The desired solution should rely on sensors that are already available on smartphones and other
tablet computers. Inertial solutions that use MEMS (microelectromechanical system, such as accelerometer,
magnetometer, gyroscope and barometer) are already studied at CEA. An increase in performance should
be possible, provided these data are combined with other available data: map of the building, WiFi signal,
modeling of perturbations of the magnetic field, etc. To be successful, advanced data fusion techniques should
be used, such as particle filtering and the like, to take into account displacement constraints due to walls in
the building, to manage several possible trajectories, and to deal with rather heterogeneous information (map,
radio signals, sensor signals).

The main objective of this thesis is to design and tune localization algorithms that will be tested on platforms
already available at CEA. Special attention is paid to particle smoothing and particle MCMC algorithms, to
exploit some very precise information available at special time instants, e.g. when the user is clearly localized
near a landmark point.

In some applications, real time estimation of the trajectory is not needed, and a post processing framework
may provide a better estimation of this trajectory. In [57], we present and compare three different algorithms
to improve a real time trajectory estimation. Actually, two different smoothing algorithms and the Viterbi
algorithm are implemented and evaluated. These methods improve the regularity of the estimated trajectory
by reducing switches between hypotheses.

Post processing indoor navigation is interesting, for example to develop crowdsourcing analysis. The post
processing framework allows to provide a better estimation than in a real time framework. The main
contribution of [17] is to present a piecewise parametrization using IMU (inertial measurement unit) and RSS
(received signal strength) measurements only, which lead to an optimization problem. A Levenberg—Marquardt
algorithm improved with simulated annealing and an adjustment of RSS measurements data leads to a good
estimation (55% of the error less than 5 meters) of the trajectory.

Bayesian tracking from raw data — CIFRE grant with DCNS Nantes
Participants: Francois Le Gland, Audrey Cuillery.

This is a collaboration with Dann Laneuville (DCNS Nantes).

After the introduction of MHT (multi—hypothesis tracking) techniques in the nineties, multitarget tracking has
recently seen promising developpments with the introduction of new algorithms such as the PHD (probability
hypothesis density) filter [50], [56] or the HISP (hypothesised filter for independent stochastic populations)
filter [40]. These techniques provide a unified multitarget model in a Bayesian framework [54], which makes
it possible to design recursive estimators of a multitarget probability density. Two main approaches can be
used here: sequential Monte Carlo (SMC, also kown as particle filtering), and Gaussian mixture (GM). A third
approach, based on discretizing the state—space in a possibly adaptive way, could also be considered despite its
larger computational load. These methods are well studied and provide quite good results for contact output
data, which correspond to regularly spaced measurements of targets with a large SNR (signal-to—noise ratio).
Here, the data is processed (compared with a detection threshold) in each resolution cell of the sensor, so
as to provide a list of detections at a given time instant. Among these methods, the HISP filter has the best
performance/computational cost ratio.
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However, these classical methods are unefficient for targets with a low SNR, e.g. targets in far range or small
targets with a small detection probability. For such targets, preprocessing (thresholding) the data is not a good
idea, and a much better idea is to feed a tracking algorithm with the raw sensor output data directly. These new
methods [24] require a precise modeling of the sensor physics and a direct access to the radar (or the sonar)
raw data, i.e. to the signal intensity level in each azimuth/range cell. Note that these new methods seem well
suited to new types of sensors such as lidar, since manufacturers do not integrate a detection module and do
provide raw images of the signal intensity level in each azimuth/range cell.

The objective of the thesis is to study and design a tracking algorithm using raw data, and to implement it on
radar (or sonar, or lidar) real data.

7. Partnerships and Cooperations

7.1. Regional initiatives

7.1.1. Stochastic Model-Data Coupled Representations for the Upper Ocean Dynamics
(SEACS) — inter labex project

Participants: Francois Le Gland, Valérie Monbet.

January 2015 to December 2017.

This is a joint research initiative supported by the three labex active in Brittany, CominLabs (Communication
and Information Sciences Laboratory), Lebesgue (Centre de Mathématiques Henri Lebesgue) and LabexMER
(Frontiers in Marine Research).

This project aims at exploring novel statistical and stochastic methods to address the emulation, reconstruction
and forecast of fine—scale upper ocean dynamics. The key objective is to investigate new tools and methods
for the calibration and implementation of novel sound and efficient oceanic dynamical models, combining

e recent advances in the theoretical understanding, modeling and simulation of upper ocean dynamics,
e and mass of data routinely available to observe the ocean evolution.

In this respect, the emphasis will be given to stochastic frameworks to encompass multi—scale/multi—source
approaches and benefit from the available observation and simulation massive data. The addressed scientific
questions constitute basic research issues at the frontiers of several disciplines. It crosses in particular
advanced data analysis approaches, physical oceanography and stochastic representations. To develop such an
interdisciplinary initiative, the project gathers a set of research groups associated with these different scientific
domains, which have already proven for several years their capacities to interact and collaborate on topics
related to oceanic data and models. This project will place Brittany with an innovative and leading expertise
at the frontiers of computer science, statistics and oceanography. This transdisciplinary research initiative is
expected to resort to significant advances challenging the current thinking in computational oceanography.

7.2. National initiatives

7.2.1. Computational Statistics and Molecular Simulation (COSMOS) — ANR challenge
Information and Communication Society
Participant: Frédéric Cérou.

Inria contract ALLOC 9452 — January 2015 to December 2017.

The COSMOS project aims at developing numerical techniques dedicated to the sampling of high—dimensional
probability measures describing a system of interest. There are two application fields of interest: computational
statistical physics (a field also known as molecular simulation), and computational statistics. These two fields
share some common history, but it seems that, in view of the quite recent specialization of the scientists
and the techniques used in these respective fields, the communication between molecular simulation and
computational statistics is not as intense as it should be.


http://www.cominlabs.ueb.eu/
http://www.cominlabs.ueb.eu/
http://www.lebesgue.fr/
http://www.labexmer.eu/en
http://www.labexmer.eu/en
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We believe that there are therefore many opportunities in considering both fields at the same time: in particular,
the adaption of a successful simulation technique from one field to the other requires first some abstraction
process where the features specific to the original field of application are discarded and only the heart of the
method is kept. Such a cross—fertilization is however only possible if the techniques developed in a specific
field are sufficiently mature: this is why some fundamental studies specific to one of the application fields are
still required. Our belief is that the embedding in a more general framework of specific developments in a
given field will accelerate and facilitate the diffusion to the other field.

7.2.2. Advanced Geophysical Reduced—Order Model Construction from Image Observations
(GERONIMO) — ANR programme Jeunes Chercheuses et Jeunes Chercheurs

Participant: Patrick Héas.

Inria contract ALLOC 8102 — March 2014 to February 2018.

The GERONIMO project aims at devising new efficient and effective techniques for the design of geophysical
reduced—order models (ROMs) from image data. The project both arises from the crucial need of accurate
low—order descriptions of highly—complex geophysical phenomena and the recent numerical revolution which
has supplied the geophysical scientists with an unprecedented volume of image data. Our research activities
are concerned by the exploitation of the huge amount of information contained in image data in order to reduce
the uncertainty on the unknown parameters of the models and improve the reduced—model accuracy. In other
words, the objective of our researches to process the large amount of incomplete and noisy image data daily
captured by satellites sensors to devise new advanced model reduction techniques. The construction of ROMs
is placed into a probabilistic Bayesian inference context, allowing for the handling of uncertainties associated
to image measurements and the characterization of parameters of the reduced dynamical system.

7.3. European initiatives

7.3.1. Molecular Simulation: Modeling, Algorithms and Mathematical Analysis (MSMaths) —
ERC Consolidator Grant
Participant: Mathias Rousset.

January 2014 to December 2019.
PI: Tony Leliévre, Civil Engineer in Chief, Ecole des Ponts Paris-Tech.
Note that 1/3 of Mathias Rousset research activities are held within the MSMath ERC project.

With the development of large—scale computing facilities, simulations of materials at the molecular scale are
now performed on a daily basis. The aim of these simulations is to understand the macroscopic properties of
matter from a microscopic description, for example, its atomistic configuration.

In order to make these simulations efficient and precise, mathematics have a crucial role to play. Indeed,
specific algorithms have to be used in order to bridge the time and space scales between the atomistic level
and the macroscopic level. The objective of the MSMath ERC project is thus to develop and study efficient
algorithms to simulate high—dimensional systems over very long times. These developments are done in
collaboration with physicists, chemists and biologists who are using these numerical methods in an academic
or industrial context.

In particular, we are developping mathematical tools at the interface between the analysis of partial differential
equations and stochastic analysis in order to characterize and to quantify the metastability of stochastic pro-
cesses. Metastability is a fundamental concept to understand the timescale separation between the microscopic
model and the macroscopic world. Many algorithms which aim at bridging the timescales are built using this
timescale separation.


https://cermics-lab.enpc.fr/erc-msmath/
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7.3.2. Design of Desalination Systems Based on Optimal Usage of Multiple Renewable Energy
Sources (DESIRES) — ERANETMED NEXUS-14-049

Participant: Valérie Monbet.

January 2016 to December 2018.

This project is funded by the ERA-NET Initiative ERANETMED (Euro—Mediterranean Cooperation through
ERA-NET Joint Activities and Beyond). It is a collaboration with Greece, Tunisia and Marocco, coordinated
by Technical University of Crete (TUC). The French staff includes: Pierre Ailliot (Université de Bretagne
Occidentale, Brest), Denis Allard (INRA Avignon), Anne Cuzol (Université de Bretagne Sud, Vannes),
Christophe Maisondieu (IFREMER Brest) and Valérie Monbet.

The aim of DESIRES is to develop an Internet-based, multi—parametric electronic platform for optimum
design of desalination plants, supplied by renewable energy sources (RES). The platform will rely upon (i) a
solar, wind and wave energy potential database, (ii) existing statistical algorithms for processing energy-related
data, (iii) information regarding the inter-annual water needs, (iv) a database with the technical characteristics
of desalination plant units and the RES components, and (v) existing algorithms for cost effective design,
optimal sizing and location selection of desalination plants.

7.4. International initiatives

7.4.1. Rare event simulation in epidemiology — PhD project at université de Ziguinchor
Participants: Ramatoulaye Dabo, Francois Le Gland.

This is the subjet of the PhD project of Ramatoulaye Dabo (université Assane Seck de Ziguinchor and
université de Rennes 1).

The question here is to develop adaptive multilevel splitting algorithms for models that are commonly used in
epidemiology, such as SIR (susceptible, infectious, recovered) models [26], or more complex compartmental
models. A significant advantage of adaptive multilevel splitting is its robustness, since it does not require
too much knowledge about the behavior of the system under study. An interesting challenge would be to
understand how to couple the algorithm with numerically efficient simulation methods such as 7—leaping
[35]. Complexity bounds and estimation error bounds could also be studied.

7.5. International research visitors

7.5.1. Visits to international teams

Patrick Héas has been invited to present his work on 3D wind field reconstruction by infrared sounding,
at EUMETSAT (European Organisation for the Exploitation of Meteorological Satellites) in Darmstadt in
February 2017.

8. Dissemination

8.1. Promoting scientific activities

8.1.1. Scientific events organisation

Valérie Monbet has co—organized the workshop and summer school on Data Science and Environment, held
in Brest in July 2017. The conference gathered researchers that have an expertise in one of the two areas
(data science, environmental data) and some interest for the other. Its main goal was to explore the fruitful
interplay between the two areas, and ultimately to help create new connections and collaborations between the
scientific communities involved. Another objective was to propose some high level courses and practices at
the interaction of these two areas.


http://desires.tuc.gr
http://conferences.telecom-bretagne.eu/dse2017/

8.1.2.

8.1.3.
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Participation in workshops, seminars, lectures, etc.

In addition to presentations with a publication in the proceedings, which are listed at the end of the document,
members of ASPI have also given the following presentations.

Frédéric Cérou has given an invited talk on the convergence of adaptive multilevel splitting at the workshop
Quasistationary Distributions: Analysis and Simulation held in Paderborn in September 2017.

Patrick Héas has presented his joint work with Mamadou Lamarana Diallo and Cédric Herzet (EPI FLUMI-
NANCE, Inria Rennes—Bretagne Atlantique) on model reduction with “multi-space” prior information, at the
European Conference on Numerical Mathematics and Advanced Applications (ENUMATH), held in Voss,
Norway, in September 2017.

Thi Tuyet Trang Chau has presented her work on non parametric state—space model for missing—data
imputation, at the workshop on Data Science and Environment, held in Brest in July 2017.
Research administration

Francois Le Gland is a member of the conseil d’UFR of the department of mathematics of université de
Rennes 1. He is also a member of the conseil scientifique for the EDF/Inria scientific partnership.

Valérie Monbet is a member of both the comité de direction and the conseil of IRMAR (institut de recherche
mathématiques de Rennes, UMR 6625). She is also the deputy head of the department of mathematics of
université de Rennes 1, where she is a member of both the conseil scientifique and the conseil d’UFR.

8.2. Teaching, supervision, thesis committees

82.1.

Teaching

Patrick Héas gives a course on Monte Carlo simulation methods in image analysis, at université de Rennes 1,
within the SISEA (signal, image, systtmes embarqués, automatique) track of the master in electronical
engineering and telecommunications.

Francois Le Gland gives

e a 2nd year course on introduction to stochastic differential equations, at INSA (institut national
des sciences appliquées) Rennes, within the GM/AROM (risk analysis, optimization and modeling)
major in mathematical engineering,

e a 3rd year course on Bayesian filtering and particle approximation, at ENSTA (école nationale
supérieure de techniques avancées), Palaiseau, within the statistics and control module,

e a3rd year course on linear and nonlinear filtering, at ENSAI (école nationale de la statistique et de
I’analyse de I’information), Ker Lann, within the statistical engineering track,

e acourse on Kalman filtering and hidden Markov models, at université de Rennes 1, within the SISEA
(signal, image, systemes embarqués, automatique, école doctorale MATISSE) track of the master in
electronical engineering and telecommunications,

e and a 3rd year course on hidden Markov models, at Télécom Bretagne, Brest.

Valérie Monbet gives
e acourse on machine learning for biology at université de Rennes 1, within
— the G2B (genetics, genomics, biochemistry) track of the master in molecular and cellular
biology,
— the MODE (modélisation en écologie) track of the master in biodiversity, ecology, evolu-
tion
— and the master in scientific computing and modelling,
e a course on machine learning for environmental data, at the summer school on Data Science and
Environment, held in Brest in July 2017,
e a course on graphical models at université de Rennes 1, within the master on applied mathematics
and statistics,
e a course on MATLAB at université de Rennes 1, within the master in economics and financial
engineering.


https://math.uni-paderborn.de/en/ag/research-group-probability-theory/research/conferences/
http://www.uib.no/en/enumath2017
http://conferences.telecom-bretagne.eu/dse2017/
http://people.rennes.inria.fr/Patrick.Heas/cours.html
http://www.irisa.fr/aspi/legland/insa-rennes/
http://www.irisa.fr/aspi/legland/ensta/
http://www.irisa.fr/aspi/legland/ensai/
http://www.irisa.fr/aspi/legland/rennes-1/
http://www.irisa.fr/aspi/legland/telecom-bretagne/
http://conferences.telecom-bretagne.eu/dse2017/
http://conferences.telecom-bretagne.eu/dse2017/
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8.2.2. Supervision

Francois Le Gland and Valérie Monbet are jointly supervising one PhD student

e Thi Tuyet Trang Chau, provisional title: Non parametric filtering for Metocean multi—source data
fusion, université de Rennes 1, started in October 2015, expected defense in October 2018, funding:
Labex Lebesgue grant and Brittany council grant, co—direction: Pierre Ailliot (université de Bretagne
Occidentale, Brest).

Francois Le Gland is supervising three other PhD students

e Kersane Zoubert—Ousseni, provisional title: Particle filters for hybrid indoor navigation with smart-
phones, université de Rennes 1, started in December 2014, expected defense in 2017, funding: CEA
grant, co—direction: Christophe Villien (CEA LETI, Grenoble),

e Audrey Cuillery, provisional title: Bayesian tracking from raw data, université du Sud Toulon Var,
started in April 2016, expected defense in 2019, funding: CIFRE grant with DCNS, co—direction:
Claude Jauffret (université du Sud Toulon Var) and Dann Laneuville (DCNS, Nantes).

e Ramatoulaye Dabo, provisional title: Rare event simulation in epidemiology, université Assane Seck
de Ziguinchor (Senegal) and université de Rennes 1, started in September 2015, expected defense
in 2018, co—direction: Alassane Diedhiou (université Assane Seck de Ziguinchor).

Valérie Monbet is supervising two other PhD students

e Audrey Poterie, provisional title: Régression d’une variable ordinale par des données longitudinales
de grande dimension : application a la modélisation des effets secondaires suite a un traitement par
radiothérapie, université de Rennes 1, started in October 2015, expected defense in 2018, funding:
INSA grant, co—direction: Jean—Francois Dupuy (INSA Rennes) and Laurent Rouviere (université
de Haute Bretagne, Rennes).

e  Marie Morvan, provisional title: Modeéles de régression pour données fonctionnelles. Application a
la modélisation de données de spectrométrie dans le proche infra rouge, université de Rennes 1,
started in October 2016, expected defense in 2019, funding: MESR grant, co—direction: Joyce
Giacofci (université de Haute Bretagne, Rennes) and Olivier Sire (université de Bretagne Sud,
Vannes).

Mathias Rousset is supervising one PhD student

e Yushun Xu, provisional title: Variance reduction of overdamped Langevin dynamics simulation,
université Paris-Est, started in October 2015, expected defense in 2018, co—direction: Pierre-André
Zitt (université Paris—Est).

Patrick Héas has been supervising two post—doctoral fellows

e Hassan Maatouk, title: Compressing the model by exploiting observations, EPI ASPI, Inria
Rennes—Bretagne Atlantique, started in September 2016, ended in September 2017, funding:
ANR GERONIMO, co-supervision: Cédric Herzet (EPI FLUMINANCE, Inria Rennes—Bretagne
Atlantique).

e Mamadou Lamarana Diallo, title: Model reduction with “multi-space” prior information,
EPI FLUMINANCE, Inria Rennes—Bretagne Atlantique, started in October 2016, ended in
October 2017, funding: ANR GERONIMO, co—-supervision: Cédric Herzet (EPI FLUMINANCE,
Inria Rennes—Bretagne Atlantique).

8.2.3. Thesis committees

Francois Le Gland has been a member of the committee for the HDR of Christian Musso (université du Sud,
Toulon).

Mathias Rousset has been a member of the committee for the PhD thesis of Géréme Faure (CERMICS Ecole
des Ponts Paris-Tech and CEA DAM, advisor: Gabriel Stoltz and Jean—Bernard Maillet).
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2. Overall Objectives

2.1. Overall Objectives

Abstract — The CAIRN project-team researches new architectures, algorithms and design methods for flex-
ible, secure, fault-tolerant, and energy-efficient domain-specific system-on-chip (SOC). As performance and
energy-efficiency requirements of SOCs, especially in the context of multi-core architectures, are continu-
ously increasing, it becomes difficult for computing architectures to rely only on programmable processors
solutions. To address this issue, we promote/advocate the use of reconfigurable hardware, i.e., hardware struc-
tures whose organization may change before or even during execution. Such reconfigurable chips offer high
performance at a low energy cost, while preserving a high level of flexibility. The group studies these systems
from three angles: (i) The invention and design of new reconfigurable architectures with an emphasis on flex-
ible arithmetic operator design, dynamic reconfiguration management and low-power consumption. (ii) The
development of their corresponding design flows (compilation and synthesis tools) to enable their automatic
design from high-level specifications. (iii) The interaction between algorithms and architectures especially for
our main application domains (wireless communications, wireless sensor networks and digital security).

Keywords — Architectures: Embedded Systems, System-on-Chip, Reconfigurable Architectures, Hardware
Accelerators, Low-Power, Computer Arithmetic, Secure Hardware, Fault Tolerance. Compilation and syn-
thesis: High-Level Synthesis, CAD Methods, Numerical Accuracy Analysis, Fixed-Point Arithmetic, Polyhe-
dral Model, Constraint Programming, Source-to-Source Transformations, Domain-Specific Optimizing Com-
pilers, Automatic Parallelization. Applications: Wireless (Body) Sensor Networks, High-Rate Optical Com-
munications, Wireless Communications, Applied Cryptography.

The scientific goal of the CAIRN group is to research new hardware architectures for domain-specific SOCs,
along with their associated design and compilation flows. We particularly focus on on-chip integration of
specialized and reconfigurable accelerators. Reconfigurable architectures, whose hardware structure may be
adjusted before or even during execution, originate from the possibilities opened up by Field Programmable
Gate Arrays (FPGA) [57] and then by Coarse-Grain Reconfigurable Arrays (CGRA) [60], [72] [1]. Recent
evolutions in technology and modern hardware systems confirm that reconfigurable systems are increasingly
used in recent and future applications (see e.g. Intel/Altera or Xilinx/Zynq solutions). This architectural
model has received a lot of attention in academia over the last two decades [63], and is now considered
for industrial use in many application domains. One first reason is that the rapidly changing standards or
applications require frequent device modifications. In many cases, software updates are not sufficient to
keep devices on the market, while hardware redesigns remain too expensive. Second, the need to adapt the
system to changing environments (e.g., wireless channel, harvested energy) is another incentive to use runtime
dynamic reconfiguration. Moreover, with technologies at 28 nm and below, manufacturing problems strongly
impact electrical parameters of transistors, and transient errors caused by particles or radiations also often
appear during execution: error detection and correction mechanisms or autonomic self-control can benefit
from reconfiguration capabilities.

As chip density increased, power or energy efficiency has become “the Grail” of all chip architects. With
the end of Dennard scaling [67], multicore architectures are hitting the utilisation wall and the percentage of
transistors in a chip that can switch at full frequency drops at a fast pace [61]. However, this unused portion of a
chip also opens up new opportunities for computer architecture innovations. Building specialized processors or
hardware accelerators can come with orders-of-magnitude gains in energy efficiency. Since from the beginning
of CAIRN in 2009, we advocate the interest of heterogeneous multicores, in which general-purpose processors
(GPPs) are integrated with specialized accelerators, especially when built on reconfigurable hardware, which
provides the best trade-off between power, performance, cost and flexibility. During the period, it therefore
turns out that the time has come for these heterogeneous manycore architectures.

Standard multicore architectures enable flexible software on fixed hardware, whereas reconfig-
urable architectures make possible flexible software on flexible hardware.
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However, designing reconfigurable systems poses several challenges: the definition of the architecture struc-
ture itself, along with its dynamic reconfiguration capabilities, and its corresponding compilation or synthesis
tools. The scientific goal of CAIRN is therefore to leverage the background and past experience of its members
to tackle these challenges. We propose to approach energy efficient reconfigurable architectures from three
angles: (i) the invention and the design of new reconfigurable architectures or hardware accelerators, (ii) the
development of their corresponding compilers and design methods, and (iii) the exploration of the interaction
between applications and architectures.

3. Research Program

3.1. Panorama

The development of complex applications is traditionally split in three stages: a theoretical study of the
algorithms, an analysis of the target architecture and the implementation. When facing new emerging
applications such as high-performance, low-power and low-cost mobile communication systems or smart
sensor-based systems, it is mandatory to strengthen the design flow by a joint study of both algorithmic and
architectural issues.

Application
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Figure 1. CAIRN's general design flow and related research themes

Figure 1 shows the global design flow we propose to develop. This flow is organized in levels which refer
to our three research themes: application optimization (new algorithms, fixed-point arithmetic, advanced
representations of numbers), architecture optimization (reconfigurable and specialized hardware, application-
specific processors, arithmetic operators and functions), and stepwise refinement and code generation (code
transformations, hardware synthesis, compilation).

In the rest of this part, we briefly describe the challenges concerning new reconfigurable platforms in Section
3.2 and the issues on compiler and synthesis tools related to these platforms in Section 3.3.



Project-Team CAIRN 103

3.2. Reconfigurable Architecture Design

Nowadays, FPGAs are not only suited for application specific algorithms, but also considered as fully-featured
computing platforms, thanks to their ability to accelerate massively parallelizable algorithms much faster than
their processor counterparts [75]. They also support to be dynamically reconfigured. At runtime, partially
reconfigurable regions of the logic fabric can be reconfigured to implement a different task, which allows
for a better resource usage and adaptation to the environment. Dynamically reconfigurable hardware can also
cope with hardware errors by relocating some of its functionalities to another, sane, part of the logic fabric. It
could also provide support for a multi-tasked computation flow where hardware tasks are loaded on-demand
at runtime. Nevertheless, current design flows of FPGA vendors are still limited by the use of one partial
bitstream for each reconfigurable region and for each design. These regions are defined at design time and it is
not possible to use only one bitstream for multiple reconfigurable regions nor multiple chips. The multiplicity
of such bitstreams leads to a significant increase in memory. Recent research has been conducted in the domain
of task relocation on a reconfigurable fabric. All of the related work was conducted on architectures from
commercial vendors (e.g., Xilinx, Altera) which share the same limitations: the inner details of the bitstream
are not publicly known, which limits applicability of the techniques. To circumvent this issue, most dynamic
reconfiguration techniques are either generating multiple bitstreams for each location [59] or implementing an
online filter to relocate the tasks [69]. Both of these techniques still suffer from memory footprint and from
the online complexity of task relocation.

Increasing the level and grain of reconfiguration is a solution to counterbalance the FPGA penalties. Coarse-
grained reconfigurable architectures (CGRA) provide operator-level configurable functional blocks and word-
level datapaths [76], [64], [74]. Compared to FPGA, they benefit from a massive reduction in configuration
memory and configuration delay, as well as for routing and placement complexity. This in turns results in an
improvement in the computation volume over energy cost ratio, although with a loss of flexibility compared
to bit-level operations. Such constraints have been taken into account in the design of DART[7], Adres [72]
or polymorphous computing fabrics[9]. These works have led to commercial products such as the PACT/XPP
[58] or Montium from Recore systems, without however a real commercial success yet. Emerging platforms
like Xilinx/Zynq or Intel/Altera are about to change the game.

In the context of emerging heterogenous multicore architecture, CAIRN advocates for associating general-
purpose processors (GPP), flexible network-on-chip and coarse-grain or fine-grain dynamically reconfigurable
accelerators. We leverage our skills on microarchitecture, reconfigurable computing, arithmetic, and low-
power design, to discover and design such architectures with a focus on: -reduced energy per operation, -
improved application performance through acceleration, - hardware flexibility and self-adaptive behavior, -
tolerance to faults, computing errors, and process variation, - protections against side channel attacks, - limited
silicon area overhead.

3.3. Compilation and Synthesis for Reconfigurable Platforms

In spite of their advantages, reconfigurable architectures, and more generally hardware accelerators, lack
efficient and standardized compilation and design tools. As of today, this still makes the technology impractical
for large-scale industrial use. Generating and optimizing the mapping from high-level specifications to
reconfigurable hardware platforms are therefore key research issues, which have received considerable interest
over the last years [62], [77], [73], [71], [70]. In the meantime, the complexity (and heterogeneity) of these
platforms has also been increasing quite significantly, with complex heterogeneous multi-cores architectures
becoming a de facto standard. As a consequence, the focus of designers is now geared toward optimizing
overall system-level performance and efficiency [68]. Here again, existing tools are not well suited, as
they fail at providing an unified programming view of the programmable and/or reconfigurable components
implemented on the platform.
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In this context, we have been pursuing our efforts to propose tools whose design principles are based on a tight
coupling between the compiler and the target hardware architectures. We build on the expertise of the team
members in High Level Synthesis (HLS) [4], ASIP optimizing compilers [10] and automatic parallelization
for massively parallel specialized circuits [2]. We first study how to increase the efficiency of standard
programmable processors by extending their instruction set to speed-up compute intensive kernels. Our focus
is on efficient and exact algorithms for the identification, selection and scheduling of such instructions [5]. We
address compilation challenges by borrowing techniques from high-level synthesis, optimizing compilers and
automatic parallelization, especially when dealing with nested loop kernels. In addition, and independently of
the scientific challenges mentioned above, proposing such flows also poses significant software engineering
issues. As a consequence, we also study how leading edge software engineering techniques (Model Driven
Engineering) can help the Computer Aided Design (CAD) and optimizing compiler communities prototyping
new research ideas [3].

Efficient implementation of multimedia and signal processing applications (in software for DSP cores or
as special-purpose hardware) often requires, for reasons related to cost, power consumption or silicon
area constraints, the use of fixed-point arithmetic, whereas the algorithms are usually specified in floating-
point arithmetic. Unfortunately, fixed-point conversion is very challenging and time-consuming, typically
demanding up to 50% of the total design or implementation time. Thus, tools are required to automate this
conversion. For hardware or software implementation, the aim is to optimize the fixed-point specification.
The implementation cost is minimized under a numerical accuracy or an application performance constraint.
For DSP-software implementation, methodologies have been proposed [6] to achieve fixed-point conversion.
For hardware implementation, the best results are obtained when the word-length optimization process is
coupled with the high-level synthesis [65]. Evaluating the effects of finite precision is one of the major and
often the most time consuming step while performing fixed-point refinement. Indeed, in the word-length
optimization process, the numerical accuracy is evaluated as soon as a new word-length is tested, thus, several
times per iteration of the optimization process. Classical approaches are based on fixed-point simulations [66].
Leading to long evaluation times, they can hardly be used to explore the design space. Therefore, our aim is to
propose closed-form expressions of errors due to fixed-point approximations that are used by a fast analytical
framework for accuracy evaluation [8].

3.4. Software Frameworks Developed by the Team

With the ever raising complexity of embedded applications and platforms, the need for efficient and customiz-
able compilation flows is stronger than ever. This need of flexibility is even stronger when it comes to research
compiler infrastructures that are necessary to gather quantitative evidence of the performance/energy or cost
benefits obtained through the use of reconfigurable platforms. From a compiler point of view, the challenges
exposed by these complex reconfigurable platforms are quite significant, since they require the compiler to
extract and to expose an important amount of coarse and/or fine grain parallelism, to take complex resource
constraints into consideration while providing efficient memory hierarchy and power management.

Because they are geared toward industrial use, production compiler infrastructures do not offer the level of
flexibility and productivity that is required for compiler and CAD tool prototyping. To address this issue, we
designed an extensible source-to-source compiler infrastructure that takes advantage of leading edge model-
driven object-oriented software engineering principles and technologies.

Figure 2 shows the global framework that is being developed in the group. Our compiler flow mixes several
types of intermediate representations. The baseline representation is a simple tree-based model enriched with
control flow information. This model is mainly used to support our source-to-source flow, and serves as
the backbone for the infrastructure. We use the extensibility of the framework to provide more advanced
representations along with their corresponding optimizations and code generation plug-ins. For example,
for our pattern selection and accuracy estimation tools, we use a data dependence graph model in all basic
blocks instead of the tree model. Similarly, to enable polyhedral based program transformations and analysis,
we introduced a specific representation for affine control loops that we use to derive a Polyhedral Reduced
Dependence Graph (PRDG). Our current flow assumes that the application is specified as a hierarchy of
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System-Level Model (DSL)

Figure 2. CAIRN’s general software development framework.

communicating tasks, where each task is expressed using C or Matlab/Scilab, and where the system-level
representation and the target platform model are often defined using Domain Specific Languages (DSL).

Gecos (Generic Compiler Suite) is the main backbone of CAIRN’s flow. It is an open source Eclipse-based
flexible compiler infrastructure developed for fast prototyping of complex compiler passes. Gecos is a 100%
Java based implementation and is based on modern software engineering practices such as Eclipse plugin or
model-driven software engineering with EMF (Eclipse Modeling Framework). As of today, our flow offers the
following features:

e An automatic floating-point to fixed-point conversion flow (for ASIC/FPGA and embedded proces-
sors). ID.Fix is an infrastructure for the automatic transformation of software code aiming at the
conversion of floating-point data types into a fixed-point representation.

e A polyhedral-based loop transformation and parallelization engine (mostly targeted at HLS).

e A custom instruction extraction flow (for ASIP and dynamically reconfigurable architectures).
Durase is developed for the compilation and the synthesis targeting reconfigurable platforms and
the automatic synthesis of application specific processor extensions. It uses advanced technologies,
such as graph matching together with constraint programming methods.

e Several back-ends to enable the generation of VHDL for specialized or reconfigurable IPs, and
SystemC for simulation purposes (e.g., fixed-point simulations).

Gecos, ID.Fix or Durase have been demonstrated during ‘“University Booths” in various conference such as
IEEE/ACM DAC or DATE.

4. Application Domains

4.1. Panorama

keywords: Wireless (Body) Sensor Networks, High-Rate Optical Communications, Wireless Communica-
tions, Applied Cryptography.
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Our research is based on realistic applications, in order to both discover the main needs created by these
applications and to invent realistic and interesting solutions.

Wireless Communication is our privileged application domain. Our research includes the prototyping of
(subsets of) such applications on reconfigurable and programmable platforms. For this application domain,
the high computational complexity of the 5SG Wireless Communication Systems calls for the design of high-
performance and energy-efficient architectures. In Wireless Sensor Networks (WSN), where each wireless
node is expected to operate without battery replacement for significant periods of time, energy consumption is
the most important constraint. Sensor networks are a very dynamic domain of research due, on the one hand,
to the opportunity to develop innovative applications that are linked to a specific environment, and on the other
hand to the challenge of designing totally autonomous communicating objects.

Other important fields are also considered: hardware cryptographic and security modules, high-rate optical
communications, machine learning, and multimedia processing.

5. Highlights of the Year

5.1. Highlights of the Year

Members of CAIRN published six papers accepted at IEEE/ACM Design Automation and Test in Europe for
2017, one of the major events in design automation.
[30] was among the few papers nominated for best paper at IEEE FPL.

6. New Software and Platforms

6.1. Gecos

Generic Compiler Suite

KEYWORDS: Source-to-source compiler - Model-driven software engineering - Retargetable compilation
SCIENTIFIC DESCRIPTION: The Gecos (Generic Compiler Suite) project is a source-to-source compiler
infrastructure developed in the Cairn group since 2004. It was designed to enable fast prototyping of program
analysis and transformation for hardware synthesis and retargetable compilation domains.

Gecos is Java based and takes advantage of modern model driven software engineering practices. It uses the
Eclipse Modeling Framework (EMF) as an underlying infrastructure and takes benefits of its features to make
it easily extensible. Gecos is open-source and is hosted on the Inria gforge.

The Gecos infrastructure is still under very active development, and serves as a backbone infrastructure to
projects of the group. Part of the framework is jointly developed with Colorado State University and between
2012 and 2015 it was used in the context of the FP7 ALMA European project. The Gecos infrastructure is
currently used by the EMMTRIX start-up, a spin-off from the ALMA project which aims at commercializing
the results of the project, and in the context of the H2020 ARGO European project.

FUNCTIONAL DESCRIPTION: GeCoS provides a programme transformation toolbox facilitating paralleli-
sation of applications for heterogeneous multiprocessor embedded platforms. In addition to targeting pro-
grammable processors, GeCoS can regenerate optimised code for High Level Synthesis tools.

e Participants: Tomofumi Yuki, Thomas Lefeuvre, Imen Fassi, Mickael Dardaillon, Ali Hassan El
Moussawi and Steven Derrien

e Partner: Université de Rennes 1
e Contact: Steven Derrien

e URL: http://gecos.gforge.inria.fr
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6.2. ID-Fix

Infrastructure for the Design of Fixed-point systems

KEYWORDS: Energy efficiency - Dynamic range evaluation - Accuracy optimization - Fixed-point arithmetic
- Analytic Evaluation - Embedded systems - Code optimisation

SCIENTIFIC DESCRIPTION: The different techniques proposed by the team for fixed-point conversion are
implemented on the ID.Fix infrastructure. The application is described with a C code using floating-point data
types and different pragmas, used to specify parameters (dynamic, input/output word-length, delay operations)
for the fixed-point conversion. This tool determines and optimizes the fixed-point specification and then,
generates a C code using fixed-point data types (ac_fixed ) from Mentor Graphics. The infrastructure is
made-up of two main modules corresponding to the fixed-point conversion (ID.Fix-Conv) and the accuracy
evaluation (ID.Fix-Eval)

FUNCTIONAL DESCRIPTION: ID.Fix focuses on computational precision accuracy and can provide an
optimised specification using fixed point arithmetic from a C source code with floating point data types. Fixed
point arithmetic is very widely used in embedded systems as it provides better performance and is much more
energy efficient. ID.Fix used an analytic programme model which means it can explore more solutions and
thereby produce much more efficient code.

e Participant: Olivier Sentieys

e Partner: Université de Rennes 1
e Contact: Olivier Sentieys

e URL: http://idfix.gforge.inria.fr

6.3. Platforms
6.3.1. Zyggie

KEYWORDS: Health - Biomechanics - Wireless body sensor networks - Low power - Gesture recognition -
Hardware platform - Software platform - Localization

SCIENTIFIC DESCRIPTION: Zyggie is a hardware and software wireless body sensor network platform. Each
sensor node, attached to different parts of the human body, contains inertial sensors (IMU) (accelerometer,
gyrometer, compass and barometer), an embedded processor and a low-power radio module to communicate
data to a coordinator node connected to a computer, tablet or smartphone. One of the system’s key innovations
is that it collects data from sensors as well as on distances estimated from the power of the radio signal received
to make the 3D location of the nodes more precise and thus prevent IMU sensor drift and power consumption
overhead. Zyggie can be used to determine posture or gestures and mainly has applications in sport, healthcare
and the multimedia industry.

FUNCTIONAL DESCRIPTION: The Zyggie sensor platform was developed to create an autonomous Wireless
Body Sensor Network (WBSN) with the capabilities of monitoring body movements. The Zyggie platform
is part of the BoWI project funded by CominLabs. Zyggie is composed of a processor, a radio transceiver
and different sensors including an Inertial Measurement Unit (IMU) with 3-axis accelerometer, gyrometer,
and magnetometer. Zyggie is used for evaluating data fusion algorithms, low power computing algorithms,
wireless protocols, and body channel characterization in the BoWI project.

The Zyggie V2 prototype includes the following features: a 32-bit microcontroller to manage a custom MAC
layer and processe quaternions based on IMU measures, and an UWB radio from DecaWave to measure
distances between nodes with Time of Flight (ToF).

e Participants: Arnaud Carer and Olivier Sentieys
e Partners: Lab-STICC - Université de Rennes 1
e Contact: Olivier Sentieys

e URL: http://www.bowi.cominlabs.ueb.eu/fr/zyggie-wbsn-platform


http://idfix.gforge.inria.fr
http://www.bowi.cominlabs.ueb.eu/fr/zyggie-wbsn-platform

108 Activity Report INRIA 2017

Figure 3. CAIRN’s Ziggie platform for WBSN

7. New Results

7.1. Reconfigurable Architecture Design

7.1.1.

7.1.2.

Voltage Over-Scaling for Error-Resilient Applications
Participants: Rengarajan Ragavan, Benjamin Barrois, Cédric Killian, Olivier Sentieys.

Voltage scaling has been used as a prominent technique to improve energy efficiency in digital systems, scaling
down supply voltage effects in quadratic reduction in energy consumption of the system. Reducing supply
voltage induces timing errors in the system that are corrected through additional error detection and correction
circuits. In [43], we proposed voltage over-scaling based approximate operators for applications that can
tolerate errors. We characterized the basic arithmetic operators using different operating triads (combination
of supply voltage, body-biasing scheme and clock frequency) to generate models for approximate operators.
Error-resilient applications can be mapped with the generated approximate operator models to achieve
optimum trade-off between energy efficiency and error margin. Based on the dynamic speculation technique,
best possible operating triad is chosen at runtime based on the user definable error tolerance margin of the
application. In our experiments in 28nm FDSOI, we achieved maximum energy efficiency of 89% for basic
operators like 8-bit and 16-bit adders at the cost of 20% Bit Error Rate (ratio of faulty bits over total bits) by
operating them in near-threshold regime.

Stochastic Computation Elements with Correlated Input Streams
Participants: Rengarajan Ragavan, Rahul Kumar Budhwani, Olivier Sentieys.

In recent years, shrinking size in integrated circuits has imposed a big challenge in maintaining the reliability
in conventional computing. Stochastic Computing (SC) has been seen as a reliable, low-cost, and low-power
alternative to overcome such issues. SC computes data in the form of bit streams of 1s and Os. Therefore,
SC outperforms conventional computing in terms of tolerance to soft error and uncertainty at the cost of
increased computational time. Stochastic Computing with uncorrelated input streams requires streams to
be highly independent for better accuracy. This results in more hardware consumption for conversion of
binary numbers to stochastic streams. Correlation can be used to design Stochastic Computation Elements
(SCE) with correlated input streams. These designs have higher accuracy and less hardware consumption. In
[38], we proposed new SC designs to implement image processing algorithms with correlated input streams.
Experimental results of proposed SC with correlated input streams show on average 37% improvement in
accuracy with reduction of 50-90% in area and 20-85% in delay over existing stochastic designs.
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7.1.3. Fault Tolerant Architectures

Participants: Olivier Sentieys, Angeliki Kritikakou, Rafail Psiakis.

Error occurrence in embedded systems has significantly increased, whereas critical applications require
reliable processors that combine performance with low cost and energy consumption. Very Long Instruction
Word (VLIW) processors have inherent resource redundancy which is not constantly used due to application’s
fluctuating Instruction Level Parallelism (ILP). Approaches can benefit these additional resources to provide
fault tolerance.

The reliability through idle slots utilization can be explored either at compile-time, increasing code size and
storage requirements, or at run-time only inside the current instruction bundle, adding unnecessary time slots
and degrading performance. To address this issue, we proposed a technique in [41] to explore the idle slots
inside and across original and replicated instruction bundles reclaiming more efficiently the idle slots and
creating a compact schedule. To achieve this, a dependency analysis is applied at run-time. The execution of
both original and replicated instructions is allowed at any adequate function unit, providing higher flexibility
on instruction scheduling. The proposed technique achieves up to 26% reduction in performance degradation
over existing approaches.

When permanent and soft errors coexist, spare units have to be used or the executed program has to be modified
through self-repair or by using several stored versions. However, these solutions introduce high area overhead
for the additional resources, time overhead for the execution of the repair algorithm and storage overhead of
the multi-versioning. To address these limitations, a hardware mechanism is proposed in [42] which at run-
time replicates the instructions and schedules them at the idle slots considering the resource constraints. If a
resource becomes faulty, the proposed approach efficiently rebinds both the original and replicated instructions
during execution. In this way, the area overhead is reduced, as no spare resources are used, whereas time and
storage overhead are not required. Results show up to 49% performance gain over existing techniques.

7.1.4. Hardware Accelerated Simulation of Heterogeneous Platforms

7.1.5

Participants: Minh Thanh Cong, Francois Charot, Steven Derrien.

When considering designing heterogeneous multi-core platforms, the number of possible design combinations
leads to a huge design space, with subtle trade-offs and design interactions. To reason about what design is
best for a given target application requires detailed simulation of many different possible solutions. Simulation
frameworks exist (such as gemS5) and are commonly used to carry out these simulations. Unfortunately, these
are purely software-based approaches and they do not allow a real exploration of the design space. Moreover,
they do not really support highly heterogeneous multi-core architectures. These limitations motivate the study
of the use of hardware to accelerate the simulation, and in particular of FPGA components. In this context,
we are currently investigating the possibility of building hardware accelerated simulators using the HAsim
simulation infrastructure, jointly developed by MIT and Intel. HAsim is an FPGA-accelerated simulator that
is able to simulate a multicore with a high-detailed pipeline, cache hierarchy and detailed on-chip network
on a single FPGA. A model of the RISC-V instruction set architecture suited to the HAsim infrastructure
has been developed, its deployment on the Xeon+FPGA Intel platform is in progress. This work is done with
the perspective of studying hardware accelerated simulation of heterogeneous multicore architectures mixing
RISC-V cores and hardware accelerators.

Optical Interconnections for 3D Multiprocessor Architectures

Participants: Jiating Luo, Ashraf El-Antably, Van Dung Pham, Cédric Killian, Daniel Chillet, Olivier
Sentieys.

To address the issue of interconnection bottleneck in multiprocessor on a single chip, we study how an Optical
Network-on-Chip (ONoC) can leverage 3D technology by stacking a specific photonics die. The objectives of
this study target: i) the definition of a generic architecture including both electrical and optical components, ii)
the interface between electrical and optical domains, iii) the definition of strategies (communication protocol)
to manage this communication medium, and iv) new techniques to manage and reduce the power consumption
of optical communications. The first point is required to ensure that electrical and optical components can be
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used together to define a global architecture. Indeed, optical components are generally larger than electrical
components, so a trade-off must be found between the size of optical and electrical parts. For the second
point, we study how the interface can be designed to take applications needs into account. From the different
possible interface designs, we extract a high-level performance model of optical communications from losses
induced by all optical components to efficiently manage Laser parameters. Then, the third point concerns the
definition of high-level mechanisms which can handle the allocation of the communication medium for each
data transfer between tasks. This part consists in defining the protocol of wavelength allocation. Indeed, the
optical wavelengths are a shared resource between all the electrical computing clusters and are allocated at run
time according to application needs and quality of service. The last point concerns the definition of techniques
allowing to reduce the power consumption of on-chip optical communications. The power of each Laser can
be dynamically tuned in the optical/electrical interface at run time for a given targeted bit-error-rate. Due to
the relatively high power consumption of such integrated Laser, we study how to define adequate policies able
to adapt the laser power to the signal losses.

In [37] we designed an Optical-Network-Interface (ONI) to connect a cluster of several processors to the
optical communication medium. This interface, constrained by the 10 Gb/s data-rate of the Lasers, integrates
Error Correcting Codes (ECC) and a communication manager. This manager can select, at run-time, the
communication mode to use depending on timing or power constraints. Indeed, as the use of ECC is based on
redundant bits, it increases the transmission time, but saves power for a given Bit Error Rate (BER). Moreover,
our ONI allows for data to be sent using several wavelengths in parallel, hence increasing transmission
bandwidth. From the design of this interface, estimation in terms of power consumption and execution time
have been obtained, as well as the energy per bit of each communication.

The optical medium can support multiple transactions at the same time on different wavelengths by us-
ing Wavelength Division Multiplexing (WDM). Moreover, multiple wavelengths can be gathered as high-
bandwidth channel to reduce transmission time. However, multiple signals sharing simultaneously a waveg-
uide lead to inter-channel crosstalk noise. This problem impacts the Signal to Noise Ratio (SNR) of the optical
signal, which increases the Bit Error Rate (BER) at the receiver side. In [39], we formulated the crosstalk noise
and execution time models and then proposed a Wavelength Allocation (WA) method in a ring-based WDM
ONoC to reach performance and energy trade-offs based on the application constraints. We showed that for
a 16-core ONoC architecture using 12 wavelengths, more than 10° allocation solutions exist and only 51 are
on a Pareto front giving a tradeoff between execution time and energy per bit (derived from the BER). These
optimized solutions reduce the execution time by 37% or the energy from 7.6fJ/bit to 4.4fJ/bit.

We also proposed to explore the selection of laser power for each communication. This approach reduces the
global power consumption by ensuring the targeted Bit Error Rate for each communication. To support laser
power selection, we have also studied, designed and evaluated at transistor level different configurable laser
drivers using a 28NM FDSOI technology.

7.1.6. Adaptive Dynamic Compilation for Low-Power Embedded Systems

Participants: Steven Derrien, Simon Rokicki.

Single ISA-Heterogeneous multi-cores such as the ARM big.LITTLE have proven to be an attractive solution
to explore different energy/performance trade-offs. Such architectures combine Out of Order cores with
smaller in-order ones to offer different power/energy profiles. They however do not really exploit the
characteristics of workloads (compute-intensive vs. control dominated).

In this work, we propose to enrich these architectures VLIW cores, which are very efficient at compute-
intensive kernels. To preserve the single ISA programming model, we resort to Dynamic Binary Translation
as used in Transmeta Crusoe and NVidia Denver processors. Our proposed DBT framework targets the RISC-
V ISA, for which both O00 and in-order implementations exist.

Since DBT operates at runtime, its execution time is directly perceptible by the user, hence severely con-
strained. As a matter of fact, this overhead has often been reported to have a huge impact on actual perfor-
mance, and is considered as being the main weakness of DBT based solutions. This is particularly true when
targeting a VLIW processor: the quality of the generated code depends on efficient scheduling; unfortunately
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scheduling is known to be the most time-consuming component of a JIT compiler or DBT. Improving the re-
sponsiveness of such DBT systems is therefore a key research challenge. This is however made very difficult
by the lack of open research tools or platform to experiment with such platforms.

To address these issues, we have developed an open hardware/software platform supporting DBT. The platform
was designed using HLS tools and validated on a FPGA board. The DBT uses RISC-V as host ISA, and can
be retargeted to different VLIW configurations. Our platform uses custom hardware accelerators to improve
the reactivity of our optimizing DBT flow. Our results [44] show that, compared to a software implementation,
our approach offers speed-up by 8 x while consuming 18 less energy.

Our current research work investigates how DBT techniques can be used to support runtime configurable
VLIW cores. Such cores enable fine grain exploration of energy/performance trade-off by dynamically
adjusting their number of execution slots, their register file size, etc.). More precisely, we build on our DBT
framework to enable dynamic code specialization. Our first experimental results suggest that this approach
leads to best-case performance and energy efficiency when compared against static VLIW configurations [54].

7.1.7. Design Space Exploration for Iterative Stencil computations on FPGA accelerators
Participants: Steven Derrien, Gaél Deest, Tomofumi Yuki.

Iterative stencil computations arise in many application domains, ranging from medical imaging to numerical
simulation. Since they are computationally demanding, a large body of work addressed the problem of
parallelizing and optimizing stencils for multi-cores, GPUs, and FPGAs. Earlier attempts targeting FPGAs
showed that the performance of such accelerators is the result of a complex interplay between the FPGA’s
raw computing power, the amount of on-chip memory it has, and the performance of the external memory
system. They also illustrate how each application may have different requirements. For example, in the context
of embedded vision, the designer’s goal is often to find the design with minimum cost that matches real-
time performance constraints (e.g., 4K@60fps). In an exascale context, the designer’s goal is to maximize
performance (measured in ops-per-second) for a given FPGA board, while maintaining power dissipation
to a minimum. Based on these observations, we explore a family of design options that can accommodate
a large set of requirements and constraints, by exposing trade-offs between computing power, bandwidth
requirements, and FPGA resource usage. We have developed a code generator that produces HLS-optimized
C/C++ descriptions of accelerator instances targeting emerging System on Chip platforms, (e.g., Xilinx Zynq
or Intel SoC). Our family of designs builds upon the well-known tiling transformation, which we use to
balance on-chip memory cost and off-chip bandwidth. To ease the exploration of this design space, we propose
performance models to hone in on the most interesting design points, and show how they accurately lead to
optimal designs. Our results demonstrate that the optimal choice depends on problem sizes and performance
goals [30].

7.1.8. Energy-driven Accelerator Exploration for Heterogeneous Multiprocessor Architectures
Participants: Baptiste Roux, Olivier Sentieys.

Programming heterogeneous multiprocessor architectures combining multiple processor cores and hardware
accelerators is a real challenge. Computer-aided design and development tools try to reduce the large
design space by simplifying hardware software mapping mechanisms. However, energy consumption is
not well supported in most of design space exploration methodologies due to the difficulty to fast and
accurately estimate energy consumption. To this aim,we proposed and validated an exploration method for
partitioning applications on software cores and hardware accelerators under energy-efficiency constraints. The
methodology is based on energy and performance measurement of a tiny subset of the design space and an
analytical formulation of the performance and energy of an application kernel mapped on a heterogeneous
architecture. This closed-form expression is captured and solved using Mixed Integer Linear Programming,
which allows for very fast exploration resulting in the optimal solution. The approach is validated on
two applications kernels using Zyng-based architecture showing more than 12% acceleration speed-up and
energy saving compared to standard approaches. Results also show that the most energy-efficient solution
is application- and platform-dependent and moreover hardly predictable, which highlights the need for fast
exploration.
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7.2. Compilation and Synthesis for Reconfigurable Platform

7.2.1.

Superword-Level Parallelism-Aware Word Length Optimization
Participants: Steven Derrien, Ali Hassan El Moussawi.

Many embedded processors do not support floating-point arithmetic in order to comply with strict cost
and power consumption constraints. But, they generally provide support for SIMD as a mean to improve
performance for little cost overhead. Achieving good performance when targeting such processors requires
the use of fixed-point arithmetic and efficient exploitation of SIMD data-path. To reduce time-to-market,
automatic SIMDization — such as superword level parallelism (SLP) extraction — and floating-point to fixed-
point conversion methodologies have been proposed. In [33], we showed that applying these transformations
independently is not efficient. We proposed an SLP-aware word length optimization algorithm to jointly
perform floating-point to fixed-point conversion and SLP extraction. We implemented the proposed approach
in a source-to-source compiler framework and evaluated it on several embedded processors. Experimental
results illustrated the validity of our approach with performance improvement by up to 40% for a limited loss
in accuracy.

7.2.2. Automatic Parallelization Techniques for Time-Critical Systems

7.2.3.

Participants: Steven Derrien, Imen Fassi, Thomas Lefeuvre.

Real-time systems are ubiquitous, and many of them play an important role in our daily life. In hard real-time
systems, computing the correct results is not the only requirement. In addition, the results must be produced
within pre-determined timing constraints, typically deadlines. To obtain strong guarantees on the system
temporal behavior, designers must compute upper bounds of the Worst-Case Execution Times (WCET) of
the tasks composing the system. WCET analysis is confronted with two challenges: (i) extracting knowledge
of the execution flow of an application from its machine code, and (ii) modeling the temporal behavior of
the target platform. Multi-core platforms make the latter issue even more challenging, as interference caused
by concurrent accesses to shared resources have also to be modeled. Accurate WCET analysis is facilitated
by predictable hardware architectures. For example, platforms using ScratchPad Memories (SPMs) instead of
caches are considered as more predictable. However SPM management is left to the programmer-managed,
making them very difficult to use, especially when combined with complex loop transformations needed to
enable task level parallelization. Many researches have studied how to combine automatic SPM management
with loop parallelization at the compiler level.It has been shown that impressive average-case performance
improvements could be obtained on compute intensive kernels, but their ability to reduce WCET estimates
remains to be demonstrated, as the transformed code does not lends itself well to WCET analysis.

In the context of the ARGO project, and in collaboration with members of the PACAP team, we have studied
how parallelizing compilers techniques should be revisited in order to help WCET analysis tools. More
precisely, we have demonstrated the ability of polyhedral optimization techniques to reduce WCET estimates
in the case of sequential codes, with a focus on locality improvement and array contraction. We have shown on
representative real-time image processing use cases that they could bring significant improvements of WCET
estimates (up to 40%) provided that the WCET analysis process is guided with automatically generated flow
annotations [31].

Operator-Level Approximate Computing
Participants: Benjamin Barrois, Olivier Sentieys.

Many applications are error-resilient, allowing for the introduction of approximations in the calculations, as
long as a certain accuracy target is met. Traditionally, fixed-point arithmetic is used to relax accuracy, by
optimizing the bit-width. This arithmetic leads to important benefits in terms of delay, power and area. Lately,
several hardware approximate operators were invented, seeking the same performance benefits. However, a
fair comparison between the usage of this new class of operators and classical fixed-point arithmetic with
careful truncation or rounding, has never been performed. In [27], we first compare approximate and fixed-
point arithmetic operators in terms of power, area and delay, as well as in terms of induced error, using many
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state-of-the-art metrics and by emphasizing the issue of data sizing. To perform this analysis, we developed
a design exploration framework, ApxPerf, which guarantees that all operators are compared using the same
operating conditions. Moreover, operators are compared in several classical real-life applications leveraging
relevant metrics. In [27], we show that considering a large set of parameters, existing approximate adders
and multipliers tend to be dominated by truncated or rounded fixed-point ones. For a given accuracy level
and when considering the whole computation data-path, fixed-point operators are several orders of magnitude
more accurate while spending less energy to execute the application. A conclusion of this study is that the
entropy of careful sizing is always lower than approximate operators, since it require significantly less bits to
be processed in the data-path and stored. Approximated data therefore always contain on average a greater
amount of costly erroneous, useless information.

In [26] we performed a comparison between custom fixed-point (FxP) and floating-point (FIP) arithmetic,
applied to bidimensional K-means clustering algorithm. First, FxP and FIP arithmetic operators are compared
in terms of area, delay and energy, for different bitwidth, using the ApxPerf2.0 framework. Finally, both are
compared in the context of K-means clustering. The direct comparison shows the large difference between 8-
to-16-bit FxP and FIP operators, FIP adders consuming 5-12x more energy than FxP adders, and multipliers
2-10x more. However, when applied to K-means clustering algorithm, the gap between FxP and FIP tightens.
Indeed, the accuracy improvements brought by FIP make the computation more accurate and lead to an
accuracy equivalent to FxP with less iterations of the algorithm, proportionally reducing the global energy
spent. The 8-bit version of the algorithm becomes more profitable using FIP, which is 80% more accurate with
only 1.6 X more energy.

7.2.4. Dynamic Fault-Tolerant Mapping and Scheduling on Multi-core systems

Participants: Emmanuel Casseau, Petr Dobias.

Demand on multi-processor systems for high performance and low energy consumption still increases in
order to satisfy our requirements to perform more and more complex computations. Moreover, the transistor
size gets smaller and their operating voltage is lower, which goes hand in glove with higher susceptibility to
system failure. In order to ensure system functionality, it is necessary to conceive fault-tolerant systems. One
way to tackle this issue is to makes use of both the redundancy and reconfigurable computing, especially when
multi-processor platforms are targeted. Actually, multi-processor platforms can be less vulnerable when one
processor is faulty because other processors can take over its scheduled tasks.

In this context, we investigate how to dynamically map and schedule tasks onto homogeneous faulty proces-
sors. We developed a run-time algorithm based on the primary/backup approach which is commonly used for
its minimal resources utilization and high reliability. Its principal rule is that, when a task arrives, the system
creates two identical copies: the primary copy and the backup copy. Several policies have been studied and
their performances have been analyzed. We are currently refining the algorithm to reduce its complexity with-
out decreasing performance. This work is done in collaboration with Oliver Sinnen, PARC Lab., the University
of Auckland.

7.2.5. Energy Constrained and Real-Time Scheduling and Mapping on Multicores
Participants: Olivier Sentieys, Angeliki Kritikakou, Lei Mo.

Multicore architectures are now widely used in energy-constrained real-time systems, such as energy-
harvesting wireless sensor networks. To take advantage of these multicores, there is a strong need to balance
system energy, performance and Quality-of-Service (QoS). The Imprecise Computation (IC) model splits
a task into mandatory and optional parts allowing to tradeoff QoS. We focus on the problem of mapping,
i.e. allocating and scheduling, IC-tasks to a set of processors to maximize system QoS under real-time and
energy constraints, which we formulate as a Mixed Integer Linear Programming (MILP) problem. However,
state-of-the-art solving techniques either demand high complexity or can only achieve feasible (suboptimal)
solutions. We develop an effective decomposition-based approach in [40] to achieve an optimal solution
while reducing computational complexity. It decomposes the original problem into two smaller easier-to-
solve problems: a master problem for IC-tasks allocation and a slave problem for IC-tasks scheduling. We also
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provide comprehensive optimality analysis for the proposed method. Through the simulations, we validate
and demonstrate the performance of the proposed method, resulting in an average 55% QoS improvement
with regards to published techniques.

7.2.6. Real-Time Scheduling of Reconfigurable Battery-Powered Multi-Core Platforms

Participants: Daniel Chillet, Aymen Gammoudi.

Reconfigurable real-time embedded systems are constantly increasingly used in applications like autonomous
robots or sensor networks. Since they are powered by batteries, these systems have to be energy-aware, to adapt
to their environment and to satisfy real-time constraints. For energy harvesting systems, regular recharges
of battery can be estimated, and by including this parameter in the operating system, it is then possible to
develop strategy able to ensure the best execution of the application until the next recharge. In this context,
operating system services must control the execution of tasks to meet the application constraints. Our objective
concerns the proposition of a new real-time scheduling strategy that considers execution constraints such as
the deadline of tasks and the energy for heterogeneous architectures. For such systems, we first addressed
homogeneous architectures and extended our work for heterogeneous systems for which each task has different
execution parameters. For these two architectures models, we formulated the problem as an ILP optimisation
problem that can be solved by classical solvers. Assuming that the energy consumed by the communication
is dependent on the distance between processors, we proposed a mapping strategy to minimise the total cost
of communication between processors by placing the dependent tasks as close as possible to each other. The
proposed strategy guarantees that, when a task is mapped into the system and accepted, it is then correctly
executed prior to the task deadline. Finally, as on-line scheduling is targeted for this work, we proposed
heuristics to solve these problems in efficient way. These heuristics are based on the previous packing strategy
developed for the mono-processor architecture case.

7.2.7. Run-Time Management on Multicore Platforms
Participant: Angeliki Kritikakou.

In real-time mixed-critical systems, Worst-Case Execution Time analysis (WCET) is required to guarantee
that timing constraints are respected —at least for high criticality tasks. However, the WCET is pessimistic
compared to the real execution time, especially for multicore platforms. As WCET computation considers
the worst-case scenario, it means that whenever a high criticality task accesses a shared resource in multi-
core platforms, it is considered that all cores use the same resource concurrently. This pessimism in WCET
computation leads to a dramatic under utilization of the platform resources, or even failing to meet the timing
constraints. In order to increase resource utilization while guaranteeing real-time guarantees for high criticality
tasks, previous works proposed a run-time control system to monitor and decide when the interferences
from low criticality tasks cannot be further tolerated. However, in the initial approaches, the points where
the controller is executed were statically predefined. We propose a dynamic run-time control in [19] which
adapts its observations to on-line temporal properties, increasing further the dynamism of the approach, and
mitigating the unnecessary overhead implied by existing static approaches. Our dynamic adaptive approach
allows to control the ongoing execution of tasks based on run-time information, and increases further the gains
in terms of resource utilization compared with static approaches.

8. Partnerships and Cooperations

8.1. National Initiatives

8.1.1. Labex CominLabs - 3DCORE (2014-2018)

Participants: Olivier Sentieys, Daniel Chillet, Cédric Killian, Jiating Luo, Van Dung Pham, Ashraf El-
Antably.

3DCORE (3D Many-Core Architectures based on Optical Network on Chip) is a project investigating new
solutions based on silicon photonics to enhance by 2 to 3 magnitude orders energy efficiency and data rate
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of on-chip interconnect in the context of a many-core architecture. Moreover, 3DCore will take advantage
of 3D technologies to design a specific optical layer suitable for a flexible and energy efficient high-speed
optical network on chip (ONoC). 3DCORE involves CAIRN, FOTON (Rennes, Lannion) and Institut des
Nanotechnologies de Lyon. For more details see http://www.3d-opt-many-cores.cominlabs.ueb.eu.

8.1.2. Labex CominLabs - RELIASIC (2014-2018)

Participants: Emmanuel Casseau, Imran Wali.

RELIASIC (Reliable Asic) will address the issue of fault-tolerant computation with a bottom-up approach,
starting from an existing application as a use case (a GPS receiver) and adding some redundant mechanisms to
allow the GPS receiver to be tolerant to transient errors due to low voltage supply. RELIASIC involves CAIRN,
Lab-STICC (Lorient) and IETR (Rennes, Nantes). For more details see http://www.reliasic.cominlabs.ueb.eu
In this project, CAIRN is in charge of the analysis and design of arithmetic operators for fault tolerance. We
focus on the hardware implementations of conventional arithmetic operators such as adders, multipliers. We
also propose a lightweight design and assessment framework for arithmetic operators with reduced-precision
redundancy.

8.1.3. Labex CominLabs & Lebesgue - H-A-H (2014-2017)

Participants: Arnaud Tisserand, Gabriel Gallin, Audrey Lucas.

H-A-H for Hardware and Arithmetic for Hyperelliptic Curves Cryptography is a project on advanced arith-
metic representation and algorithms for hyper-elliptic curve cryptography. It will provide novel implemen-
tations of HECC based cryptographic algorithms on custom hardware platforms. H-A-H involves CAIRN
(Lannion) and IRMAR (Rennes). For more details see http://h-a-h.inria.fr/.

8.1.4. Labex CominLabs - BBC (2016-2020)

Participants: Olivier Sentieys, Cédric Killian, Joel Ortiz Sosa.

The aim of the BBC (on-chip wireless Broadcast-Based parallel Computing) project is to evaluate the use
of wireless links between cores inside chips and to define new paradigms. Using wireless communications
enables broadcast capabilities for Wireless Networks on Chip (WiNoC) and new management techniques
for memory hierarchy and parallelism. The key objectives concern improvement of power consumption,
estimation of achievable data rates, flexibility and reconfigurability, size reduction and memory hierarchy
management. For more details see http://www.bbc.cominlabs.ueb.eu In this project, CAIRN will address new
low-power MAC (media access control) technique based on CDMA access as well as broadcast-based fast
cooperation protocol designed for resource sharing (bandwidth, distributed memory, cache coherency) and
parallel programming.

8.1.5. Labex CominLabs - SHERPAM (2014-2018)

Participant: Patrice Quinton.

Heart failure and peripheral artery disease patients require early detection of health problems in order to
prevent major risk of morbidity and mortality. Evidence shows that people recover from illness or cope with
a chronic condition better if they are in a familiar environment (i.e., at home) and if they are physically active
(i.e., practice sports). The goal of the Sherpam project is to design, implement, and validate experimentally a
monitoring system allowing biophysical data of mobile subjects to be gathered and exploited in a continuous
flow. Transmission technologies available to mobile users have been improved a lot during the last two decades,
and such technologies offer interesting prospects for monitoring the health of people anytime and anywhere.
The originality of the Sherpam project is to rely simultaneously and in an agile way on several kinds of
wireless networks in order to ensure the transmission of biometric data, while coping with network disruptions.
Sherpam also develops new signal processing algorithms for activity quantification and recognition which
represent now a major social and public health issue (monitoring of elderly patient, personalized quantification
activity, etc.). Sherpam involves research teams from several scientific domains and from several laboratories
of Brittany (IRISA/CASA, LTSI, M2S, CIC-IT 1414-CHU Rennes and LAUREPS). For more details see
http://www.sherpam.cominlabs.ueb.eu
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8.1.6. DGA RAPID - FLODAM (2017-2021)
Participants: Olivier Sentieys, Angeliki Kritikakou.

FLODAM is an industrial research project for methodologies and tools dedicated to the hardening of
embedded multi-core processor architectures. The goal is to: 1) evaluate the impact of the natural or artificial
environments on the resistance of the system components to faults based on models that reflect the reality
of the system environment , 2) the exploration of architecture solutions to make the multi-core architectures
fault tolerant to transient or permanent faults and 3) test and evaluate the proposed fault tolerant architecture
solutions and compare the results under different scenarios provided by the fault models.

8.2. European Initiatives
8.2.1. H2020 ARGO

Participants: Steven Derrien, Olivier Sentieys, Imen Fassi, Ali Hassan El Moussawi.
Program: H2020-1CT-04-2015
Project acronym: ARGO
Project title: WCET-Aware Parallelization of Model-Based Applications for Heterogeneous Parallel
Systems
Duration: Feb. 2016 - Feb. 2019
Coordinator: KIT
Other partners: KIT (DE), UR1/Inria/CAIRN (FR), Recore Systems (NL), TEI-WG (GR), Scilab
Ent. (FR), Absint (DE), DLR (DE), Fraunhofer (DE)

Increasing performance and reducing cost, while maintaining safety levels and programmability are the key
demands for embedded and cyber-physical systems, e.g. aerospace, automation, and automotive. For many
applications, the necessary performance with low energy consumption can only be provided by customized
computing platforms based on heterogeneous many-core architectures. However, their parallel programming
with time-critical embedded applications suffers from a complex toolchain and programming process. ARGO
will address this challenge with a holistic approach for programming heterogeneous multi- and many-core
architectures using automatic parallelization of model-based real-time applications. ARGO will enhance
WCET-aware automatic parallelization by a cross-layer programming approach combining automatic tool-
based and user-guided parallelization to reduce the need for expertise in programming parallel heterogeneous
architectures. The ARGO approach will be assessed and demonstrated by prototyping comprehensive time-
critical applications from both aerospace and industrial automation domains on customized heterogeneous
many-core platforms.

8.2.2. ANR International ARTEFaCT

Participants: Olivier Sentieys, Benjamin Barrois, Tara Petric, Tomofumi Yuki.
Program: ANR International France-Switzerland
Project acronym: ARTEFaCT
Project title: AppRoximaTivE Flexible Circuits and Computing for IoT
Duration: Feb. 2016 - Dec. 2019
Coordinator: CEA
Other partners: CEA-LETI (FR), CAIRN (FR), EPFL (SW)

The ARTEFaCT project aims to build on the preliminary results on inexact and exact near-threshold and
sub-threshold circuit design to achieve major energy consumption reductions by enabling adaptive accuracy
control of applications. ARTEFaCT proposes to address, in a consistent fashion, the entire design stack, from
physical hardware design, up to software application analysis, compiler optimizations, and dynamic energy
management. We do believe that combining sub-near-threshold with inexact circuits on the hardware side and,
in addition, extending this with intelligent and adaptive power management on the software side will produce
outstanding results in terms of energy reduction, i.e., at least one order of magnitude, in IoT applications. The
project will contribute along three research directions: (1) approximate, ultra low-power circuit design, (2)
modeling and analysis of variable levels of computation precision in applications, and (3) accuracy-energy
trade- offs in software.
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8.3. International Initiatives

8.3.1. Inria Associate Teams

8.3.1.1. IoTA

Title: Ultra-Low Power Computing Platform for IoT leveraging Controlled Approximation
International Partner (Institution - Laboratory - Researcher):
Ecole Polytechnique Fédérale de Lausanne (Switzerland) - Christian Enz
Start year: 2017
See also: https://team.inria.fr/cairn/IOTA

Energy issues are central to the evolution of the Internet of Things (IoT), and more generally
to the ICT industry. Current low-power design techniques cannot support the estimated growth
in number of IoT objects and at the same time keep the energy consumption within sustainable
bounds, both on the IoT node side and on cloud/edge-cloud side. This project aims to build on the
preliminary results on inexact and exact sub/near-threshold circuit design to achieve major energy
consumption reductions by enabling adaptive accuracy control of applications. Advanced ultra low-
power hardware design methods utilize very low supply voltage, such as in near-threshold and
sub-threshold designs. These emerging technologies are very promising avenues to decrease active
and stand-by-power in electronic devices. To move another step forward, recently, approximate
computing has become a major field of research in the past few years. IoTA proposes to address,
in a consistent fashion, the entire design stack, from hardware design, up to software application
analysis, compiler optimizations, and dynamic energy management. We do believe that combining
sub-near-threshold with inexact circuits on the hardware side and, in addition, extending this with
intelligent and adaptive power management on the software side will produce outstanding results in
terms of energy reduction, i.e., at least one order of magnitude, in IoT. The main scientific challenge
is twofold: (1) to add adaptive accuracy to hardware blocks built in near/sub threshold technology
and (2) to provide the tools and methods to program and make efficient use of these hardware
blocks for applications in the IoT domain. This entails developing approximate computing units,
on one side, and methods and tools, on the other side, to rigorously explore trade-offs between
accuracy and energy consumption in IoT systems. The expertise of the members of the two teams
is complementary and covers all required technical knowledge necessary to reach our objectives,
i.e., ultra low power hardware design (EPFL), approximate operators and functions (Inria, EPFL),
formal analysis of precision in algorithms (Inria), and static and dynamic energy management (Inria,
EPFL). Finally, the proof of concept will consist of results on (1) an adaptive, inexact or exact,
ultra-low power microprocessor in 28 nm process and (2) a real prototype implemented in an FPGA
platform combining processors and hardware accelerators. Several software use-cases relevant for
the IoT domain will be considered, e.g., embedded vision, IoT sensors data fusion, to practically
demonstrate the benefits of our approach.

8.3.2. Inria International Partners

8.3.2.1. LRS

Title: Loop unRolling Stones: compiling in the polyhedral model
International Partner (Institution - Laboratory - Researcher):

Colorado State University (United States) - Department of Computer Science - Prof.
Sanjay Rajopadhye

8.3.2.2. HARAMCOP

Title: Hardware accelerators modeling using constraint-based programming
International Partner (Institution - Laboratory - Researcher):

Lund University (Sweden) - Department of Computer Science - Prof. Krzysztof Kuchcin-
ski
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8.3.2.3. SPINACH

Title: Secure and low-Power sensor Networks Circuits for Healthcare embedded applications
International Partner (Institution - Laboratory - Researcher):

University College Cork (Ireland) - Department of Electrical and Electronic Engineering -
Prof. Liam Marnane and Prof. Emanuel Popovici

Arithmetic operators for cryptography, side channel attacks for security evaluation, energy-
harvesting sensor networks, and sensor networks for health monitoring.

8.3.2.4. DARE

Title: Design space exploration Approaches for Reliable Embedded systems
International Partner (Institution - Laboratory - Researcher):
IMEC (Belgium) - Francky Catthoor

Methodologies to design low cost and efficient techniques for safety-critical embedded systems,
Design Space Exploration (DSE), run-time dynamic control mechanisms.

8.3.2.5. Informal International Partners

LSSI laboratory, Québec University in Trois-Rivieres (Canada), Design of architectures for digital
filters and mobile communications.

Department of Electrical and Computer Engineering, University of Patras (Greece), Wireless Sensor
Networks, Worst-Case Execution Time, Priority Scheduling.

Karlsruhe Institute of Technology - KIT (Germany), Loop parallelization and compilation techniques
for embedded multicores.

Ruhr - University of Bochum - RUB (Germany), Reconfigurable architectures.

University of Science and Technology of Hanoi (Vietnam), Participation of several CAIRN’S mem-
bers in the Master ICT / Embedded Systems.

8.4. International Research Visitors

84.1.

8.4.2.

Visits of International Scientists

Mattia Cacciotti, Ecole Polytechnique Fédérale de Lausanne (Switzerland), from May 2017 until June 2017.
Emna Hammami, University of Tunis, from April 2017 until June 2017.

Prof. Stanislaw Piestrak, Univ de Lorraine, June 2017.
Visits to International Teams

P. Quinton was invited in Passau University (Passau, Germany) by Prof. Chris Lengauer during one week in
June 2017, and gave an invited seminar on the synthesis of parallel architectures.

P. Quinton was invited by Prof. Daniel Massicotte of Université de Trois-Rivieres (Québec) in October 2017
to cooperate on the design of FPGA hardware accelerators for electric simulation. His stay was supported by
a grant of the RESMIQ (regroupement stratégique en microsystemes du Québec). He gave an invited seminar
on the synthesis of data-flow parallel systems.
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8.4.3. Sabbatical programme

Casseau Emmanuel
Date: Aug 2016 - Jul 2017
Institution: University of Auckland (New Zealand), Parallel and Reconfigurable Research
Lab. of the Electrical and Computer Engineering department.

The goal of the project was to propose dynamic mapping and scheduling algorithms
dedicated to unreliable heterogeneous platforms, enabling self-adaptive and resource-
aware computing.

9. Dissemination

9.1. Promoting Scientific Activities

9.1.1. Chair of Conference Program Committees

O. Sentieys was Track Chair at IEEE NEWCAS.

9.1.2. Member of the Conference Program Committees

D. Chillet was member of the technical program committee of HIPEAC RAPIDO, HIiPEAC WRC,
MCSoC, DCIS, ComPAS, DASIP, LP-EMS, ARC.

S. Derrien was a member of technical program committee of IEEE FPL and ARC conferences and
of WRC and Impact workshops.

O. Sentieys was a member of technical program committee of [IEEE/ACM DATE, IEEE FPL, ACM
ENSSys, ACM SBCCI, IEEE ReConFig, FPGA4GPC.

9.1.3. Member of the Editorial Boards of Journals

D. Chillet is member of the Editor Board of Journal of Real-Time Image Processing (JRTIP).

O. Sentieys is member of the editorial board of Journal of Low Power Electronics and International
Journal of Distributed Sensor Networks.

9.1.4. Invited Talks

O. Sentieys gave an invited talk at FETCH (Ecole d’hiver Francophone sur les Technologies de
Conception des Systemes embarqués Hétérogenes), Mont Tremblant, Canada, January 2017 on
“Need more Energy Efficiency? Agree to Compute Inexactly”.

O. Sentieys gave an invited talk at GDR SoC?2, Paris, France, November 2017 on “Controlling
Inexact Computations at Compile Time and Runtime”.

O. Sentieys gave an invited talk at IToT2Sustain Workshop, London, UK, July 2017 on “Challenges
in Energy Efficiency of Computing Architectures: from Sensors to Clouds”.

O. Sentieys gave an invited course at ARCHI Spring School, Nancy, France, March 2017 on “Design
of VLSI Integrated Circuits — A (very) deep dive into processors”.

9.1.5. Leadership within the Scientific Community

D. Chillet is member of the Board of Directors of Gretsi Association.

D. Chillet is co-animator of the topics "Connected Objects" and "Near Sensor Computing" of GDR
SoC2.

F. Charot and O. Sentieys are members of the steering committee of a CNRS Spring School for
graduate students on embedded systems architectures and associated design tools (ARCHI).

C. Killian was Co-Organizer of the Thematic Day on "Emerging Interconnect Technologies in Many
Core Architectures" of GDR SoC?, November 27, 2017.
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e 0. Sentieys is a member of the steering committee of a CNRS spring school for graduate students
on low-power design (ECOFAC).

e 0. Sentieys is a member of the steering committee of GDR SoC2.

9.1.6. Scientific Expertise
e E.Casseau served as an expert for the Natural Sciences and Engineering Research Council of Canada
(NSERC), program Discovery Grant 2017.
e O. Sentieys served as a jury member in the EDAA Outstanding Dissertations Award (ODA).

9.2. Teaching - Supervision - Juries

9.2.1. Teaching

E. Casseau: signal processing, 16h, ENSSAT (L3)

Casseau: low power design, 6h, ENSSAT (M1)

Casseau: real time design methodology, 24h, ENSSAT (M1)

Casseau: computer architecture, 24h, ENSSAT (M1)

Casseau: SoC and high-level synthesis, 24h, Master by Research (SISEA) and ENSSAT (M2)
Derrien: component and system synthesis, 20h, Master by Research (ISTIC) (M2)
Derrien: computer architecture, 12h, ENS Rennes (L3)

Derrien: computer architecture, 24h, 1STIC (L3)

Derrien: introduction to operating systems, 8h, ISTIC (M1)

Derrien: embedded architectures, 48h, 1ISTIC (M1)

Derrien: high-level synthesis, 6h, 1ISTIC (M1)

Derrien: software engineering project, 40h, ISTIC (M1)

Charot: processor architecture, 25h, Univ. of Science and Tech. of Hanoi (M1)
Chillet: embedded processor architecture, 20h, ENSSAT (M1)

Chillet: multimedia processor architectures, 24h, ENSSAT (M2)
Chillet: low-power digital CMOS circuits, 6h, Telecom Bretagne (M2)
Killian: digital electronics, 62h, TUT Lannion (L1)

Killian: signal processing, 36h, IUT Lannion (L2)

Killian: automated measurements, 56h, IUT Lannion (L2)

Killian: measurement chain, 58h, 1TUT Lannion (L2)

Killian: embedded systems programming, 12h, ITUT Lannion (L2)
Killian: automatic control, 18h, IUT Lannion (L2)

Kritikakou: computer architecture 1, 32h, 1STIC (L3)

Kritikakou: computer architecture 2, 44h, 1STIC (L3)

Kritikakou: C and unix programming languages, 102h, 1STIC (L3)
Kritikakou: operating systems, 96h, ISTIC (L3)

Kritikakou: multitasking operating systems, 20h, ISTIC (M1)
Sentieys: digital signal processing, 40h, ENSSAT (M1)

Sentieys: VLSI integrated circuit design, 40h, ENSSAT (M1)
Wolinski: computer architectures, 92h, ESIR (L3)

Wolinski: design of embedded systems, 48h, ESIR (M1)

Wolinski: signal, image, architecture, 26h, ESIR (M1)
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C. Wolinski: programmable architectures, 10h, ESIR (M1)
C. Wolinski: component and system synthesis, 10h, Master by Research (ISTIC) (M2)

9.2.2. Teaching Responsibilities

o C. Wolinski is the Director of ESIR.

e S. Derrien was the responsible of the first year (M1) of the Master of Computer Science at ISTIC
until Aug. 2017.

e O. Sentieys is responsible of the "Embedded Systems” major of the SISEA Master by Research.

e D. Chillet is the responsible of the ICT Master of University of Science and Technology of Hanoi.

e (. Killian is the responsible of the second year of the Physical Measurement DUT at IUT of
Lannion.

ENSSAT stands for ”Ecole Nationale Supérieure des Sciences Appliquées et de Technologie” and is an ”Ecole
d’Ingénieurs” of the University of Rennes 1, located in Lannion.

ISTIC is the Electrical Engineering and Computer Science Department of the University of Rennes 1.

ESIR stands for ”Ecole supérieure d’ingénieur de Rennes” and is an ”Ecole d’Ingénieurs” of the University
of Rennes 1, located in Rennes.

9.2.3. Supervision
PhD: Benjamin Barrois, Methods to Evaluate Accuracy-Energy Trade-Off in Operator-Level Ap-
proximate Computing, Dec. 2017, O. Sentieys.
PhD: Gaél Deest, Implementation Trade-Offs for FPGA Accelerators, Dec. 2017, S. Derrien.
PhD: Xuan Chien Le, Improving performance of non-intrusive load monitoring with low-cost sensor
networks, Apr. 2017, O. Sentieys, B. Vrigneau.
PhD: Rengarajan Ragavan, Error handling and energy estimation for error resilient near-threshold
computing, Sep. 2017, O. Sentieys, C. Killian.
PhD: Baptiste Roux, Methodology and Tools for Energy-aware Task Mapping on Heterogeneous
Multiprocessor Architectures, Nov. 2017, O. Sentieys, M. Gautier.
PhD in progress: Minh Thanh Cong, Hardware Accelerated Simulation of Heterogeneous Multicore
Platforms, May 2017, F. Charot, S. Derrien.
PhD in progress: Petr Dobias, Towards efficient application execution on resilient multi-core archi-
tectures, Oct. 2017, E. Casseau.
PhD in progress: Gabriel Gallin, Hardware Arithmetic Units and Crypto-Processor for Hyperelliptic
Curves Cryptography, Oct. 2014, A. Tisserand.
PhD in progress: Aymen Gammoudi, New Visual Adaptive Real-Time OS for Embedded Multi-Core
Architecture, Oct. 2015, D. Chillet, M.Khalgui.
PhD in progress: Mael Gueguen, Improving the performance and energy efficiency of complex het-
erogeneous manycore architectures with on-chip data mining, Nov. 2016, O. Sentieys, A. Termier.
PhD in progress: Van-Phu Ha, Application-Level Tuning of Accuracy, Nov. 2017, T. Yuki, O.
Sentieys.
PhD in progress: Audrey Lucas, Software support resistant to passive and active attacks for asym-
metric cryptography on (very) small computation cores, Jan. 2016, A. Tisserand.

PhD in progress: Jiating, Luo, Communication protocol exploration in the context of 3D integration
of multiprocessors interconnected by Optical Network-on-Chip with energy constraints, Nov. 2014,
D. Chillet, C. Killian, S. Le-Beux.

PhD in progress: Thibaut Marty, Compiler support for speculative custom hardware accelerators,
Sep. 2017, T. Yuki, O. Sentieys.
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PhD in progress: Genevieve Ndour, Approximate Computing with High Energy Efficiency for
Internet of Things Applications, Apr. 2016, A. Tisserand, A. Molnos (CEA LETT).

PhD in progress: Joel Ortiz Sosa, Study and design of a digital baseband transceiver for wireless
network-on-chip architectures, Nov. 2016, O. Sentieys, C. Roland (Lab-STICC).

PhD in progress: Van Dung Pham, Design space exploration in the context of 3D integration of
multiprocessors interconnected by Optical Network-on-Chip, Dec 2014, O. Sentieys, D. Chillet, C.
Killian, S. Le-Beux.

PhD in progress: Rafail Psiakis, A Self-Healing Reconfigurable Accelerator Structure for Fault-
Tolerant Multi-Cores, Oct. 2015, A. Kritikakou, O. Sentieys.

PhD in progress: Simon Rokicki, Hybrid Hardware/Software Dynamic Compilation for Adaptive
Embedded Systems, Oct. 2015, S. Derrien.

PhD in progress: Nicolas Roux, Sensor-aided Non-Intrusive Appliance Load Monitoring: Detecting
Activity of Devices through Low-Cost Wireless Sensors, Oct. 2016, O. Sentieys, B. Vrigneau.

PhD in progress: Mai-Thanh Tran, Hardware Synthesis of Flexible and Reconfigurable Radio from
High-Level Language Dedicated to Physical Layer of Wireless Systems, Oct. 2013, E. Casseau, M.
Gautier.

10. Bibliography
Major publications by the team in recent years

[1] R. DAVID, S. PILLEMENT, O. SENTIEYS.Energy-Efficient Reconfigurable Processsors, in "Low Power
Electronics Design", C. PIGUET (editor), Computer Engineering, Vol 1, CRC Press, August 2004, chap. 20.

[2] S. DERRIEN, S. RAJOPADHYE, P. QUINTON, T. RISSET./2, in "High-Level Synthesis From Algorithm to
Digital Circuit", P. COUSSY, A. MORAWIEC (editors), Springer Netherlands, 2008, p. 215-230, http://dx.doi.
org/10.1007/978-1-4020-8588-8.

[3] J.-M. JEZEQUEL, B. COMBEMALE, S. DERRIEN, C. GUY, S. RAJOPADHYE.Bridging the Chasm Between
MDE and the World of Compilation, in "Journal of Software and Systems Modeling (SoSyM)", October 2012,
vol. 11, n° 4, p. 581-597 [DOI : 10.1007/s10270-012-0266-8], https://hal.inria.fr/hal-00717219.

[4] B. LE GAL, E. CASSEAU, S. HUET.Dynamic Memory Access Management for High-Performance DSP
Applications Using High-Level Synthesis, in "IEEE Transactions on VLSI Systems", 2008, vol. 16, n° 11,
p. 1454-1464.

[5] K. MARTIN, C. WOLINSKI, K. KUCHCINSKI, A. FLOCH, F. CHAROT.Constraint Programming Approach
to Reconfigurable Processor Extension Generation and Application Compilation, in "ACM transactions on
Reconfigurable Technology and Systems (TRETS)", June 2012, vol. 5, n® 2, p. 1-38, http://doi.acm.org/10.
1145/2209285.2209289.

[6] D. MENARD, D. CHILLET, F. CHAROT, O. SENTIEYS.Automatic Floating-point to Fixed-point Conversion
for DSP Code Generation, in "Proc. ACM/IEEE CASES", October 2002.

[7] S. PILLEMENT, O. SENTIEYS, R. DAVID.DART: A Functional-Level Reconfigurable Architecture for High
Energy Efficiency, in "EURASIP Journal on Embedded Systems (JES)", 2008, p. 1-13.


http://dx.doi.org/10.1007/978-1-4020-8588-8
http://dx.doi.org/10.1007/978-1-4020-8588-8
https://hal.inria.fr/hal-00717219
http://doi.acm.org/10.1145/2209285.2209289
http://doi.acm.org/10.1145/2209285.2209289

Project-Team CAIRN 123

[8] R. ROCHER, D. MENARD, O. SENTIEYS, P. SCALART.Analytical Approach for Numerical Accuracy Esti-
mation of Fixed-Point Systems Based on Smooth Operations, in "IEEE Transactions on Circuits and Systems.
Part I, Regular Papers", October 2012, vol. 59, n° 10, p- 2326 - 2339 [DOI : 10.1109/TCSI1.2012.2188938],
http://hal.inria.fr/hal-00741741.

[9] C. WOLINSKI, M. GOKHALE, K. MCCABE.A polymorphous computing fabric, in "IEEE Micro", 2002, vol.
22,n° 5, p. 56-68.

[10] C. WoLINsKI, K. KUCHCINSKI, E. RAFFIN.Automatic Design of Application-Specific Reconfigurable
Processor Extensions with UPaK Synthesis Kernel, in "ACM Trans. on Design Automation of Elect. Syst.",
2009, vol. 15, n® 1, p. 1-36, http://doi.acm.org/10.1145/1640457.1640458.

Publications of the year

Doctoral Dissertations and Habilitation Theses

[11] B. BARROIS.Methods to Evaluate Accuracy-Energy Trade-Off in Operator-Level Approximate Computing,
Université de Rennes 1, December 2017, https://hal.inria.fr/tel-01665015.

[12] G. DEEST.Implementation Trade-Offs for FGPA accelerators , Université de Rennes 1 [UR1], December 2017,
https://tel.archives-ouvertes.fr/tel-01665020.

[13] X.-C. LE.Improving performance of non-intrusive load monitoring with low-cost sensor networks, Université
Rennes 1, April 2017, https://tel.archives-ouvertes.fr/tel-01622355.

[14] R. RAGAVAN.Error handling and energy estimation for error resilient near-threshold computing, Université
Rennes 1, September 2017, https://tel.archives-ouvertes.fr/tel-01654476.

[15] R. RAGAVAN.Error Handling and Energy Estimation Framework For Error Resilient Near-Threshold Com-
puting, Rennes 1, September 2017, https://hal.inria.fr/tel-01636803.

[16] B. RouX.Methodology and Tools for Energy-aware Task Mapping on Heterogeneous Multiprocessor Archi-
tectures, Université de Rennes 1, November 2017, https://hal.inria.fr/tel-01672814.

Articles in International Peer-Reviewed Journal

[17] A. DORAI, V. FRESSE, C. COMBES, E.-B. BOURENNANE, A. MTIBAA.A collision management structure
for NoC deployment on multi-FPGA, in "Microprocessors and Microsystems: Embedded Hardware Design
(MICPRO)", March 2017, vol. 49, p. 28 - 43 [DOI : 10.1016/5.MICPR0.2017.01.006], https://hal-univ-
bourgogne.archives-ouvertes.fr/hal-01484378.

[18] M. FYRBIAK, S. ROKICKI, N. BISSANTZ, R. TESSIER, C. PAAR.Hybrid Obfuscation to Protect against

Disclosure Attacks on Embedded Microprocessors, in "IEEE Transactions on Computers"”, 2017, https://hal.
inria.fr/hal-01426565.

[19] A. KRITIKAKOU, T. MARTY, M. ROY.DYNASCORE: DYNAmic Software COntroller to increase REsource
utilization in mixed-critical systems, in "ACM Transactions on Design Automation of Electronic Systems
(TODAES)", September 2017, vol. 23, n® 2, art ID n°13 [DOI : 10.1145/3110222], https://hal.archives-
ouvertes.fr/hal-01559696.


http://hal.inria.fr/hal-00741741
http://doi.acm.org/10.1145/1640457.1640458
https://hal.inria.fr/tel-01665015
https://tel.archives-ouvertes.fr/tel-01665020
https://tel.archives-ouvertes.fr/tel-01622355
https://tel.archives-ouvertes.fr/tel-01654476
https://hal.inria.fr/tel-01636803
https://hal.inria.fr/tel-01672814
https://hal-univ-bourgogne.archives-ouvertes.fr/hal-01484378
https://hal-univ-bourgogne.archives-ouvertes.fr/hal-01484378
https://hal.inria.fr/hal-01426565
https://hal.inria.fr/hal-01426565
https://hal.archives-ouvertes.fr/hal-01559696
https://hal.archives-ouvertes.fr/hal-01559696

124 Activity Report INRIA 2017

[20] H. L1, S. LE BEUX, M. J. SEPULVEDA FLOREZ, I. O’CONNOR.Energy-Efficiency Comparison of Multi-
Layer Deposited Nanophotonic Crossbar Interconnects, in "ACM Journal on Emerging Technologies in
Computing Systems", July 2017, vol. XX, https://hal.inria.fr/hal-01508192.

[21] T. H. NGUYEN, M. GAY, F. GOMEzZ AGIs, S. LoBO, O. SENTIEYS, J.-C. SIMON, C. PEUCHERET,
L. BRAMERIE.Impact of ADC parameters on linear optical sampling systems, in "Optics Communica-
tions", November 2017, vol. 402, p. 362-367 [DOI : 10.1016/3.0pTCOM.2017.06.013], https://hal.archives-
ouvertes.fr/hal-01576164.

[22] T. H. NGUYEN, P. SCALART, M. GAY, L. BRAMERIE, O. SENTIEYS, J.-C. SIMON, C. PEUCHERET,
M. JOINDOT.Blind transmitter IQ imbalance compensation in M-QAM optical coherent systems, in
"Journal of optical communications and networking", September 2017, vol. 9, n® 9, p. D42-D50
[DOI : 10.1364/JOCN.9.000D42], https://hal.archives-ouvertes.fr/hal-01573632.

[23] B. ROUXEL, S. DERRIEN, 1. PUAUT.Tightening Contention Delays While Scheduling Parallel Applications on
Multi-core Architectures, in "ACM Transactions on Embedded Computing Systems (TECS)", October 2017,
vol. 16, n° 5s, p-1-20[DOI : 10.1145/3126496], https://hal.archives-ouvertes.fr/hal-01655383.

[24] C. X1ao, S. WANG, W. Liu, E. CASSEAU.Parallel Custom Instruction lIdentification for Ex-
tensible Processors, in "Journal of Systems Architecture”, May 2017, vol. 76, p. 149-159
[DOI : 10.1016/3.SYSARC.2016.11.011], https://hal.inria.fr/hal-01587020.

International Conferences with Proceedings

[25] L. AUDREY, A. TISSERAND.ECC Protections against both Observation and Pertubation Attacks, in
"CryptArchi 2017: 15th International Workshops on Cryptographic architectures embedded in logic devices",
Smolenice, Slovakia, June 2017, https://hal.archives-ouvertes.fr/hal-01545752.

[26] B. BARROIS, O. SENTIEYS.Customizing Fixed-Point and Floating-Point Arithmetic - A Case Study in K-
Means Clustering, in "SiPS 2017 - IEEE International Workshop on Signal Processing Systems", Lorient,
France, October 2017, https://hal.inria.fr/hal-01633723.

[27] B. BARROIS, O. SENTIEYS, D. MENARD.The Hidden Cost of Functional Approximation Against Careful
Data Sizing — A Case Study, in "Design, Automation & Test in Europe Conference & Exhibition (DATE
2017)", Lausanne, France, 2017, https://hal.inria.fr/hal-01423147.

[28] T. BOLLENGIER, L. LAGADEC, M. NAJEM, J.-C. LE LANN, P. GUILLOUX.Soft timing closure for soft
programmable logic cores: The ARGen approach , in "ARC 2017 - 13th International Symposium on Applied
Reconfigurable Computing", Delft, Netherlands, Delft University of Technology , April 2017, https://hal.
archives-ouvertes.fr/hal-01475251.

[29] S. CHERUBIN, G. AGOSTA, I. LASRI, E. ROHOU, O. SENTIEYS.Implications of Reduced-Precision Com-
putations in HPC: Performance, Energy and Error, in "International Conference on Parallel Computing
(ParCo)", Bologna, Italy, September 2017, https://hal.inria.fr/hal-01633790.

[30] G. DEEST, T. YUKI, S. RAJOPADHYE, S. DERRIEN.One size does not fit all: Implementation trade-offs for
iterative stencil computations on FPGAs, in "FPL - 27th International Conference on Field Programmable
Logic and Applications", Gand, Belgium, IEEE, September 2017 [DOI : 10.23919/FPL.2017.8056781],
https://hal.inria.fr/hal-01655590.


https://hal.inria.fr/hal-01508192
https://hal.archives-ouvertes.fr/hal-01576164
https://hal.archives-ouvertes.fr/hal-01576164
https://hal.archives-ouvertes.fr/hal-01573632
https://hal.archives-ouvertes.fr/hal-01655383
https://hal.inria.fr/hal-01587020
https://hal.archives-ouvertes.fr/hal-01545752
https://hal.inria.fr/hal-01633723
https://hal.inria.fr/hal-01423147
https://hal.archives-ouvertes.fr/hal-01475251
https://hal.archives-ouvertes.fr/hal-01475251
https://hal.inria.fr/hal-01633790
https://hal.inria.fr/hal-01655590

Project-Team CAIRN 125

[31] S. DERRIEN, I. PUAUT, P. ALEFRAGIS, M. BEDNARA, H. BUCHER, C. DAVID, Y. DEBRAY, U. DURAK, I.
Fassi, C. FERDINAND, D. HARDY, A. KRITIKAKOU, G. RAUWERDA, S. REDER, M. SicKS, T. STRIPF,
K. SUNESEN, T. TER BRAAK, N. VOROS, J. . BECKER.WCET-aware parallelization of model-based
applications for multi-cores: The ARGO approach, in "Design Automation and Test in Europe (DATE), 2017",
Lausanne, Switzerland, March 2017, p. 286 - 289 [DOI : 10.23919/DATE.2017.7927000], http://hal.upmc.
fr/hal-01590418.

[32] A. DORAI, O. SENTIEYS, H. DUBOIS.Evaluation of NoC on Multi-FPGA Interconnection Using GTX
Transceiver, in "24th IEEE International Conference on Electronics, Circuits and Systems (ICECS)", Batumi,
Georgia, December 2017, https://hal.inria.fr/hal-01633785.

[33] A. H. EL MOUSSAWI, S. DERRIEN.Superword Level Parallelism aware Word Length Optimization, in
"Design, Automation & Test in Europe Conference & Exhibition (DATE 2017)", Lausanne, Switzerland, D.
ATIENZA, G. D. NATALE (editors), IEEE, March 2017, https://hal.inria.fr/hal-01425550.

[34] G. GALLIN, T. OzLUM CELIK, A. TISSERAND.Architecture level Optimizations for Kummer based HECC
on FPGAs, in "IndoCrypt 2017 - 18th International Conference on Cryptology in India", Chennai, India,
International Conference in Cryptology in India : Progress in Cryptology — INDOCRYPT 2017, Springer,
December 2017, vol. 10698, p. 44-64 [DOI : 10.1007/978-3-319-71667-1_3], https://hal.archives-ouvertes.
fr/hal-01614063.

[35] G. GALLIN, A. TISSERAND.Hardware Architectures for HECC, in "CryptArchi 2017: 15th International
Workshops on Cryptographic architectures embedded in logic devices", Smolenice, Slovakia, June 2017,
https://hal.archives-ouvertes.fr/hal-01545625.

[36] G. GALLIN, A. TISSERAND.Hyper-Threaded Multiplier for HECC, in "Asilomar Conference on Signals,
Systems, and Computers", Pacific Grove, CA, United States, IEEE, October 2017, https://hal.archives-
ouvertes.fr/hal-01620046.

[37] C. KILLIAN, D. CHILLET, S. LE BEUX, O. SENTIEYS, V. D. PHAM, I. O’CONNOR.Energy and Perfor-
mance Trade-off in Nanophotonic Interconnects using Coding Techniques, in "DAC 2017 - IEEE/ACM Design
Automation Conference DAC", Austin, United States, June 2017, 6, https://hal.inria.fr/hal-01495468.

[38] R. KUMAR BUDHWANI, R. RAGAVAN, O. SENTIEYS.Taking Advantage of Correlation in Stochastic
Computing, in "ISCAS 2017 - IEEE International Symposium on Circuits and Systems", Baltimore, United
States, May 2017, https://hal.inria.fr/hal-01633725.

[39] J. Luo, A. ELANTABLY, D. D. PHAM, C. KILLIAN, D. CHILLET, S. LE BEUX, O. SENTIEYS, I.
O’ CONNOR.Performance and Energy Aware Wavelength Allocation on Ring-Based WDM 3D Optical NoC,
in "Design, Automation & Test in Europe Conference & Exhibition (DATE 2017)", Lausanne, Switzerland,
March 2017, https://hal.inria.fr/hal-01416958.

[40] L. Mo, A. KRITIKAKOU, O. SENTIEYS.Decomposed Task Mapping to Maximize QoS in Energy-Constrained
Real-Time Multicores, in "35th IEEE International Conference on Computer Design (ICCD)", Boston, United
States, IEEE, November 2017, 6, https://hal.inria.fr/hal-01633782.

[41] R. PSIAKIS, A. KRITIKAKOU, O. SENTIEYS.NEDA: NOP Exploitation with Dependency Awareness for Re-
liable VLIW Processors, in "ISVLSI 2017 - IEEE Computer Society Annual Symposium on VLSI", Bochum,
Germany, May 2017, p. 391-396 [DOI : 10.1109/ISVLSI1.2017.75], https://hal.inria.fr/hal-01633770.


http://hal.upmc.fr/hal-01590418
http://hal.upmc.fr/hal-01590418
https://hal.inria.fr/hal-01633785
https://hal.inria.fr/hal-01425550
https://hal.archives-ouvertes.fr/hal-01614063
https://hal.archives-ouvertes.fr/hal-01614063
https://hal.archives-ouvertes.fr/hal-01545625
https://hal.archives-ouvertes.fr/hal-01620046
https://hal.archives-ouvertes.fr/hal-01620046
https://hal.inria.fr/hal-01495468
https://hal.inria.fr/hal-01633725
https://hal.inria.fr/hal-01416958
https://hal.inria.fr/hal-01633782
https://hal.inria.fr/hal-01633770

126 Activity Report INRIA 2017

[42] R. PSIAKIS, A. KRITIKAKOU, O. SENTIEYS.Run-Time Instruction Replication for Permanent and Soft Error
Mitigation in VLIW Processors, in "NEWCAS 2017 - 15th IEEE International New Circuits and Systems Con-
ference", Strasbourg, France, June 2017, p. 321-324 [DOI : 10.1109/NEWCAS.2017.8010170], https://hal.
inria.fr/hal-01633778.

[43] R. RAGAVAN, B. BARROIS, C. KILLIAN, O. SENTIEYS.Pushing the Limits of Voltage Over-Scaling for
Error-Resilient Applications, in "Design, Automation & Test in Europe Conference & Exhibition (DATE
2017)", Lausanne, Switzerland, March 2017, https://hal.archives-ouvertes.fr/hal-01417665.

[44] S. ROKICKI, E. ROHOU, S. DERRIEN.Hardware-Accelerated Dynamic Binary Translation, in "IEEE/ACM
Design, Automation & Test in Europe Conference & Exhibition (DATE)", Lausanne, Switzerland, March
2017, https://hal.inria.fr/hal-01423639.

[45] B. ROUXEL, S. DERRIEN, 1. PUAUT.Tightening contention delays while scheduling parallel applications
on multi-core architectures, in "International Conference on Embedded Software (EMSOFT), 2017", Seoul,
South Korea, International Conference on Embedded Software, October 2017, 20 [DOI : 10.1145/3126496],
http://hal.upme.fr/hal-01590508.

[46] Y. UGUEN, F. DE DINECHIN, S. DERRIEN.Bridging High-Level Synthesis and Application-Specific
Arithmetic: The Case Study of Floating-Point Summations, in "27th International Conference on Field-
Programmable Logic and Applications (FPL)", Gent, Belgium, IEEE, September 2017, 8, https://hal.inria.fr/
hal-01373954.

[47] 1. WALI, E. CASSEAU, A. TISSERAND.An Efficient Framework for Design and Assessment of Arithmetic
Operators with Reduced-Precision Redundancy, in "Conference on Design and Architectures for Signal and
Image Processing (DASIP)", Dresden, Germany, September 2017, https://hal.inria.fr/hal-01586983.

National Conferences with Proceeding
[48] D. P. VAN, D. CHILLET, C. KILLIAN, O. SENTIEYS, S. LE BEUX, I. O’ CONNOR.Electrical to Optical

Interface for ONoC, in "GRETSI 2017 - XXVIeme colloque", Juan les Pins, France, September 2017, p. 1-4,
https://hal.inria.fr/hal-01655417.

Conferences without Proceedings
[49] G. GALLIN, A. TISSERAND.Hardware Architectures Exploration for Hyper-Elliptic Curve Cryptography,

in "Crypto’Puces 2017- 6eme rencontre Crypto’Puces, du composant au systeme communicant embarqué",
Porquerolles, France, May 2017, 31, https://hal.archives-ouvertes.fr/hal-01547034.

Research Reports
[5S0] H. YVIQUEL, A. SANCHEZ, R. MICKAEL, E. CASSEAU.Multicore Runtime for Dynamic Dataflow Video De-
coders, IETR/INSA Rennes ; IRISA, Inria Rennes, April 2017, https://hal.archives-ouvertes.fr/hal-01503378.
Other Publications
[51] D. CHILLET, D. P. VAN, C. KILLIAN, O. SENTIEYS, S. LE BEUX, 1. O’CONNOR.Integration of an Optical

NoC into multicore architecture, June 2017, p. 1-2,2017 - XIIeme Colloque National du GDR SoC-SiP, Poster,
https://hal.inria.fr/hal-01655420.


https://hal.inria.fr/hal-01633778
https://hal.inria.fr/hal-01633778
https://hal.archives-ouvertes.fr/hal-01417665
https://hal.inria.fr/hal-01423639
http://hal.upmc.fr/hal-01590508
https://hal.inria.fr/hal-01373954
https://hal.inria.fr/hal-01373954
https://hal.inria.fr/hal-01586983
https://hal.inria.fr/hal-01655417
https://hal.archives-ouvertes.fr/hal-01547034
https://hal.archives-ouvertes.fr/hal-01503378
https://hal.inria.fr/hal-01655420

Project-Team CAIRN 127

[52] P. DOBIAS, E. CASSEAU, O. SINNEN.Poster: Fault-Tolerant Multi-Processor Scheduling with Backup Copy
Technique, September 2017, Conference on Design and Architectures for Signal and Image Processing
(DASIP), Poster, https://hal.inria.fr/hal-01610745.

[53] G. GALLIN, A. TISSERAND.Finite Field Multiplier Architectures for Hyper-Elliptic Curve Cryptography,
June 2017, Colloque National du GDR SOC?2, Poster, https://hal.archives-ouvertes.fr/hal-01539852.

[54] S. RokICKlI, E. ROHOU, S. DERRIEN.Supporting Runtime Reconfigurable VLIWs Cores Through Dynamic
Binary Translation, December 2017, working paper or preprint, https://hal.archives-ouvertes.fr/hal-01653110.

[55] Y. UGUEN, F. DE DINECHIN, S. DERRIEN.A high-level synthesis approach optimizing accumulations in
floating-point programs using custom formats and operators, January 2017, working paper or preprint, https://
hal.archives-ouvertes.fr/hal-01498357.

[56] Y. UGUEN, F. DE DINECHIN, S. DERRIEN.High-Level Synthesis Using Application-Specific Arithmetic: A
Case Study, April 2017, working paper or preprint, https://hal.archives-ouvertes.fr/hal-01502644.

References in notes

[57] S. HAuCK, A. DEHON (editors). Reconfigurable Computing: The Theory and Practice of FPGA-Based
Computation, Morgan Kaufmann, 2008.

[58] V. BAUMGARTE, G. EHLERS, F. MAY, A. NUCKEL, M. VORBACH, M. WEINHARDT.PACT XPP — A Self-
Reconfigurable Data Processing Architecture, in "The Journal of Supercomputing”, 2003, vol. 26, n° 2, p-
167-184.

[59] C. BECKHOFF, D. KOCH, J. TORRESEN.Portable module relocation and bitstream compression for Xilinx
FPGAs, in "24th Int. Conf. on Field Programmable Logic and Applications (FPL)", 2014, p. 1-8.

[60] C. BOBDA.Introduction to Reconfigurable Comp.: Architectures Algorithms and Applications, Springer, 2007.

[61] S. BORKAR, A. A. CHIEN.The Future of Microprocessors, in "Commun. ACM", May 2011, vol. 54, n° 3, p.
6777, http://doi.acm.org/10.1145/1941487.1941507.

[62] J. M. P. CARDOSO, P. C. DIN1Z, M. WEINHARDT.Compiling for reconfigurable computing: A survey, in
"ACM Comput. Surv.", June 2010, vol. 42, 13:1, http://doi.acm.org/10.1145/1749603.1749604.

[63] K. COMPTON, S. HAUCK.Reconfigurable computing: a survey of systems and software, in "ACM Comput.
Surv.", 2002, vol. 34, n® 2, p. 171-210, http://doi.acm.org/10.1145/508352.508353.

[64] J. ConG, H. HUANG, C. MA, B. X1A0, P. ZHOU.A Fully Pipelined and Dynamically Composable
Architecture of CGRA, in "IEEE Int. Symp. on Field-Program. Custom Comput. Machines (FCCM)", 2014,
p- 9-16, http://dx.doi.org/10.1109/FCCM.2014.12.

[65] G. CONSTANTINIDES, P. CHEUNG, W. LUK.Wordlength optimization for linear digital signal processing, in
"IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems", October 2003, vol. 22,
n°© 10, p. 1432- 1442,


https://hal.inria.fr/hal-01610745
https://hal.archives-ouvertes.fr/hal-01539852
https://hal.archives-ouvertes.fr/hal-01653110
https://hal.archives-ouvertes.fr/hal-01498357
https://hal.archives-ouvertes.fr/hal-01498357
https://hal.archives-ouvertes.fr/hal-01502644
http://doi.acm.org/10.1145/1941487.1941507
http://doi.acm.org/10.1145/1749603.1749604
http://doi.acm.org/10.1145/508352.508353
http://dx.doi.org/10.1109/FCCM.2014.12

128 Activity Report INRIA 2017

[66] M. CooRrs, H. KEDING, O. LUTHJE, H. MEYR.Fast Bit-True Simulation, in "Proc. ACM/IEEE Design
Automation Conference (DAC)", Las Vegas, june 2001, p. 708-713.

[67] R. H. DENNARD, F. H. GAENSSLEN, V. L. RIDEOUT, E. BASSOUS, A. R. LEBLANC.Design of ion-
implanted MOSFET’s with very small physical dimensions, in "IEEE Journal of Solid-State Circuits", 1974,
vol. 9,1n° 5, p. 256-268.

[68] A. HORMATI, M. KUDLUR, S. MAHLKE, D. BACON, R. RABBAH.Optimus: efficient realization of streaming
applications on FPGAs, in "Proc. ACM/IEEE CASES", 2008, p. 41-50.

[69] H. KALTE, M. PORRMANN.REPLICA2Pro: Task Relocation by Bitstream Manipulation in Virtex-11/Pro
FPGAs, in "3rd Conference on Computing Frontiers (CF)", 2006, p. 403—-412.

[70] J.-E. LEE, K. CHOI, N. D. DUTT.Compilation Approach for Coarse-Grained Reconfigurable Architectures,
in "IEEE Design and Test of Computers", 2003, vol. 20, n 1, p. 26-33, http://doi.ieeecomputersociety.org/
10.1109/MDT.2003.1173050.

[71]1 H. LEE, D. NGUYEN, J.-E. LEE.Optimizing Stream Program Performance on CGRA-based Systems, in "52nd
IEEE/ACM Design Automation Conference", 2015, p. 110:1-110:6, http://doi.acm.org/10.1145/2744769.
2744884.

[72] B. ME1, S. VERNALDE, D. VERKEST, H. DE MAN, R. LAUWEREINS.ADRES: An architecture with tightly
coupled VLIW processor and coarse-grained reconfigurable matrix, in "Proc. FPL", Springer, 2003, p. 61-70.

[73] N. R. MINISKAR, S. KoHLI, H. PARK, D. YO0O.Retargetable Automatic Generation of Compound In-
structions for CGRA Based Reconfigurable Processor Applications, in "Proc. ACM/IEEE CASES", 2014,
p- 4:1-4:9, http://doi.acm.org/10.1145/2656106.2656125.

[74] Y. PARK, H. PARK, S. MAHLKE.CGRA express: accelerating execution using dynamic operation fusion, in
"Proc. Int. Conf. on Compilers, Architecture, and Synthesis for Embedded Systems", New York, NY, USA,
CASES’09, ACM, 2009, p. 271-280, http://doi.acm.org/10.1145/1629395.1629433.

[75] A. PUTNAM, A. CAULFIELD, E. CHUNG, D. CHIoU, K. CONSTANTINIDES, J. DEMME, H. Es-
MAEILZADEH, J. FOWERS, G. GOPAL, J. GRAY, M. HASELMAN, S. HAUCK, S. HEIL, A. HORMATI, J.-Y.
KiM, S. LANKA, J. LARUS, E. PETERSON, S. POPE, A. SMITH, J. THONG, P. X1A0, D. BURGER.A re-
configurable fabric for accelerating large-scale datacenter services, in "ACM/IEEE 41st International Sympo-
sium on Computer Architecture (ISCA)", June 2014, p. 13-24, http://dx.doi.org/10.1109/ISCA.2014.6853195.

[76] G. THEODORIDIS, D. SOUDRIS, S. VASSILIADIS.2, in "A survey of coarse-grain reconfigurable architectures
and CAD tools", Springer Verlag, 2007.

[771 G. VENKATARAMANI, W. NAJJAR, F. KURDAHI, N. BAGHERZADEH, W. BOHM, J. HAMMES.Automatic
compilation to a coarse-grained reconfigurable system-on-chip, in "ACM Trans. on Emb. Comp. Syst.", 2003,
vol. 2, n° 4, p. 560-589, http://doi.acm.org/10.1145/950162.950167.


http://doi.ieeecomputersociety.org/10.1109/MDT.2003.1173050
http://doi.ieeecomputersociety.org/10.1109/MDT.2003.1173050
http://doi.acm.org/10.1145/2744769.2744884
http://doi.acm.org/10.1145/2744769.2744884
http://doi.acm.org/10.1145/2656106.2656125
http://doi.acm.org/10.1145/1629395.1629433
http://dx.doi.org/10.1109/ISCA.2014.6853195
http://doi.acm.org/10.1145/950162.950167

Project-Team CELTIQUE

Software certification with semantic
analysis

IN COLLABORATION WITH: Institut de recherche en informatique et systemes aléatoires (IRISA)

IN PARTNERSHIP WITH:
Université Rennes 1

Ecole normale supérieure de Rennes

RESEARCH CENTER
Rennes - Bretagne-Atlantique

THEME
Proofs and Verification






Project-Team CELTIQUE 131

Table of contents

1. Personmel .. ... .. 133
2. Overall ObJectives . ........... i 134
3. New Software and Platforms ........ ... ... . . . . 134
3.1. Jacal 134

3.2. Javalib 135

3.3. JSCert 135

3.4. SAWIJA 135

3.5. Timbuk 135

4. New Results . ... ... 136
4.1.  Higher-Order Process Calculi 136

4.2. Certified Semantics and Analyses for JavaScript 136

4.3. Certified Concurrent Garbage Collector 136

4.4. Static analysis of functional programs using tree automata and term rewriting 137

4.5. C Semantics and Certified Compilation 137

4.6. Constant-time verification by compilation and static analysis 137

5. Partnerships and Cooperations ................ .. . ... 138
5.1.  National Initiatives 138
5.1.1. The ANR AnaStaSec project 138

5.1.2.  The ANR Binsec project 138

5.1.3. The ANR MALTHY project 138

5.1.4. The ANR AJACS project 138

5.1.5. The ANR DISCOVER project 139

5.2.  European Initiatives 139

5.3. International Initiatives 140

6. Dissemination ............. . 140
6.1. Promoting Scientific Activities 140
6.1.1. Scientific Events Selection 140
6.1.1.1.  Chair of Conference Program Committees 140

6.1.1.2.  Member of the Conference Program Committees 140

6.1.1.3.  Reviewer 141

6.1.2. Journal 141

6.1.3. Invited Talks 141

6.1.4. Scientific Expertise 141

6.1.5. Research Administration 141

6.2. Teaching - Supervision - Juries 141
6.2.1. Teaching 141

6.2.2.  Supervision 142

6.2.3.  Juries 143

6.3. Popularization 143

7. Biblography . ... 144



Project-Team CELTIQUE 132




Project-Team CELTIQUE 133

Project-Team CELTIQUE

Creation of the Project-Team: 2009 July 01
Keywords:

Computer Science and Digital Science:
A2.1. - Programming Languages
A2.1.1. - Semantics of programming languages
A2.1.2. - Object-oriented programming
A2.1.3. - Functional programming
A2.1.9. - Dynamic languages
A2.2. - Compilation
A2.2.1. - Static analysis
A2.2.2. - Memory models
A2.4. - Verification, reliability, certification
A2.4.1. - Analysis
A2.4.2. - Model-checking
A2.4.3. - Proofs
A4. - Security and privacy
A4.5. - Formal methods for security

Other Research Topics and Application Domains:
B6.1. - Software industry
B6.1.1. - Software engineering
B6.6. - Embedded systems

1. Personnel

Research Scientists
Thomas Jensen [Team leader, Inria, Senior Researcher, HDR]
Frédéric Besson [Inria, Researcher]
Alan Schmitt [Inria, Senior Researcher, HDR]

Faculty Members
Sandrine Blazy [Univ de Rennes I, Professor, HDR]
David Cachera [Ecole normale supérieure de Rennes, Associate Professor, HDR]
Delphine Demange [Univ de Rennes I, Associate Professor]
Thomas Genet [Univ de Rennes I, Associate Professor, HDR]
Serguei Lenglet [Univ de Lorraine, Associate Professor]
David Pichardie [Ecole normale supérieure de Rennes, Professor, HDR]

Technical Staff
Yannick Zakowski [Univ de Rennes I, from Dec 2017]

PhD Students
Pauline Bolignano [Prove & Run, until Feb 2017]
Gurvan Cabon [Inria]
Alexandre Dang [Inria]
Yon Fernandez de Retana [Univ de Rennes I]



134 Activity Report INRIA 2017

Timothée Haudebourg [Univ de Rennes I, from Oct 2017]

Julien Lepiller [Inria]

Florent Saudel [Amossys]

Alix Trieu [Univ de Rennes I]

Yannick Zakowski [Ecole normale supérieure de Rennes, until Nov 2017]
Visiting Scientist

Ahmad Salim Al-Sibahi [IT University of Copenhagen, until Jan 2017]
Administrative Assistant

Lydie Mabil [Inria]

2. Overall Objectives

2.1. Project overview

The overall goal of the CELTIQUE project is to improve the security and reliability of software with semantics-
based modeling, analysis and certification techniques. To achieve this goal, the project conducts work on
improving semantic description and analysis techniques, as well as work on using proof assistants (most
notably Coq) to develop and prove properties of these techniques. We are applying such techniques to a variety
of source languages, including Java, C, and JavaScript. We also study how these techniques apply to low-level
languages, and how they can be combined with certified compilation. The CompCert certified compiler and
its intermediate representations are used for much of our work on semantic modeling and analysis of C and
lower-level representations.

The semantic analyses extract approximate but sound descriptions of software behaviour from which a proof
of safety or security can be constructed. The analyses of interest include numerical data flow analysis, control
flow analysis for higher-order languages, alias and points-to analysis for heap structure manipulation. In
particular, we have designed several analyses for information flow control, aimed at computing attacker
knowledge and detecting side channels.

We work with three application domains: Java software for small devices (in particular smart cards and mobile
telephones), embedded C programs, and web applications.

CELTIQUE is a joint project with the CNRS, the University of Rennes 1 and ENS Rennes.

3. New Software and Platforms

3.1. Jacal

JAvaCard AnaLyseur

KEYWORDS: JavaCard - Certification - Static program analysis - AFSCM

FUNCTIONAL DESCRIPTION: Jacal is a JAvaCard AnaLyseur developed on top of the SAWJA platform. This
proprietary software verifies automatically that Javacard programs conform with the security guidelines issued
by the AFSCM (Association Frangaise du Sans Contact Mobile). Jacal is based on the theory of abstract
interpretation and combines several object-oriented and numeric analyses to automatically infer sophisticated
invariants about the program behaviour. The result of the analysis is thereafter harvest to check that it is
sufficient to ensure the desired security properties.

e Participants: David Pichardie, Delphine Demange, Frédéric Besson and Thomas Jensen

e Contact: Thomas Jensen
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3.2. Javalib

FUNCTIONAL DESCRIPTION: Javalib is an efficient library to parse Java .class files into OCaml data
structures, thus enabling the OCaml programmer to extract information from class files, to manipulate and
to generate valid .class files.

e Participants: David Pichardie, Frédéric Besson, Laurent Guillo, Laurent Hubert, Nicolas Barré,
Pierre Vittet and Tiphaine Turpin

e Contact: Frédéric Besson
e URL: http://sawja.inria.fr/

3.3. JSCert

Certified JavaScript
FUNCTIONAL DESCRIPTION: The JSCert project aims to really understand JavaScript. JSCert itself is
a mechanised specification of JavaScript, written in the Coq proof assistant, which closely follows the
ECMAScript 5 English standard. JSRef is a reference interpreter for JavaScript in OCaml , which has been
proved correct with respect to JSCert and tested with the Test 262 test suite.

e Participants: Alan Schmitt and Martin Bodin

e Partner: Imperial College London

e Contact: Alan Schmitt

e URL: http://jscert.org/

3.4. SAWJA

Static Analysis Workshop for Java

KEYWORDS: Security - Software - Code review - Smart card

SCIENTIFIC DESCRIPTION: Sawja is a library written in OCaml, relying on Javalib to provide a high level
representation of Java bytecode programs. It name comes from Static Analysis Workshop for JAva. Whereas
Javalib is dedicated to isolated classes, Sawja handles bytecode programs with their class hierarchy and with
control flow algorithms.

Moreover, Sawja provides some stackless intermediate representations of code, called JBir and A3Bir. The
transformation algorithm, common to these representations, has been formalized and proved to be semantics-
preserving.

See also the web page http://sawja.inria.fr/ .
Version: 1.5

Programming language: Ocaml

FUNCTIONAL DESCRIPTION: Sawja is a toolbox for developing static analysis of Java code in bytecode
format. Sawja provides advanced algorithms for reconstructing high-level programme representations. The
SawjaCard tool dedicated to JavaCard is based on the Sawja infrastructure and automatically validates
the security guidelines issued by AFSCM (http://www.afscm.org/). SawjaCard can automate the code audit
process and automatic verification of functional properties.

e Participants: David Pichardie, Frédéric Besson and Laurent Guillo
e Partners: CNRS - ENS Cachan

e Contact: Frédéric Besson

e URL: http://sawja.inria.fr/

3.5. Timbuk

KEYWORDS: Demonstration - Ocaml - Vérification de programmes - Tree Automata
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FUNCTIONAL DESCRIPTION: Timbuk is a collection of tools for achieving proofs of reachability over Term
Rewriting Systems and for manipulating Tree Automata (bottom-up non-deterministic finite tree automata)

RELEASE FUNCTIONAL DESCRIPTION: This version does no longer include the tree automata library but
focuses on reachability analysis and equational approximations.

e  Participant: Thomas Genet

e Contact: Thomas Genet

e  URL: http://www.irisa.fr/celtique/genet/timbuk/

4. New Results
4.1. Higher-Order Process Calculi

Participants: Serguei Lenglet, Alan Schmitt.

Serguei Lenglet and Alan Schmitt, in collaboration with researchers at Wroctaw university, designed a fully
abstract encoding of the A-calculus into HOcore, a minimal higher-order process calculus. This work has
been published at LICS [37]. In parallel, Lenglet and Schmitt have formalized HOm in Coq and showed
that its bisimilarity is compatible using Howe’s method. This work has been accepted for publication at CPP
2018 [30].

4.2. Certified Semantics and Analyses for JavaScript
Participants: Gurvan Cabon, Alan Schmitt.

Alan Schmitt has continued his collaboration with Arthur Charguéraud (Inria Nancy) and Thomas Wood
(Imperial College London) to develop JSExplain, an interpreter for JavaScript that is as close as possible
to the specification. The tool is publicly available at https://github.com/jscert/jsexplain and is being extended
to cover the current version of the standard.

In parallel, Gurvan Cabon and Alan Schmitt have developed a framework to automatically derive an
information-flow tracking semantics from a pretty-big-step semantics. This work has been published [34]
and is being formalized in Coq.

4.3. Certified Concurrent Garbage Collector
Participants: Yannick Zakowski, David Cachera, Delphine Demange, David Pichardie.

Concurrent garbage collection algorithms are an emblematic challenge in the area of concurrent program
verification. We addressed this problem by proposing a mechanized proof methodology based on the popular
Rely-Guarantee (RG) proof technique. We designed a specific compiler intermediate representation (IR) with
strong type guarantees, dedicated support for abstract concurrent data structures, and high-level iterators on
runtime internals (objects, roots, fields, thread identifiers...). In addition, we defined an RG program logic
supporting an incremental proof methodology where annotations and invariants can be progressively enriched.
We have formalized the IR, the proof system, and proved the soundness of the methodology in the Coq proof
assistant. Equipped with this IR, we have proved the correctness of a fully concurrent garbage collector where
mutators never have to wait for the collector. This work has been published in [32].

In this work, reasoning simultaneously about the garbage collection algorithm and the concrete implementa-
tion of the concurrent data-structures it uses would have entailed an undesired and unnecessary complexity.
The above proof is therefore conducted with respect to abstract operations which execute atomically. In prac-
tice, however, concurrent data-structures uses fine-grained concurrency, for performance reasons. One must
therefore prove an observational refinement between the abstract concurrent data-structures and their fined-
grained, “linearisable” implementation. To adress this issue, we introduce a methodology inspired by the work
of Vafeiadis, and provide the approach with solid semantic foundations. Assuming that fine-grained imple-
mentations are proved correct with respect to an RG specification encompassing linearization conditions, we
prove, once and for all, that this entails a semantic refinement of their abstraction. This methodology is in-
stantiated to prove correct the main data-structure used in our garbage collector. This work has been published
in [33].
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4.4. Static analysis of functional programs using tree automata and term

rewriting
Participants: Thomas Genet, Thomas Jensen, Timothée Haudebourg.

We develop a specific theory and the related tools for analyzing programs whose semantics is defined
using term rewriting systems. The analysis principle is based on regular approximations of infinite sets of
terms reachable by rewriting. Regular tree languages are (possibly) infinite languages which can be finitely
represented using tree automata. To over-approximate sets of reachable terms, the tools we develop use
the Tree Automata Completion (TAC) algorithm to compute a tree automaton recognizing a superset of all
reachable terms. This over-approximation is then used to prove properties on the program by showing that
some “bad” terms, encoding dangerous or problematic configurations, are not in the superset and thus not
reachable. This is a specific form of, so-called, Regular Tree Model Checking. We have already shown that
tree automata completion can safely over-approximate the image of any first-order complete and terminating
functional program. We have extended this result to the case of higher-order functional programs [40] and
obtained very encouraging experimental results http://people.irisa.fr/Thomas.Genet/timbuk/funExperiments/.
Besides, we have shown that completion was abble to take the evaluation strategy of the program into
account [19]. The next step is to show the completeness of the approach, i.e., that any regular approximation
of the image of a function can be found using completion. We already made progress in this direction [39].

4.5. C Semantics and Certified Compilation

Participants: Frédéric Besson, Sandrine Blazy.

The COMPCERT C compiler provides the formal guarantee that the observable behaviour of the compiled
code improves on the observable behaviour of the source code. A first limitation of this guarantee is that if
the source code goes wrong, i.e. does not have a well-defined behaviour, any compiled code is compliant.
Another limitation is that COMPCERT ’s notion of observable behaviour is restricted to IO events.

Over the past years, we have refined the semantics underlying COMPCERT so that (unlike COMPCERT but
like GCC) the binary representation of pointers can be manipulated much like integers and such that memory
is a finite resource. We have now a formally verified C compiler, COMPCERTS, which is essentially the
COMPCERT compiler, albeit with a stronger formal guarantee. The semantics preservation theorem applies to
a wider class of existing C programs and, therefore, their compiled version benefits from the formal guarantee
of COMPCERTS. COMPCERTS preserves not only the observable behaviour of programs but also ensures
that the memory consumption is preserved by the compiler. As a result, we have the formal guarantee that
the compiled code requires no more memory than the source code. This ensures that the absence of stack-
overflows is preserved by compilation.

The whole proof of COMPCERTS represents a significant proof-effort. Details about the formal definition of
the semantics and the proof of compiler passes can be found in the following publications [17], [25]

4.6. Constant-time verification by compilation and static analysis

Participants: Sandrine Blazy, David Pichardie, Alix Trieu.

To protect their implementations, cryptographers follow a very strict programming discipline called constant-
time programming. They avoid branchings controlled by secret data as an attacker could use timing attacks,
which are a broad class of side-channel attacks that measure different execution times of a program in order to
infer some of its secret values. Several real-world secure C libraries such as NaCl, mbedTLS, or Open Quantum
Safe, follow this discipline. We propose an advanced static analysis, based on state-of-the-art techniques from
abstract interpretation, to report time leakage during programming. To that purpose, we analyze source C
programs and use full context-sensitive and arithmetic-aware alias analyses to track the tainted flows. We
give semantic evidences of the correctness of our approach on a core language. We also present a prototype
implementation for C programs that is based on the CompCert compiler toolchain and its companion Verasco
static analyzer. We present verification results on various real-world constant-time programs and report on
a successful verification of a challenging SHA-256 implementation that was out of scope of previous tool-
assisted approaches. This work has been published at ESORICS’17 [27].
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The previous technique is well-adapted to verify the constant-time discipline at source level and give feedback
to programmers, but the final security property must be established on the executable form of the program. In a
joint work with IMDEA Software (Gilles Barthe and Vincent Laporte), we propose an automated methodology
for validating on low-level intermediate representations the results of a source-level static analysis. Our
methodology relies on two main ingredients: a relative-safety checker, an instance of a relational verifier
which proves that a program is safer than another, and a transformation of programs into defensive form
which verifies the analysis results at runtime. We prove the soundness of the methodology, and provide a
formally verified instantiation based on the Verasco verified C static analyzer and the CompCert verified C
compiler. This work has been published at CSF’ 17 [24].

5. Partnerships and Cooperations

5.1. National Initiatives

5.1.1.

5.1.2.

5.1.3.

5.14.

The ANR AnaStaSec project

Participants: Frédéric Besson, Sandrine Blazy, Thomas Jensen, Alexandre Dang, Julien Lepiller.
Static program analysis, Security, Secure compilation

The AnaStaSec project (2015-2018) aims at ensuring security properties of embedded critical systems using
static analysis and security enhancing compiler techniques. The case studies are airborne embedded software
with ground communication capabilities. The Celtique project focuses on software fault isolation which is a
compiler technology to ensure by construction a strong segregation of tasks.

This is a joint project with the Inria teams ANTIQUE and PROSECCO, CEA-LIST, TrustInSoft, AMOSSYS
and Airbus Group.

The ANR Binsec project

Participants: Frédéric Besson, Sandrine Blazy, Pierre Wilke, Julien Lepiller.

Binary code, Static program analysis

The Binsec project (2013-2017) is funded by the call ISN 2012, a program of the Agence Nationale de la
Recherche. The goal of the BINSEC project is to develop static analysis techniques and tools for performing
automatic security analyses of binary code. We target two main applicative domains: vulnerability analysis
and virus detection.

Binsec is a joint project with the Inria CARTE team, CEA LIS, VERIMAG and EADS IW.
The ANR MALTHY project

Participant: David Cachera.

The MALTHY project, funded by ANR in the program INS 2013, aims at advancing the state-of-the-art in real-
time and hybrid model checking by applying advanced methods and tools from linear algebra and algebraic
geometry. MALTHY is coordinated by VERIMAG, involving CEA-LIST, Inria Rennes (Tamis and Celtique),
Inria Saclay (MAXPLUS) and VISEO/Object Direct.

The ANR AJACS project

Participants: Martin Bodin, Gurvan Cabon, Thomas Jensen, Alan Schmitt.

The goal of the AJACS project is to provide strong security and privacy guarantees on the client side for
web application scripts. To this end, we propose to define a mechanized semantics of the full JavaScript
language, the most widely used language for the Web. We then propose to develop and prove correct analyses
for JavaScript programs, in particular information flow analyses that guarantee no secret information is leaked
to malicious parties. The definition of sub-languages of JavaScript, with certified compilation techniques
targeting them, will allow us to derive more precise analyses. Finally, we propose to design and certify security
and privacy enforcement mechanisms for web applications, including the APIs used to program real-world
applications.


http://www.di.ens.fr/~feret/anastasec/summary.shtml
http://binsec.gforge.inria.fr/
https://sites.google.com/site/malthyproject/
http://ajacs.inria.fr/
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The project partners include the following Inria teams: Celtique, Indes, Prosecco, and Toccata; it also
involves researchers from Imperial College as external collaborators. The project runs from December 2014
to November 2018.

The ANR DISCOVER project

Participants: Sandrine Blazy, Delphine Demange, Thomas Jensen, David Pichardie, Yon Fernandez de
Retana, Yannick Zakovski.

The DISCOVER project project aims at leveraging recent foundational work on formal verification and proof
assistants to design, implement and verify compilation techniques used for high-level concurrent and managed
programming languages. The ultimate goal of DISCOVER is to devise new formalisms and proof techniques
able to scale to the mechanized correctness proof of a compiler involving a rich class of optimizations, leading
to efficient and scalable applications, written in higher-level languages than those currently handled by cutting-
edge verified compilers.

In the light of recent work in optimizations techniques used in production compilers of high-level languages,
control-flow-graph based intermediate representations seems too rigid. Indeed, the analyses and optimizations
in these compilers work on more abstract representations, where programs are represented with data and con-
trol dependencies. The most representative representation is the sea-of-nodes form, used in the Java Hotspot
Server Compiler, and which is the rationale behind the highly relaxed definition of the Java memory model.
DISCOVER proposes to tackle the problem of verified compilation for shared-memory concurrency with a
resolute language-based approach, and to investigate the formalization of adequate program intermediate rep-
resentations and associated correctness proof techniques.

The project runs from October 2014 to September 2019.

5.2. European Initiatives

5.2.1.

Collaborations in European Programs, Except FP7 & H2020

Program:CA COST Action CA15123

Project acronym: EUTYPES

Project title: European research network on types for programming and verification
Duration: 03/2016 to 03/2020

Coordinator: Herman Geuvers (Radboud University Nijmegen, The Netherlands)

Other partners: Austria, Belgium, Czech Republic, Denmark, Estonia, Finland, France, Macedonia,
Germany, Hungary, Israel, Italy, Lithuania, Netherlands, Norway, Poland, Portugal, Romania, Serbia,
Slovenia, Spain, Sweden, United Kingdom

Abstract: Types are pervasive in programming and information technology. A type defines a formal
interface between software components, allowing the automatic verification of their connections,
and greatly enhancing the robustness and reliability of computations and communications. In rich
dependent type theories, the full functional specification of a program can be expressed as a type.
Type systems have rapidly evolved over the past years, becoming more sophisticated, capturing new
aspects of the behaviour of programs and the dynamics of their execution.

This COST Action will give a strong impetus to research on type theory and its many applications in
computer science, by promoting (1) the synergy between theoretical computer scientists, logicians
and mathematicians to develop new foundations for type theory, for example as based on the
recent development of "homotopy type theory”, (2) the joint development of type theoretic tools
as proof assistants and integrated programming environments, (3) the study of dependent types for
programming and its deployment in software development, (4) the study of dependent types for
verification and its deployment in software analysis and verification. The action will also tie together
these different areas and promote cross-fertilisation.

Sandrine Blazy is Substitute Member of the Managment Committee for France.
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5.3. International Initiatives

5.3.1. Inria International Partners

5.3.1.1. Declared Inria International Partners

WEBCERT
Title: Verified Trustworthy web Applications
International Partner (Institution - Laboratory - Researcher):
Imperial College London - Department of Computing - Philippa Gardner
Duration: 2015 - 2019
Start year: 2015
See also: JSCert web page

The WebCert partnership focuses on applying formal methods to the JavaScript language: mecha-
nized specification, development of an executable formal specification, design of a program logic,
development of verification tools, and study of secure sub-languages.

6. Dissemination

6.1. Promoting Scientific Activities

6.1.1. Scientific Events Selection

6.1.1.1. Chair of Conference Program Committees

CoqPL 2017 (International Workshop on Coq for PL) was chaired by Sandrine Blazy and Emilio
Jesus Gallego Arias

6.1.1.2. Member of the Conference Program Committees

TASE 2017 (Symposium on Theoretical Aspects of Software Engineering): Alan Schmitt
Web Programming 2018: Alan Schmitt

ProWeb 2018: Alan Schmitt

CC 2017 (Conference on Compiler Construction) : David Pichardie

ESORICS 2017 (European Symposium on Research in Computer Security) : David Pichardie
ESOP 2017 (European Symposium on Programming) : David Pichardie

CC 2018 (Conference on Compiler Construction) : David Pichardie

CogPL 2017 (International Workshop on Coq for PL) : Sandrine Blazy

AFADL 2017 (Approches Formelles dans I’ Assistance au Développement de Logiciels) : Sandrine
Blazy

SRC (Student Research Competition) @ PLDI 2017 : Sandrine Blazy
VSTTE 2017 (Verified Software: Theories, Tools, and Experiments) : Sandrine Blazy
GPCE 2017 (Generative Programming: Concepts & Experiences) : Sandrine Blazy

IFL 2017 (International symposium on Implementation and application of Functional Languages) :
Sandrine Blazy

TFP 2017 (Trends in Functional Programming) : Sandrine Blazy
CPP 2018 (ACM SIGPLAN Conference on Certified Programs and Proofs) : Sandrine Blazy
Euro S&P 2018 (IEEE European Symposium on Security and Privacy) : Sandrine Blazy

TACAS 2017 (Tools and Algorithms for the Construction and Analysis of Software : Thomas
Jensen.


http://jscert.org/
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FCS 2017 (Int. workshop on Foundations of Computer Security) : Thomas Jensen.
SAS 2017 (Static Analysis Symposium) : Thomas Jensen.

6.1.1.3. Reviewer

POPL 2018 (Symposium on Principles of Programming Languages): Alan Schmitt

6.1.2. Journal

6.1.2.1. Reviewer - Reviewing Activities

Information & Computation: Alan Schmitt

Science of Computer Programming: Alan Schmitt

Discrete Mathematics & Theoretical Computer: Alan Schmitt

Theoretical Computer Science: Alan Schmitt

Journal of Logical and Algebraic Methods in Programming: Alan Schmitt
ACM Transactions on Privacy and Security (TOPS): David Pichardie

6.1.3. Invited Talks

Delphine Demange: "On-the-Fly Garbage Collection: An Exercise in Compiler Verification". Inria
Scientific Days 2017. June 2017.

Thomas Genet: "SPAN+AVISPA for Verifying Cryptographic Protocols”. RESSI (Rendez-vous
de la recherche et de 1’enseignement de la sécurité des systemes d’information), Grenoble, May
2017 [42].

Thomas Genet: "Tree Automata for Reachability in Rewriting". International School on Rewriting,
Eindhoven, July 2017. http://www.win.tue.nl/~hzantema/isr.html.

Thomas Jensen: Formal methods for software security, Forum Méthodes Formelles, Toulouse,
France, Jan. 2017 [21].

Thomas Jensen: Formal methods for software security, Journée inaugurale GDR Sécurité Informa-
tique, Paris, June 2017 [22].

Thomas Jensen. Hybrid information flow analysis against web tracking.. The 12th International
Conference on Risks and Security of Internet and Systems (CRiSIS 2017), Dinard, France,
Sept. 2017 [23].

6.1.4. Scientific Expertise

Sandrine Blazy: expertise of an ERC Advanced Grant research proposal.

Thomas Jensen is Inria representative in the European Cyber Security Organisation (ECSO) working
group in Research and Innovation.

6.1.5. Research Administration

Sandrine Blazy is member of Section 6 of the national committee for scientific research CoNRS.

Sandrine Blazy is coordinator of the LTP (Languages, Types, Proofs) group of the French GDR
GPL.

Thomas Jensen is head of the NUMERIC department at Université Bretagne Loire.

Thomas Jensen is director of the IT Security track and member of the executive board of the
Laboratoire d’excellence “CominLabs”.

6.2. Teaching - Supervision - Juries
6.2.1. Teaching

Licence : Alan Schmitt, Programmation Fonctionnelle, 36h, L3, Insa Rennes, France
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Licence : Delphine Demange, Spécialité Informatique 1 - Algorithmique et Complexité Expérimen-
tale, 36h, L1, Université Rennes 1, France

Licence : Delphine Demange, Spécialité Informatique 2 - Functional and Immutable Programming,
70h, L1, Université Rennes 1, France

Licence : Delphine Demange, Programmation de Confiance, 36h, L3, Université Rennes 1, France
Licence : David Pichardie, Graph algorithms, 24h, L3, ESIR, France

Licence : Sandrine Blazy, Functional programming, 30h, L3, Université Rennes 1, France
Licence: Thomas Genet, Software Engineering, 58h, L2, Université de Rennes 1, France

Licence : Thomas Genet, Spécialité Informatique 1 - Algorithmic and Experimental Complexity,
42h, L1, Université Rennes 1, France

Master : Sandrine Blazy, Méthodes Formelles pour le développement de logiciels siirs, 53h, M1,
Université Rennes 1, France

Master : Alan Schmitt, Méthodes Formelles pour le développement de logiciels sirs, 25h, M1,
Université Rennes 1, France France

Master : Sandrine Blazy, Mechanized Semantics, 15h, M2, Université Rennes 1, France
Master : Sandrine Blazy, Semantics, 24h, M1, Université Rennes 1, France
Master : Sandrine Blazy, Software vulnerabilities, 20h, M2, Université Rennes 1, France
Master : Delphine Demange, Software Security, 9h, M2, Université Rennes 1, France
Master : David Cachera, Semantics, 24h, M1, Université Rennes 1, France
Master : David Cachera, Advanced Semantics, 20h, M2, Université Rennes 1, France
Master : Thomas Genet, Formal Design and Verification, 108h, M1, Université de Rennes 1, France.
Master : Thomas Jensen, Program Analysis and Software Security, 21h, M2, Université Rennes 1,
France
6.2.2. Supervision
PhD in progress : Timothée Haudebourg, Lightweight Formal Verification for Functional Programs,
1st october 2017, Thomas Genet and Thomas Jensen

PhD in progress : Alexandre Dang, Security by compilation, 1st september 2016, Frédéric Besson
and Thomas Jensen

PhD in progress : Julien Lepiller, Binary analysis for Isolation, 1st september 2016, Frédéric Besson
and Thomas Jensen

PhD in progress : Gurvan Cabon, Analyse non locale certifiée en JavaScript grace a une sémantique
annotée, 1st september 2015, Alan Schmitt

PhD in progress : Florent Saudel, Vulnerability discovery, November 2015, Sandrine Blazy, Frédéric
Besson and Cédric Berthion (Amossys)

PhD in progress : Alix Trieu, Formally verified compilation and static analysis, January 2016,
Sandrine Blazy and David Pichardie

PhD in progress : Yon Fernandez De Retana, Verified Optimising Compiler for high-level languages,
Ist september 2015, Delphine Demange and David Pichardie

David Biihler, Structuring an abstract interpreter through value and state abstractions, defended
March 2017, Sandrine Blazy and Boris Yakobowski (CEA)

Yannick Zakowski, Verification of a Concurrent Garbage Collector, defended December 2017, David
Pichardie and David Cachera.

Pauline Bolignano, Formal models and verification of memory management in a hypervisor, de-
fended May 2017, Thomas Jensen and Vincent Siles (Prove & Run).
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Oana Andreescu, Static analysis of functional programs with an application to the frame problem in
deductive verification, May 2017, Thomas Jensen and Stéphane Lescuyer (Prove & Run).

6.2.3. Juries
e Alan Schmitt, jury member for the selection of Inria CR (researcher) candidates, March and April
2017, Inria, Rennes, France.

e Thomas Jensen, jury member for the selection of Inria CR (researcher) candidates, March and April
2017, Inria, Rennes, France.

e Sandrine Blazy, jury member for the selection of CNRS CR and DR (researchers) candidates,
February and March 2017, CNRS, Paris, France.

e Sandrine Blazy, jury member for the selection of a professor at University of Copenhagen, May
2017, Copenhagen, Denmark.

e Sandrine Blazy, jury member (reviewer) for the PhD defense of Romain Aissat, January 2017, Paris-
Sud University

e Sandrine Blazy, jury member for the PhD defense of Oana Andreescu, May 2017, Université Rennes
1

e Sandrine Blazy, jury member for the PhD defense of Ninon Eyrolles, June 2017, Université
Versailles Saint-Quentin

e Sandrine Blazy, jury member (reviewer) for the HDR defense of Alain Giorgetti, December 2017,
Université de Franche-Comté

e Sandrine Blazy, jury member for the PhD defense of Jordy Ruiz, December 2017, Université de
Toulouse

e Sandrine Blazy, jury member for the PhD defense of Pierre Lestringant, December 2017, Université
Rennes 1.

e  Sandrine Blazy, jury member of the GDR GPL PhD award committee.

e David Pichardie, external reviewer for the PhD defense of Hendra Gunadi, July 2017, Australian
National University, Canberra, Australia.

e David Pichardie, Licenciate discussion leader for the PhD student Marco Vassena, Chalmers Uni-
versity of Technology, Gothenburg, Sweden.

e Delphine Demange, jury member of the Gilles Kahn PhD award committee, December 2017, Inria
Paris

e Delphine Demange, jury member for the PhD defense of Pauline Bolignano, May 2017, Université
Rennes 1

e Thomas Genet, jury member (reviewer) for the PhD defense of Vivien Pelletier, October 2017,
Université d’Orléans, France.

e Thomas Jensen, jury member for the HdR defense of Charlotte Truchet, November 2017, Université
de Nantes, France.

e Thomas Jensen, jury member (reviewer) for the PhD defense of Zeineb Zhioua, September 2017,
Téleécom ParisTech, France.

e Thomas Jensen, jury member for the PhD defense of Deepak Subramanian, December 2017,
CentraleSupélec, France.

6.3. Popularization

Article “JavaScript, un langage a la croissance organique”, Alan Schmitt, blog Binaire Le Monde. http://
binaire.blog.lemonde.fr/2017/05/12/javascript-un-langage-a-la-croissance-organique/


http://binaire.blog.lemonde.fr/2017/05/12/javascript-un-langage-a-la-croissance-organique/
http://binaire.blog.lemonde.fr/2017/05/12/javascript-un-langage-a-la-croissance-organique/
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Article “L’assistant de preuve Coq”, Sandrine Blazy, Pierre Castéran, Hugo Herbelin, Techniques et Sci-
ences de I'ingénieur, aolt 2017. https://www.techniques-ingenieur.fr/base-documentaire/technologies-de-I-
information-th9/programmation-42304210/coq-assistant-de-preuve-h3310/

Talk “Bug, Virus, Intrusion, Pirates... So many threats and no defense? Yes... maths.”, Thomas Genet, given
three times in high schools close to Rennes.

7. Bibliography
Major publications by the team in recent years

[1] G. BARTHE, D. DEMANGE, D. PICHARDIE. Formal Verification of an SSA-based Middle-end for CompCert, in
"ACM Transactions on Programming Languages and Systems (TOPLAS)", 2014, 35, https://hal.inria.fr/hal-
010976717.

[2] F. BESSON, N. BIELOVA, T. JENSEN.Hybrid Information Flow Monitoring Against Web Tracking, in
"CSF - 2013 IEEE 26th Computer Security Foundations Symposium", New Orleans, United States, 2013
[DOI : 10.1109/CSF.2013.23], http://hal.inria.fr/hal-00924138.

[3] F. BESSON, T. JENSEN, D. PICHARDIE.Proof-Carrying Code from Certified Abstract Interpretation to Fixpoint
Compression, in "Theoretical Computer Science", 2006, vol. 364, n° 3, p. 273-291.

[4] M. BODIN, A. CHARGUERAUD, D. FILARETTI, P. GARDNER, S. MAFFEIS, D. NAUDZIUNIENE, A.
SCHMITT, G. SMITH.A Trusted Mechanised JavaScript Specification, in "POPL 2014 - 41st ACM SIGPLAN-
SIGACT Symposium on Principles of Programming Languages", San Diego, United States, November 2013,
http://hal.inria.fr/hal-00910135.

[5] B. BOYER, T. GENET, T. JENSEN.Certifying a Tree Automata Completion Checker, in "4th International
Joint Conference, IJCAR 2008", Lectures Notes in Computer Science, Springer-Verlag, 2008, vol. 5195,
p. 347-362.

[6] D. CACHERA, T. JENSEN, A. JOBIN, F. KIRCHNER.Inference of polynomial invariants for imperative
programs: a farewell to Gro'bner bases, in "Science of Computer Programming"”, 2014, vol. 93, 21
[DOI : 10.1016/3.5C1C0.2014.02.028], https://hal.inria.fr/hal-00932351.

[7] D. CACHERA, T. JENSEN, D. PICHARDIE, V. RUSU.Extracting a Data Flow Analyser in Constructive Logic,
in "Theoretical Computer Science", 2005, vol. 342, n° 1, p. 56-78.

[8] D. DEMANGE, V. LAPORTE, L. ZHAO, D. PICHARDIE, S. JAGANNATHAN, J. VITEK.Plan B: A Buffered
Memory Model for Java, in "Proc. of the 40th ACM SIGPLAN-SIGACT Symposium on Principles of
Programming Languages, POPL 2013", Rome, Italy, ACM, 2013, http://hal.inria.fr/hal-00924716.

[9] T. GENET, V. RUSU.Equational Approximations for Tree Automata Completion, in "Journal of Symbolic
Computation”, 2010, vol. 45(5):574-597, May 2010, n® 5, p- 574-597.

[10] L. HUBERT, T. JENSEN, V. MONFORT, D. PICHARDIE.Enforcing Secure Object Initialization in Java, in
"15th European Symposium on Research in Computer Security (ESORICS)", Lecture Notes in Computer
Science, Springer, 2010, vol. 6345, p. 101-115.


https://www.techniques-ingenieur.fr/base-documentaire/technologies-de-l-information-th9/programmation-42304210/coq-assistant-de-preuve-h3310/
https://www.techniques-ingenieur.fr/base-documentaire/technologies-de-l-information-th9/programmation-42304210/coq-assistant-de-preuve-h3310/
https://hal.inria.fr/hal-01097677
https://hal.inria.fr/hal-01097677
http://hal.inria.fr/hal-00924138
http://hal.inria.fr/hal-00910135
https://hal.inria.fr/hal-00932351
http://hal.inria.fr/hal-00924716

Project-Team CELTIQUE 145

[11] J.-H. JOURDAN, V. LAPORTE, S. BLAZY, X. LEROY, D. PICHARDIE.A formally-verified C static analyzer,
in "POPL 2015: 42nd ACM SIGPLAN-SIGACT Symposium on Principles of Programming Languages",
Mumbai, India, ACM, January 2015, p. 247-259 [DOI : 10.1145/2676726.2676966], https://hal.inria.fr/
hal-01078386.

Publications of the year

Doctoral Dissertations and Habilitation Theses

[12] O. F. ANDREESCU.Static Analysis of Functional Programs with an Application to the Frame Problem in
Deductive Verification, Rennes 1, May 2017, https://hal.inria.fr/tel-01677897.

[13] O. F. ANDREESCU.Static analysis of functional programs with an application to the frame problem in
deductive verification, Université Rennes 1, May 2017, https://tel.archives-ouvertes.fr/tel-01682503.

[14] P. BOLIGNANO.Formal models and verification of memory management in a hypervisor, Université Rennes
1, May 2017, https://tel.archives-ouvertes.fr/tel-01637937.

[15] D. BUHLER.Structuring an Abstract Interpreter through Value and State Abstractions:EVA, an Evolved Value
Analysis for Frama-C, Université de Rennes 1, March 2017, https://hal.archives-ouvertes.fr/tel-01664726.

[16] Y. ZAKOWSKI. Verification of a Concurrent Garbage Collector, Ecole Normale Supérieur de Rennes, Decem-
ber 2017, https://hal.inria.fr/te]-01680213.

Articles in International Peer-Reviewed Journal

[17] F. BESSON, S. BLAZY, P. WILKE.A Verified CompCert Front-End for a Memory Model Support-
ing Pointer Arithmetic and Uninitialised Data, in "Journal of Automated Reasoning", 2017, p. 1-48
[DOI : 10.1007/s10817-017-9439-7], https://hal.inria.fr/hal-01656895.

[18] H. CIRSTEA, S. LENGLET, P.-E. MOREAU.Fuaithful (Meta-)Encodings Of Programmable Strategies Into
Term Rewriting Systems, in "Logical Methods in Computer Science", November 2017, vol. 13, n® 4, p. 1-54,
Long version of the corresponding RTA-TLCA 15 paper [DOI : 10.23638/LMCS-13(4:16)2017], https://
hal.inria.fr/hal-01479030.

[19] T. GENET, Y. SALMON.Reachability Analysis of Innermost Rewriting - extended version, in "Logical Methods
in Computer Science", 2017, https://hal.inria.fr/hal-01532090.

[20] F. HONSELL, L. LIQUORI, P. MAKSIMOVIC, I. SCAGNETTO.LLFP : A Logical Framework for modeling
External Evidence, Side Conditions, and Proof Irrelevance using Monads, in "Logical Methods in Computer
Science", February 2017, https://arxiv.org/abs/1702.07214 , https://hal.inria.fr/hal-01146059.

Invited Conferences

[21] T. JENSEN.Formal methods for software security (invited talk), in "FMF 2017 - Forum "Méthodes Formelles"",
Toulouse, France, January 2017, p. 1-61, https://hal.inria.fr/hal-01658549.

[22] T. JENSEN.Formal methods for software security (invited talk), in "Journées Nationales 2017 Pré-GDR
Sécurité Informatique", Paris, France, June 2017, p. 1-31, https://hal.inria.fr/hal-01658835.


https://hal.inria.fr/hal-01078386
https://hal.inria.fr/hal-01078386
https://hal.inria.fr/tel-01677897
https://tel.archives-ouvertes.fr/tel-01682503
https://tel.archives-ouvertes.fr/tel-01637937
https://hal.archives-ouvertes.fr/tel-01664726
https://hal.inria.fr/tel-01680213
https://hal.inria.fr/hal-01656895
https://hal.inria.fr/hal-01479030
https://hal.inria.fr/hal-01479030
https://hal.inria.fr/hal-01532090
https://arxiv.org/abs/1702.07214
https://hal.inria.fr/hal-01146059
https://hal.inria.fr/hal-01658549
https://hal.inria.fr/hal-01658835

146 Activity Report INRIA 2017

[23] T. JENSEN.Hybrid information flow analysis against web tracking (invited talk), in "CRiSIS 2017 - 12th
International Conference on Risks and Security of Internet and Systems", Dinard, France, September 2017, p.
1-33, https://hal.inria.fr/hal-01658896.

International Conferences with Proceedings

[24] G. BARTHE, S. BLAZY, V. LAPORTE, D. PICHARDIE, A. TRIEU.Verified Translation Validation of Static
Analyses, in "Computer Security Foundations Symposium", Santa-Barbara, United States, 30th IEEE Com-
puter Security Foundations Symposium, August 2017, https://hal.inria.fr/hal-01588422.

[25] F. BESSON, S. BLAZY, P. WILKE.CompCertS: A Memory-Aware Verified C Compiler using Pointer as Integer
Semantics, in "ITP 2017 - 8th International Conference on Interactive Theorem Proving", Brasilia, Brazil, ITP
2017: Interactive Theorem Proving, Springer, September 2017, vol. 10499, p. 81-97 [DOI : 10.1007/978-3-
319-66107-0_6], https://hal.inria.fr/hal-01656875.

[26] M. BIERNACKA, D. BIERNACKI, S. LENGLET, P. POLESIUK, D. POUS, A. SCHMITT.Fully Abstract Encod-
ings of A\-Calculus in HOcore through Abstract Machines, in "LICS 2017", Reykjavik, Iceland, Proceedings
of LICS 2017, June 2017, To appear, https://hal.inria.fr/hal-01479035.

[27] S. BLAZY, D. PICHARDIE, A. TRIEU.Verifying Constant-Time Implementations by Abstract Interpretation,
in "European Symposium on Research in Computer Security", Oslo, Norway, 22nd European Symposium on
Research in Computer Security, September 2017, https://hal.inria.fr/hal-01588444.

[28] D. KASTNER, J. BARRHO, U. WUNSCHE, M. SCHLICKLING, B. SCHOMMER, M. SCHMIDT, C. FER-
DINAND, X. LEROY, S. BLAZY.CompCert: Practical Experience on Integrating and Qualifying a Formally
Verified Optimizing Compiler, in "ERTS2 2018 - Embedded Real Time Software and Systems", Toulouse,
France, 3AF, SEE, SIE, January 2018, https://hal.inria.fr/hal-01643290.

[29] D. KASTNER, X. LEROY, S. BLAZY, B. SCHOMMER, M. SCHMIDT, C. FERDINAND.Closing the Gap
— The Formally Verified Optimizing Compiler CompCert, in "SSS’17: Safety-critical Systems Symposium
2017", Bristol, United Kingdom, Developments in System Safety Engineering: Proceedings of the Twenty-
fifth Safety-critical Systems Symposium, CreateSpace, February 2017, p. 163-180, https://hal.inria.fr/hal-
01399482.

[30] S. LENGLET, A. SCHMITT.HOT in Cogq, in "CPP 2018 - The 7th ACM SIGPLAN International Conference
on Certified Programs and Proofs", Los Angeles, United States, January 2018, 14 [DOI : 10.1145/3167083],
https://hal.inria.fr/hal-01614987.

[31] M. LEsLoUS, V. VIET TRIEM TONG, J.-F. LALANDE, T. GENET.GPFinder: Tracking the Invisible in
Android Malware, in "12th International Conference on Malicious and Unwanted Software", Fajardo, Puerto
Rico, IEEE Conputer Society, October 2017, https://hal-centralesupelec.archives-ouvertes.fr/hal-01584989.

[32] Y. ZAKOwSKI, D. CACHERA, D. DEMANGE, G. PETRI, D. PICHARDIE, S. JAGANNATHAN, J.
VITEK. Verifying a Concurrent Garbage Collector using a Rely-Guarantee Methodology, in "ITP 2017 -
8th International Conference on Interactive Theorem Proving", Brasilia, Brazil, Lecture Notes in Computer
Science, Springer, September 2017, vol. 10499, p. 496-513 [DOI : 10.1007/978-3-319-66107-0_31],
https://hal.inria.fr/hal-01613389.


https://hal.inria.fr/hal-01658896
https://hal.inria.fr/hal-01588422
https://hal.inria.fr/hal-01656875
https://hal.inria.fr/hal-01479035
https://hal.inria.fr/hal-01588444
https://hal.inria.fr/hal-01643290
https://hal.inria.fr/hal-01399482
https://hal.inria.fr/hal-01399482
https://hal.inria.fr/hal-01614987
https://hal-centralesupelec.archives-ouvertes.fr/hal-01584989
https://hal.inria.fr/hal-01613389

Project-Team CELTIQUE 147

[33] Y. ZAKOWSKI, D. CACHERA, D. DEMANGE, D. PICHARDIE. Verified Compilation of Linearizable Data
Structures: Mechanizing Rely Guarantee for Semantic Refinement, in "SAC 2018 - The 33rd ACM/SIGAPP
Symposium On Applied Computing", Pau, France, April 2018, p. 1-10, https://hal.archives-ouvertes.fr/hal-
01653620.

National Conferences with Proceeding

[34] G. CABON, A. SCHMITT.Non-Interference through Annotated Multisemantics, in "28ieémes Journées Fran-
cophones des Langages Applicatifs", Gourette, France, January 2017, https://hal.archives-ouvertes.fr/hal-
01503094.

Conferences without Proceedings

[35] G. CABON, A. SCHMITT.Annotated multisemantics to prove Non-Interference analyses, in "PLAS 2017 -
ACM SIGSAC Workshop on Programming Languages and Analysis for Security", Dallas, United States,
PLAS ’17 Proceedings of the 2017 Workshop on Programming Languages and Analysis for Security, ACM,
October 2017, p. 49-62 [DOI : 10.1145/3139337.3139344], https://hal.archives-ouvertes.fr/hal-01656404.

[36] F. SAUDEL, S. BLAZY, F. BESSON.Confusion de Type en C++: Etat de I’Art et Difficultés de Détection, in
"RESSI2017 - Rendez-vous de la Recherche et de I’Enseignement de la Sécurité des Systémes d’Information",
Grenoble/Autrans, France, May 2017, p. 1-5, https://hal.inria.fr/hal-01656979.

Research Reports

[37] M. BIERNACKA, D. BIERNACKI, S. LENGLET, P. POLESIUK, D. PoUS, A. SCHMITT.Fully Abstract
Encodings of \-Calculus in HOcore through Abstract Machines, Inria, April 2017, n® RR-9052, https://hal.
inria.fr/hal-01507625.

[38] T. GENET.A Short Isabelle/HOL Tutorial for the Functional Programmer, IRISA, 2017, https://hal.inria.fr/
hal-01208577.

[39] T. GENET.Automata Completion and Regularity Preservation, IRISA, Inria Rennes, April 2017, https://hal.
archives-ouvertes.fr/hal-01501744.

[40] T. GENET, T. HAUDEBOURG, T. JENSEN. Verifying Higher-Order Functions with Tree Automata: Extended
Version, Irisa, October 2017, p. 1-20, https://hal.inria.fr/hal-01614380.

[41] Y. ZAKOWSKI, D. CACHERA, D. DEMANGE, D. PICHARDIE.Compilation of Linearizable Data Structures:
A Mechanised RG Logic for Semantic Refinement, ENS Rennes ; IRISA, Inria Rennes ; Université Rennes 1,
June 2017, https://hal.archives-ouvertes.fr/hal-01538128.

Other Publications

[42] T. GENET.SPAN+AVISPA for Verifying Cryptographic Protocols, 2017, This is a video tutorial to learn how
to use SPAN+AVISPA to automatically check security properties on cryptographic protocols, https://hal.inria.
fr/hal-01532086.


https://hal.archives-ouvertes.fr/hal-01653620
https://hal.archives-ouvertes.fr/hal-01653620
https://hal.archives-ouvertes.fr/hal-01503094
https://hal.archives-ouvertes.fr/hal-01503094
https://hal.archives-ouvertes.fr/hal-01656404
https://hal.inria.fr/hal-01656979
https://hal.inria.fr/hal-01507625
https://hal.inria.fr/hal-01507625
https://hal.inria.fr/hal-01208577
https://hal.inria.fr/hal-01208577
https://hal.archives-ouvertes.fr/hal-01501744
https://hal.archives-ouvertes.fr/hal-01501744
https://hal.inria.fr/hal-01614380
https://hal.archives-ouvertes.fr/hal-01538128
https://hal.inria.fr/hal-01532086
https://hal.inria.fr/hal-01532086

Project-Team CIDRE

Confidentialité, Intégrité, Disponibilité
et Répartition

IN COLLABORATION WITH: Institut de recherche en informatique et systemes aléatoires (IRISA)

IN PARTNERSHIP WITH:
CNRS

CentraleSupélec

Université Rennes 1

RESEARCH CENTER
Rennes - Bretagne-Atlantique

THEME
Security and Confidentiality



Project-Team CIDRE 149

Table of contents

1. Persommel .. ... 151
2. Overall ObJectives . ........... i 152
3. Research Program .............. .. i e 152
3.1.  Our perspective 152

3.2. Intrusion Detection / Security Events Monitoring and Management 153

3.3.  Privacy 154

4. Application Domains . ......... ... 155
5. Highlights of the Year ............ ... e e 155
6. New Software and Platforms ............ .. .. 156
6.1. Blare 156

6.2. GNG 157

6.3.  GroddDroid 157

6.4.  Kharon 157

6.5. StarLord 158

6.6. SpecCert 158

6.7. HardBlare 158

6.8. Conductor 159

6.9. Platforms 159

7. New Results .. ... 159
7.1.  Intrusion Detection 159
7.1.1.  Intrusion Detection in Distributed Systems 159

7.1.2.  Illegal Information Flow Detection 160

7.1.3. Intrusion Detection in Low-Level Software Components 162

7.1.4. Vizualization 163

7.2.  Privacy 163

7.3.  Security of Communicating and Distributed Systems 164
7.3.1.  Routing Protocol for Tactical Mobile Ad Hoc Networks 164

7.3.2. Decentralized Cryptocurrency Systems 164

7.3.3. Large Scale Systems 165

8. Bilateral Contracts and Grants with Industry ........... ... . ... ... ... ... ... 165
8.1. Bilateral Contracts with Industry 165

8.2. Bilateral Grants with Industry 166

9. Partnerships and Cooperations ................. ... . i 167
9.1. Regional Initiatives 167

9.2. National Initiatives 168

9.3. International Initiatives 169

9.4. International Research Visitors 169

10. Dissemination . ............ . e 169
10.1. Promoting Scientific Activities 169
10.1.1. Scientific Events Organisation 169
10.1.1.1. General Chair, Scientific Chair 169

10.1.1.2. Member of the Organizing Committees 170

10.1.2. Scientific Events Selection 170
10.1.2.1. Member of the Conference Program Committees 170

10.1.2.2. Reviewer 170

10.1.3. Journal 171
10.1.3.1. Member of the Editorial Boards 171

10.1.3.2. Reviewer - Reviewing Activities 171

10.1.4. Invited Talks 171



150

Activity Report INRIA 2017

10.1.5. Leadership within the Scientific Community
10.1.6. Research Administration
10.2. Teaching - Supervision - Juries
10.2.1. Certification
10.2.2. Teaching
10.2.3. Supervision
10.2.3.1. Theses defended in 2017
10.2.3.2. Theses in progress
10.2.3.3. Supervision of external PhD candidates
10.2.4. Juries
10.3. Popularization
11. Bibliography

171
171
172
172
172
176
176
177
177
178
178



Project-Team CIDRE 151

Project-Team CIDRE

Creation of the Project-Team: 2011 July 01
Keywords:

Computer Science and Digital Science:
A1.2.8. - Network security
A1.3. - Distributed Systems
A3.3.1. - On-line analytical processing
A3.5.2. - Recommendation systems
A4.1.1. - Malware analysis
A4.1.2. - Hardware attacks
A4.4. - Security of equipment and software
A4.8. - Privacy-enhancing technologies
A4.9.1. - Intrusion detection
A4.9.2. - Alert correlation
A7.1. - Algorithms

Other Research Topics and Application Domains:
B6.5. - Information systems
B9.8. - Privacy

1. Personnel

Research Scientists
Emmanuelle Anceaume [CNRS, Researcher]
Michel Hurfin [Inria, Researcher, HDR]
Mohamed Kasraoui [Univ de Rennes I, Researcher, until Aug 2017]

Faculty Members
Christophe Bidan [Team leader, CentraleSupélec, Professor, HDR]
Gilles Guette [Univ de Rennes I, Associate Professor]
Guillaume Hiet [CentraleSupélec, Associate Professor]
Jean-Francois Lalande [CentraleSupélec, Associate Professor, from Sep 2017, HDR]
Ludovic Mé [CentraleSupélec, Professor, HDR]
Guillaume Piolle [CentraleSupélec, Associate Professor]
Eric Totel [CentraleSupélec, Professor, HDR]
Frédéric Tronel [CentraleSupélec, Associate Professor]
Valérie Viet Triem Tong [CentraleSupélec, Associate Professor, HDR]

External Collaborators
Frédéric Majorczyk [DGA]
Sébastien Gambs [UQAM]
Technical Staff
Antoine Guellier [CNRS, from Jun 2017]
Christopher Humphries [Inria, until Aug 2017]
PhD Students

Solenn Brunet [Orange Labs, until Oct 2017]
Vasile Cazacu [CNRS, from Feb 2017]



152 Activity Report INRIA 2017

Ronny Chevalier [Hewlet Packard France]

Kun He [IMT Atlantique, until Sep 2017]

Deepak Subramanian [IMT Atlantique, until Sep 2017]
Damien Crémilleux [CentraleSupélec]

Aurélien Dupin [Thales]

Laurent Georget [Univ de Rennes I, until Sep 2017]
Florian Grandhomme [Univ de Rennes I, until Sep 2017]
Pierre Graux [Inria, from Oct 2017]

David Lanoé [Inria]

Laetitia Leichtnam [Ministere de la Défense]

Mourad Leslous [Inria]

Thomas Letan [ANSSI, until Sep 2017]

Pernelle Mensah [Bell Labs (Nokia)]

Mounir Nasr Allah [CentraleSupélec]

Aurélien Trulla [Inria]

Charles Arya Xosanavongsa [Thales]

Administrative Assistant
Lydie Mabil [Inria]

2. Overall Objectives

2.1. CIDRE in Brief

Our long term ambition is to contribute to the building of distributed systems that are trustworthy and respectful
of privacy, even when some nodes in the system have been compromised.

With this objective in mind, the CIDRE team focuses mainly on the two following topics: Intrusion Detection
and Privacy Protection.

3. Research Program

3.1. Our perspective

For many aspects of our everyday life, we heavily rely on information systems, many of which are based
on massively networked devices that support a population of interacting and cooperating entities. While
these information systems become increasingly open and complex, accidental and intentional failures get
considerably more frequent and severe.

Two research communities traditionally address the concern of accidental and intentional failures: the dis-
tributed computing community and the security community. While both communities are interested in the
construction of systems that are correct and secure, an ideological gap and a lack of communication exist be-
tween them that is often explained by the incompatibility of the assumptions each of them traditionally makes.
Furthermore, in terms of objectives, the distributed computing community has favored systems availability
while the security community has focused on integrity and confidentiality, and more recently on privacy.
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Our long term ambition is to contribute to the building of distributed systems that are trustworthy and
respectful of privacy, even when some nodes © in the system have been compromised. For that purpose, we are
convinced that combining classical security approaches and distributed computing paradigms is an interesting
way to enforce the security of large-scale distributed systems. More specifically, since a distributed system is
composed of nodes, we assert that the security of large-scale distributed systems has to be addressed at three
complementary levels:

e the level of each node: each standalone node has to enforce its own security;

o the level of an identified set of trusted nodes: the trusted nodes can collaborate to enforce together
their security;

o the level of fully open large-scale distributed and dynamic systems: distributed computing paradigms
such as consensus algorithms can be applied to cope with the possible presence of malicious nodes.

Notice that using a distributed architecture can also be an approach allowing the nodes to enforce their security
without the need of a trusted third party.

The research activities of the CIDRE project-team focus mainly on the two following research axis:

e Intrusion Detection System: the objective is to detect any suspicious events with regard to the
security by analyzing some data generated on the monitored system.

e Privacy-preserving Services: the objective is to ensure users’ privacy even when this property
seems incompatible with the provided services, like social networks or location-based services.

In all our studies, we consider a priori that the attacker is omnipotent. He can acts as he wants. Nevertheless,
since our team is not specialized in cryptography, we consider that we can rely on strong unbroken crypto-
systems.

3.2. Intrusion Detection / Security Events Monitoring and Management

Today, we have not yet fully entered into a world of “security by design”. Security remains often a property
that is considered a posteriori, when the system is deployed, which often results in applying patches when
vulnerabilities are discovered (also called a “patch and pray” approach). Unfortunately, despite patching,
the number of vulnerabilities remains high, as evidenced by the number of vulnerabilities published each
year in the Common Vulnerabilities and Exposures (CVE) system. Thus, it is important to be able to early
detect cyber-attacks, especially when they exploit vulnerabilities that are unknown. However, the efficiency of
security events monitoring and management systems (including the IDS - Intrusion Detection Systems) is still
an open issue today. Indeed, they are often unable to effectively deal with huge numbers of security events, and
they usually produce too many false alarms yet missing some attacks. So one of the main research challenges
in IT security remains the definition of efficient security events monitoring systems, i.e., that enable both to
process a huge number of security events and to detect any attacks without flooding the security analysts with
false alarms.

By exploiting vulnerabilities in operating systems, applications, or network services, an attacker can defeat
preventive security mechanisms and violate the security policy of the whole system. The goal of an Intrusion
Detection Systems (IDS) is to detect such violations by analyzing some security events generated on a
monitored system. Ideally, the IDS should produce an alert for any violation (no false negative), and only
for violations (no false positive).

To produce alerts, two detection techniques exist: the misuse based detection and the anomaly based detection.
A misuse based detection is actually a signature based detection approach : it allows to detect only the attacks
whose signature is available. From our point of view, while useful in practice, misuse detection is intrinsically
limited. Indeed, it requires to update in real-time the database of signatures, similarly to what has to be done
for antivirus tools. The CIDRE project-team follows the alternative approach, namely the anomaly approach,
which consists in detecting a deviation from a referenced behavior. Our contributions on anomaly-based IDS
follow three axis:

OThe term node either refers to a device that hosts a network client or service or to the process that runs this client or service.
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e Illegal Information Flow Detection: our goal is to detect information flows in the monitored system
(either a node or a set of trusted nodes) that are allowed by the access control mechanism, but
are illegal from the security policy point of view. This approach is particularly appealing to detect
intrusions in a standalone node, such as a smartphone.

¢ Anomaly-Based Detection in Distributed Applications: our goal is to specify the normal behavior
based on either a formal specification of the distributed application, or previous executions. This
approach is particularly appealing to detect intrusions in industrial control systems since these
systems exhibit well-defined behaviors at different levels: network level (network communication
patterns, protocol specifications, etc.), control level (continue and discrete process control laws), or
even the state of the local resources (memory or CPU).

e Online data analytics: our goal is to estimate on the fly different statistics or metrics on distributed
input streams to detect abnormal behavior with respect to a well-defined criterion such as the distance
between different streams, their correlation or their entropy.

Beside the anomaly-based IDS, we have also led research work on alert correlation and visualisation of security
events. Indeed, in large systems, multiple (host and network) IDS and many sensors are deployed and they
continuously and independently generate notifications (event’s observations, warnings and alerts). To cope
with this huge amount of collected data, we have studied two different approaches, each with specific goal:

e Alert Correlation System: the alerts of low level IDSes can be viewed as security events of a high
level IDS whose goal is to correlate these alerts. An alert correlation system aims at exploiting the
known relationships between some elements that appear in the flow of low level notifications to
generate high semantic meta-alerts. The main goal is to reduce the number of alerts (and especially,
false positive) returned to the security analysts and to allow a higher level analysis of the situation
(situational awareness).

e Visualization Tools: a visualization tools aims at relying on the capacity of human beings to detect
patterns and outliers in datasets when these datasets are properly visually represented. Human beings
also know pieces of contextual information that are very difficult to formalize so as to make them
usable by a computer. Visualization is therefore a very useful complementary tool to detect abnormal
events in real time (monitoring), to search for malicious events in log files (data exploration and
forensics) and to communicate results (reporting).

3.3. Privacy

In a world of ubiquitous technologies, each individual constantly leaves digital traces related to his activities
and interests. The current business plan of many web services such as social networks, is based on the sale
of these digital traces. Of course, this is usually done in a legal way, the license of use clearly stating that
the user gives the right to the service provider for using his personal data. However, on the one hand, users
generally do not read these licenses, and on the other hand, these licenses are usually very vague on the use
of personal data 9. In addition these digital traces can potentially be stolen and maliciously used, they must
therefore be protected. In this context, users’ privacy is now recognized as a fundamental individual right. Any
new IT service should thus follow the privacy-by-design approach: privacy issues have to be studied from the
earliest phase of a project by taking into account the multi-stakeholders and transdisciplinary aspects in order
to ensure proper, end-to-end private data protection properties.

In the CIDRE project, we mainly focus on domains in which privacy issues collide with provided services.
Here are some concrete examples of such domains:

e Location-based services: the challenge is to design services that depend on the user’s location while
preserving the privacy of his location;

e Social networks: the challenge is to demonstrate that it is possible to design social networks
respectful of users’ privacy;

OBesides, it has been shown that service providers do not necessarily comply with their own license.
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e Mobile services: given that such services are based on user’s identity, the challenge is to design
mobile services while preserving the users’ anonymity;

e Ad-hoc netwoks: in ad-hoc networks, any participant can potentially know the relative location of
the other participants. Thus, the issue is to allow nodes to forward messages while preserving the
privacy of the communications.

For all of these domains, we have proposed new Privacy-Enhancing Techniques (PETs) based on a mix of
different foundations such as cryptographic techniques, security policies and access control mechanisms, just
to name a few. More generally, we think that a major option to protect users’ privacy consists in using a
decentralized architecture that enables to transfer control and services from the service providers to the users.

The concept of IDS seems to be in contradiction with the users’ privacy. Indeed, an IDS is a monitoring system
that needs to collect and analyze information coming from different levels such as network, applications and
OS, this information being able to include users’ personal data. However, we are confident that IDS and privacy
are not completely antagonist. In particular, integrating some privacy features inside an IDS to build a privacy-
preserving IDS may allow to limit the amount of information that can leak if one of the nodes within the
system is compromised. On the other hand, enabling IDS to detect attacks against privacy as well as security
violations can extend the range of their applicability.

4. Application Domains

4.1. Security is Required Everywhere

With the infiltration of computers and software in almost all aspects of our modern life, security can nowadays
be seen as an absolutely general concern. As such, the results of the research targeted by CIDRE apply to
a wide range of domains. It is clear that critical systems, in which security (and safety) is a major concern,
can benefit from ideas such as dynamic security policy monitoring. On the other hand, systems used by the
general public (basically, the internet and services such as web or cloud services, social networks, location-
based services, etc.) can also benefit from results obtained by CIDRE, in particular to solve some of the privacy
issues raised by these systems that manipulate huge amount of personal data. In addition, systems are getting
more and more complex, decentralized, distributed, or spontaneous. Cloud computing, in particular, brings
many challenges that could benefit from ideas, approaches and solutions studied by CIDRE in the context of
distributed systems.

Industrial Control Systems (ICS) and in particular Supervisory Control and Data Acquisition are also new
application domains for intrusion detection. The Stuxnet attack has emphasized the vulnerability of such
critical systems which are not totally isolated anymore. Securing ICS is challenging since modifications of the
systems, for example to patch them, are often not possible. High availability requirements also often conflict
with preventive approaches. In this case, security monitoring is appealing to protect such systems against
malicious activities. Intrusion detection in ICS is not fundamentally different from traditional approaches.
However, new hypotheses and constraints need to be taken into account, which also bring interesting new
research challenges.

S. Highlights of the Year

5.1. Highlights

This year, the CIDRE team would like to emphasize the following publications that appeared in major
academic venues:

e Formal verification of an information flow monitor, presented at SEFM’17 [11]. See below (5.1.1)
for a more complete description of this work.
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e Automated quantitative information flow analysis for imperative deterministic programs, presented
at POPL’17 [8].

e Reconstruction of connectivity graph for cloud infrastructures, presented at NCA’2017 [17]

o  Co-processor-based Behavior Monitoring: Application to the Detection of Attacks Against the
SMM, presented at ACSAC’17 [10]

5.1.1. Awards

Laurent Georget, Mathieu Jaume (LIP6), Guillaume Piolle, Frédéric Tronel and Valérie Viet Triem Tong
received the best paper award at the SEFM’ 17 conference , which is a well established conference focused on
the link between software development and formal methods. This publication is based on the work realized by
Laurent Georget during his PhD. It focuses on the automated verification of the correctness of an information
flow monitor that operates at the kernel level (Linux kernel). This information flow monitor relies on the
Linux Security Module (LSM hereafter) framework. This framework has been designed for mandatory access
control. This work tries to answer the question of its correctness when used for information flow monitoring.
The verification is operated by a GCC plugin during the compilation phase of a full Linux kernel. Based on
an ad-hoc static analysis, it can determine if the LSM hooks are correctly placed with respect to a property of
complete mediation of systems calls. Each system call that is known to generate an information flow during
its execution (34 system calls on a grand total of 340) is analyzed to determine if the LSM framework through
the hooks it provides can intercept each execution that potentially generates an information flow. We have
demonstrated that for 4 system calls, the hooks are not well placed, and discovered that 4 systems calls are
simply lacking LSM hooks. A patch has been produced to improve this situation.

BEST PAPERS AWARDS :

[11] 15th International Conference on Software Engineering and Formal Methods (SEFM 2017). L.
GEORGET, M. JAUME, G. PIOLLE, F. TRONEL, V. VIET TRIEM TONG.

6. New Software and Platforms

6.1. Blare

To detect intrusion using information flows

KEYWORDS: Cybersecurity - Intrusion Detection Systems (IDS) - Data Leakage Protection

SCIENTIFIC DESCRIPTION: Blare implements our approach of illegal information flow detection for a single
node (Android and Linux kernel, JVM) and a set of nodes (monitoring of flows between linux machines).
FUNCTIONAL DESCRIPTION: Blare IDS is a set of tools that implements our approach to illegal information
flow detection for a single node and a set of nodes.

NEWS OF THE YEAR: During this year, Laurent Georget has modified the implementation of Blare in order
to correctly monitor the kernel system calls with LSM hooks. He add also ported this new version of Blare to
the Lollipop Android emulator.

e Partner: CentraleSupélec
e Contact: Frédéric Tronel

e Publications: Information Flow Tracking for Linux Handling Concurrent System Calls and Shared
Memory - Verifying the Reliability of Operating System-Level Information Flow Control Systems
in Linux - Monitoring both OS and program level information flows to detect intrusions against
network servers - Experimenting a Policy-Based HIDS Based on an Information Flow Control Model
- Introducing reference flow control for intrusion detection at the OS level - Blare Tools: A Policy-
Based Intrusion Detection System Automatically Set by the Security Policy - Diagnosing intrusions
in Android operating system using system flow graph - Intrusion detection in distributed systems,
an approach based on taint marking - BSPL: A Language to Specify and Compose Fine-grained
Information Flow Policies - Information Flow Policies vs Malware - A taint marking approach to
confidentiality violation detection - Designing information flow policies for Android’s operating


https://hal.inria.fr/hal-01535949
https://hal.inria.fr/hal-01535949
https://hal.inria.fr/hal-01535862
https://hal.inria.fr/hal-01535862
https://hal.inria.fr/hal-00268408
https://hal.inria.fr/hal-00268408
https://hal.inria.fr/hal-00356441
https://hal.inria.fr/hal-00356484
https://hal.inria.fr/hal-00420117
https://hal.inria.fr/hal-00420117
https://hal.inria.fr/hal-00875211
https://hal.inria.fr/hal-00875211
https://hal.inria.fr/hal-00840338
https://hal.inria.fr/hal-00840338
https://hal.inria.fr/hal-00909400
https://hal.inria.fr/hal-00909400
https://hal.inria.fr/hal-00862468
https://hal.inria.fr/hal-00736045
https://hal.inria.fr/hal-00736045
https://hal.inria.fr/hal-00736034
https://hal.inria.fr/hal-00736034
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system - Information Flow Control for Intrusion Detection derived from MAC Policy - Flow based
interpretation of access control: Detection of illegal information flows - A taint marking approach to
confidentiality violation detection

e URL: http://www.blare-ids.org/

6.2. GNG

Security Supervision by Alert Correlation

KEYWORDS: Intrusion Detection Systems (IDS) - SIEM

SCIENTIFIC DESCRIPTION: GNG is an intrusion detection system that correlates different sources (such as
different logs) in order to identify attacks against the system. The attack scenarios are defined using the
Attack Description Langage (ADeLe) proposed by our team, and are internally translated to attack recognition
automatons. GNG intends to define time efficient algorithms based on these automatons to recognize complex
attack scenarios.

e Partner: CentraleSupélec
e Contact: Eric Totel
e Publication: A Language Driven Intrusion Detection System for Events and Alerts Correlation

e URL: http://www.rennes.supelec.fr/ren/perso/etotel/ GNG/index.html

6.3. GroddDroid

KEYWORDS: Android - Detection - Malware

SCIENTIFIC DESCRIPTION: GroddDroid automates the dynamic analysis of a malware. When a piece of sus-
picious code is detected, groddDroid interacts with the user interface and eventually forces the execution of
the identified code. Using Blare (Information Flow Monitor), GroddDroid monitors how an execution contam-
inates the operating system. The output of GroddDroid can be visualized in an web browser. GroddDroid is
used by the Kharon software.

FUNCTIONAL DESCRIPTION: GroddDroid 1 - locates suspicious code in Android application 2 - computes
execution paths towards suspicious code 3 - forces executions of suspicious code 4 - automate the execution
of a malware or a regular Android application

NEWS OF THE YEAR: In 2017, GroddDroid has integrated the work of Mourad Leslous, who have imple-
mented GFinder. GPFinder improves the computation of control flow paths by taking into account the Android
framework. The end of the year has been used to clean the code and to improves the graphical interface.

e Partners: CentraleSupélec - Insa Centre Val-de-Loire
e Contact: Valérie Viet Triem Tong

e Publications: Kharon dataset: Android malware under a microscope - GroddDroid: a Gorilla for Trig-
gering Malicious Behaviors - GPFinder: Tracking the Invisible in Android Malware - Information
flows at OS level unmask sophisticated Android malware

e  URL: http://kharon.gforge.inria.fr/grodddroid.html

6.4. Kharon

KEYWORDS: Android - Malware - Dynamic Analysis

FUNCTIONAL DESCRIPTION: Kharon is a software for managing Android application analysis. Kharon uses
the results of the GroddDroid software. The user can submit one or several applications to Kharon and get a
graph of the innformation flows that occured at system level and that have been caused by the application.


https://hal.inria.fr/hal-00736034
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https://hal.inria.fr/hal-00647170
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http://www.blare-ids.org/
https://hal.inria.fr/hal-00356409
http://www.rennes.supelec.fr/ren/perso/etotel/GNG/index.html
https://hal.inria.fr/hal-01311917
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Kharon is used in the Kharon platform for the analysis of malicious applications. This platform is deployed at
the high security laboratory (LHS) of Rennes.

Author: Sébastien Campion

Partners: CentraleSupélec - Insa Centre Val-de-Loire

Contact: Valérie Viet Triem Tong

URL.: http://kharon.gforge.inria.fr/

6.5. StarLord

KEYWORDS: Security - SIEM
FUNCTIONAL DESCRIPTION: In the domain of security event visualisation, we have developed a prototype
called StarLord. Basically, this software is able to parse heterogeneous logs, and to extract from each line of
logs a set of security objects. Moreover, some of these objects appears in several lines of different logs. These
lines are thus linked by the sharing of one or more security objects. When we analyse the lines of logs, we
are thus able to generate graphs that represents the links between the different objects discovered in the logs.
These graphs are thus displayed in 3D in order for the administrator to investigate easily the relations between
the logs and the relations between the logs and some particular indicators of compromission. The tool permits
to discover visually the activity of an attacker on the supervised system.

e Authors: Ludovic Mé, Eric Totel, Nicolas Prigent and Laetitia Leichtnam

e Contact: Eric Totel

e Publication: STARLORD: Linked Security Data Exploration in a 3D Graph

6.6. SpecCert

KEYWORDS: Formal methods - Coq
FUNCTIONAL DESCRIPTION: SpecCert is a framework for specifying and verifying Hardware-based Security
Enforcement (HSE) mechanisms against hardware architecture models. HSE mechanisms form a class of
security enforcement mechanism such that a set of trusted software components relies on hardware functions
to enforce a security policy.

e Participant: Thomas Letan

e Partners: ANSSI - CentraleSupélec

e Contact: Guillaume Hiet

e Publications: SpecCert: Specifying and Verifying Hardware-based Security Enforcement - SpecCert:

Specifying and Verifying Hardware-based Software Enforcement
e URL: https://github.com/lethom/speccert

6.7. HardBlare

KEYWORDS: Intrusion Detection Systems (IDS) - FPGA - Static analysis
FUNCTIONAL DESCRIPTION: HardBlare is a hardware/software framework to implement hardware DIFC on
Xilinx Zynq Platform. HardBlare consists of three components : 1) the VHDL code of the coprocessor, 2) a
modified LLVM compiler to compute the static analysis, and 3) a dedicated Linux kernel. This last component
is a specific version of the Blare monitor.
e Partners: CentraleSupélec - Lab-STICC
e Contact: Guillaume Hiet
e Publications: ARMHEx: A hardware extension for DIFT on ARM-based SoCs - ARMHEXx: a
framework for efficient DIFT in real-world SoCs - ARMHEX: embedded security through hardware-
enhanced information flow tracking - HardBlare: a Hardware-Assisted Approach for Dynamic
Information Flow Tracking - A portable approach for SoC-based Dynamic Information Flow
Tracking implementations - Towards a hardware-assisted information flow tracking ecosystem for
ARM processors - HardBlare: an efficient hardware-assisted DIFC for non-modified embedded
processors


http://kharon.gforge.inria.fr/
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6.8. Conductor

KEYWORDS: Intrusion Detection Systems (IDS) - Static analysis - Instrumentation
FUNCTIONAL DESCRIPTION: Conductor contains three main components: a static analysis to extract the
expected behavior of the target, an instrumentation module to add instructions to the target’s code in order to
send messages to the co-processor, and an intrusion detection engine executed on the co-processor. The latter
processes the messages sent by the instrumented target, describing its current behavior. This behavior is then
compared against the expected behavior previously extracted by the static analysis.

e Participants: Ronny Chevalier, Guillaume Hiet, Maugan Villatel and David Plaquin

e Partners: CentraleSupélec - HP Labs

e Contact: Ronny Chevalier

e Publication: Co-processor-based Behavior Monitoring: Application to the Detection of Attacks

Against the System Management Mode

6.9. Platforms
6.9.1. Kharon platform

The Kharon platform is under development in the LHS of Rennes and should be ready to use in the beginning
of 2018. This experimental platform aims to analyze Android malware using a set of software developed by
the CIDRE team. Software that are involved are:
e The Blare IDS http://www.blare-ids.org/, and in particular the AndroBlare version, for tracking
information flows of malware;
e The GroddDroid software http://kharon.gforge.inria.fr/grodddroid.html, for manipulating the mal-
ware statically and dynamically;
e The GPFinder software http://kharon.gforge.inria.fr/gpfinder.html, for computing paths in the mal-
ware’s control flow;
e The kharon software that handles the orchestration of a bunch of malware, the server and a set of
smartphones.

The Kharon platform will be used for analysing malware as soon as they appear in the wild. The analysis
results will be stored for further experiments and statistics.

7. New Results

7.1. Intrusion Detection
7.1.1. Intrusion Detection in Distributed Systems

Alert Correlation: In large systems, multiple (host and network) Intrusion Detection Systems (IDS) and
many sensors are usually deployed. They continuously and independently generate notifications (event’s
observations, warnings and alerts). To cope with this amount of collected data, alert correlation systems have
to be designed. An alert correlation system aims at exploiting the known relationships between some elements
that appear in the flow of low level notifications to generate high semantic meta-alerts. The main goal is to
reduce the number of alerts returned to the security administrator and to allow a higher level analysis of the
situation. However, producing correlation rules is a highly difficult operation, as it requires both the knowledge
of an attacker, and the knowledge of the functionalities of all IDSes involved in the detection process. In the
context of the PhD of Erwan Godefroy, we focus on the transformation process that allows to translate the
description of a complex attack scenario into correlation rules and its assessment. We show that, once a human
expert has provided an action tree derived from an attack tree, a fully automated transformation process can
generate exhaustive correlation rules that would be tedious and error prone to enumerate by hand. This is a top-
down approach to correlation rule generation. With the PhD of Charles Xosanavongsa, we tackle the problem
of a bottom-up approach that consists in discovering automatically the events or alerts that have been produced
by the attacker activity. The objective is to classify automatically all suspicious entries in heterogeneous logs
relative to a given attack. This requires to exhibit all log entries that are causally linked, and permits to produce
a correlation rule that could detect later a new occurence of the attack.


https://hal.inria.fr/hal-01634566
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Intrusion Detection in Cloud Infrastructure: Prior to detecting intrusion, it can be useful to know how the
supervised system is vulnerable to attacks. Such result is obtained during a risk analysis phase in usual systems.
In the PhD thesis of Pernelle Mensah, we try to automate the generation of the description of all possible
attacks against a Cloud infrastructure. This work is divided in two separate steps: (1) We first discover the
topology of the virtual machines executing in the cloud infrastructure [16], [17] and (2) Build in a second phase
a topological attack graph that represents all possible known attacks on the virtual infrastructure. This graph
will be later used either to adapt counter-measures to known attacks, or to generate automatically correlation
rules to detect the described attacks.

Inferring the normal behavior of an application: We propose an approach to detect intrusions that affect the
behavior of distributed applications. To determine whether an observed behavior is normal or not (occurence
of an attack), we rely on a model of normal behavior. This model has been built during an initial training
phase (machine learning approach). During this preliminary phase, the application is executed several times
in a safe environment. The gathered traces (sequences of actions) are used to generate an automaton that
characterizes all these acceptable behaviors. To reduce the size of the automaton and to be able to accept more
general behaviors that are close to the observed traces, the automaton is transformed. These transformations
may lead to introduce unacceptable behaviors. Our current work solves this problem by characterizing the
acceptable behaviors with invariant properties that they must verify. During the PhD thesis of David Lanoe,
we enhanced the model building. Moreover, we assess this solution, by applying it to a distributed file system
called XtreemFS. We show that it is possible to build the model of this given application, and to detect attack
against XtreemFS, without producing too much false positives.

This approach is particularly appealing to detect intrusions in industrial control systems since these systems
exhibit well-defined behaviors at different levels: network level (network communication patterns, protocol
specifications, etc.), control level (continue and discrete process control laws), or even the state of the local
resources (memory or CPU). Industrial control systems (ICS) can be subject to highly sophisticated attacks
which may lead the process towards critical states. Due to the particular context of ICS, protection mechanisms
are not always practical, nor sufficient. On the other hand, developing a process-aware intrusion detection
solution with satisfactory alert characterization remains an open problem. Sophisticated process-aware attacks
targeting industrial control systems require adequate detection measures taking into account the physical
process. We propose an approach relying on automatically mined process specifications to detect attacks on
sequential control systems. The specifications are synthesized as monitors that read the execution traces and
report violations to the operator. In contrast to other approaches, a central aspect of our method consists
in reducing the number of mined specifications suffering from redundancies. We evaluate our approach on
a hardware-in-the-loop testbed with a complex physical process model and discuss our approach’s mining
efficiency and attack detection capabilities. This work has been submitted to the Safeprocess’ 18 conference.

7.1.2. Illegal Information Flow Detection

Our research work on intrusion detection based on information flow has been initiated in 2002. This
research work has resulted in Blare, a framework for Intrusion Detection Systems 9, including KBlare, an
implementation as a Linux Security Module (LSM), JBlare, an implementation for the Java Virtual Machine
(JVM), and AndroBlare, for Android applications.

Information Leaks: Qualitative information flow aims at detecting information leaks, whereas the emerging
quantitative techniques target the estimation of information leaks. Quantifying information flow in the presence
of low inputs is challenging, since the traditional techniques of approximating and counting the reachable
states of a program no longer suffice. We propose an automated quantitative information flow analysis for
imperative deterministic programs with low inputs. The approach relies on a novel abstract domain, the
cardinal abstraction, in order to compute a precise upper-bound over the maximum leakage of batch-job
programs. We prove the soundness of the cardinal abstract domain by relying on the framework of abstract
interpretation. We also prove its precision with respect to a flow-sensitive type system for the two-point
security lattice. This approach has been published in POPL’ 17 [8].

Ohllp://www.blare—ids,org/
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Correct information flow monitoring by design: As mentionned previously, our research team is developing
an information monitor called Blare. Like most of its competitors (e.g. Laminar or Weir) our solution is based
on the Linux Security Module (LSM) framework. However, this framework was initially designed with access
control in mind. A natural question arises from this matter of fact: does the LSM framework can be used to
correctly track information flow (at the operating system level) ? In the context of his PhD thesis, Laurent
Georget has studied this very same question.

To tackle this problem, Laurent Georget has designed an ad hoc static analysis that run as a GCC plugin during
the Linux kernel compilation. This analysis can prove (or disprove) the fact that LSM hooks within a chosen
set of system calls (known to realize information flows between operating systems containers like files, sockets
or pipe) are placed at correct locations so as to intercept these possible information flows. The experiments
conducted by Laurent Georget have revealed that on an initial set of 38 system calls, 28 were correctly
instrumented by LSM, 4 of them were equipped with a LSM hook that could miss some information flow
(under certain circumstances), 3 were simply lacking a LSM hook, and 3 false positives had to be manually
analyzed and requalified. Laurent Georget was able to produce a kernel patch to remove all missing and
misplaced hooks. This patch can be prove to be correct using the same tool. This contribution was published
at FormaliSE 2017 [12].

We had detected for a long time a subtle bug in our information flow monitor implementation (Blare) that
we were able to track down to a race condition between two concurrent system calls reading and writing into
the same pipe. Laurent Georget has proposed during its PhD an elegant solution to this complex problem: he
proposed to divide each information flow into three stages: the activation, the execution and the deactivation.
Only the activation and deactivation can be observed by the monitor using LSM hooks placed at the beginning
and the exit of a system call. This way, it becomes possible to track causal dependencies between concurrent
system calls within the LSM framework. Laurent Georget has proved (using the Coq proof assistant) that his
approach is correct and computes the smallest possible over-approximation, in the sense that for any concurrent
execution where multiple system calls are used there exists a linearization of this execution that produces the
information flow computed by his algorithm. Laurent Georget has implemented his algorithm in the Linux
kernel. This contribution was publish at Software Engineering & Formal Methods (2017) where it was granted
the best paper award [11]. Laurent Georget has defended his PhD thesis in September 2017 .

Advanced Persistent Threats: Long lived attack campaigns known as Advanced Persistent Threats (APTs)
have emerged as a serious security risk. These attack campaigns are customised for their target and performed
step by step during months on end. The major difficulty in detecting an APT is keeping track of the different
steps logged over months of monitoring and linking them. In [29], we described TerminAPTor, an APT
detector which highlights links between the traces left by attackers in the monitored system during the different
stages of an attack campaign. TerminAPTor tackles this challenge by resorting to Information Flow Tracking
(IFT). TerminAPTor was presented last year and we have pursue our effort in this area. More precisely, we
have focus on the evaluation of this solution and thus we face to the lack of public datasets of attacks. We
develop Moirai a framework dedicated to attacks scenario sharing [22] .

Characterizing Android Malware: Android has become the world’s most popular mobile operating system,
and consequently the most popular target for unscrupulous developers. These developers seek to make money
by taking advantage of Android users who customize their devices with various applications, which are the
main malware infection vector. Indeed, the most likely way a user executes a repackaged application is by
downloading a seemingly harmless application from a store and executing it. Such an application may have
been modified by an attacker in order to add malicious pieces of code.

To fight repackaged applications containing malicious code, most official application marketplaces have
implemented security analysis tools that try to detect and remove malware. Countermeasures adopted by the
attackers to bypass these new controls can be divided into two main approaches: avoiding static analysis and
avoiding dynamic analysis. A static analysis of an application consists of analysing its code and its resources
without executing it. Conversely, dynamic analysis stands for any kind of analysis that requires executing the
application in order to observe its actions.
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The Kharon project [30] goes a step further from classical dynamic analysis of malware °. Funded by the
Labex CominLabs and involving partners of CentraleSupélec, Inria and INSA Centre Val de Loire, this
project aims to capture a compact and comprehensive representation of malware. To achieve such a goal
we have developed tools to monitor operating systems’ information flows induced by the execution of a
marked application. We support the idea that the best way to understand malware impact is to observe it
in its normal execution environment i.e., a real smartphone. Additionally, the main challenge is to be able to
trigger malicious behaviors even when the malware tries to escape dynamic analysis.

In this context, we have developed an original solution whose main purpose is a relavant dynamic analysis
of the malicious code. We develop the GroddDroid software, that mainly consists of ‘helping the malware to
execute’. To reach this goal, GroddDroid relies on a previous static analysis that evidence all the execution
paths leading to the malicious code. We compute a global control flow graph (CFG) that exhibits execution
paths to reach specific parts of code, even if these paths use callbacks that are handled in the Android
framework itself [ 15]. Finally, GroddDroid slightly modifies the bytecode of the infected application in order to
defeat the protection against dynamic analysis and executes the suspicious code in its most favorable execution
conditions. Thus, GroddDroid helps to understanding malware’s objectives and the consequences on the health
of a user’s device.

GroddDroid can also be used for classifying applications between goodware and malware. We show in [19]
that benign applications have a System Flow Graph (a graph that represent flows at operating system level)
that can be anticipated. Malware that perform complex operations such as installing backdoor or launching a
Tor client, have a CFG that differ enough to be classified easily.

Our main research direction and challenges in this area are to continue to enhance these technologies in order
to reach a sufficient level of software maturity to deploy a permanent platform of malware analysis in the LHS
(Laboratory of High Security) and to create new opportunities with industrial partners.

7.1.3. Intrusion Detection in Low-Level Software Components

In order to protect the IDS itself, we have initiated different research activities in the domain of hardware
security. Our goal is to use co-design software/hardware approaches against traditional software attacks. In a
bilateral research project with HP Inc Research Labs, we investigate how dedicated hardware could be used
to monitor the whole software stack (from the firmware to the user-mode applications). In the CominLabs
HardBlare project, we study the use of a dedicated co-processor to enforce Information Flow Control (IFC) on
the main CPU. Finally, in the context of the PhD thesis of Thomas Letan (ANSSI), we investigate the use of
formal methods to evaluate the security guarantees provided by hardware platforms, which combine different
CPUs, chipsets and memories.

Highly privileged software, such as firmware, is an attractive target for an attacker. Thus, BIOS vendors use
cryptographic signatures to ensure firmware integrity at boot time. Nevertheless, such boot time protection
does not prevent an attacker from exploiting vulnerabilities at runtime. To detect such runtime attacks, we
proposed an event-based monitoring approach that relies on an isolated co-processor [10]. We instrument the
code executed on the main CPU to send information about its behavior to the monitor. In this work, we focus
on the detection of attacks targeting the System Management Mode (SMM), a highly privileged x86 execution
mode executing firmware code at runtime. We use the control flow of the code as a model of its behavior. We
evaluate our approach with two open-source implementations: EDK II and coreboot. We evaluate its ability to
detect state-of-the-art attacks and its runtime execution overhead by simulating an x86 system coupled with
an ARM Cortex A5 co-processor. The results show that our solution detects intrusions from the state of the art
while remaining acceptable in terms of performance overhead in the context of the SMM. This work has been
done in collaboration with HP Inc Research Labs, in the context of the PhD of Ronny Chevalier.

Over time, hardware designs have constantly grown in complexity and modern platforms involve multiple
interconnected hardware components. During the last decade, several vulnerability disclosures have proven
that trust in hardware can be misplaced. The approach we developed with Thomas Letan rely on a formal

0http://kharon. gforge.inria.fr


http://kharon.gforge.inria.fr

Project-Team CIDRE 163

definition of Hardware-based Security Enforcement (HSE) mechanisms, a class of security enforcement
mechanisms such that a software component relies on the underlying hardware platform to enforce a security
policy. We then model a subset of a x86-based hardware platform specifications and we prove the soundness
of a realistic HSE mechanism within this model using Coq, a proof assistant system.

The HardBlare project proposes a software/hardware co-design methodology to ensure that security properties
are preserved all along the execution of the system but also during files storage. It is based on the Dynamic
Information Flow Tracking (DIFT) that generally consists in attaching tags to denote the type of information
that are saved or generated within the system. These tags are then propagated when the system evolves
and information flow control is performed in order to guarantee the safe execution and storage within the
system monitored by security policies. We proposed ARMHEX [20], a practical solution targeting DIFT on
ARM-based SoCs (e.g. Xilinx Zynq). Current DIFT implementations suffer from two major drawbacks. First,
recovering required information for DIFT is generally based on software instrumentation leading to high time
overheads. ARMHEX takes profit of ARM CoreSight debug components and static analysis to drastically
reduce instrumentation time overhead (up to 90% compared to existing works). Then, security of the DIFT
hardware extension itself is not considered in related works. In this work, we tackle this issue by proposing a
solution based on ARM Trustzone. This work has been done in the context of the PhD of Muhammad Abdul
Wahab and Mounir Nasr Allah.

7.1.4. Vizualization

When using Intrusion Detection Systems (IDS), the large quantities of alerts generated are difficult to
handle by security experts. To help solving this problem, we have proposed VEGAS, an alerts visualization
and classification tool that allows primary visions based on their principal component analysis (PCA)
representation. Following this, we have studied the context of collaboration between the various security
actors. We have then proposed an extension to VEGAS that allows to help the actors to collaborate. We
have developped an interface that permits the front-end operator to quickly understand the security events, and
group them to organize incidents and send them to dedicated analysts. Conversely, once the incidents have
been analysed, the analysts can send information to the front-line operators to help them understanding the
futur security events.

We also developed another tool called STARLORD [14] that permits to an administrator the explore in a 3D
graph representing the links between the heterogeneous entries in various logs produced either by the system,
applications or IDSes. To emphasize the important relations between the lines of logs that can potentially be
part of an attack activity, we classify these links in order to present only the part of the graph that is linked to
an indicators of compromission.

Our previous research on visualization of security events has lead to two proofs-of-concept (See ELVIS and
CORG I softwares). We are currently pursuing business opportunities on this topic. Indeed SplitSec is a soon
to be founded startup developing tools to help security experts to better manage and understand security data.
Scalable analysis solutions and data visualisations adapted for security are combined into powerful tools for
incident response. Until June 2017, Christopher Humphries has been hired by Inria as a technology transfer
engineer to build these tools based on promising research prototypes.

7.2. Privacy
7.2.1. Image Encryption

More and more users prefer to share their photos through image-sharing platforms of social networks than
using e-mail or personal webpages. Since the provider of the image-sharing platform can clearly know the
contents of any published images, the users have to trust the provider to respect their privacy or has to encrypt
their images. In the context of the PhD of Kun He, we have proposed an IND-CPA image encryption algorithm
that preserve the image format after encryption, and we have shown that our encryption algorithm can be used
on several widely used image-sharing platforms such as Flickr, Pinterest, Google+ and Twitter. Kun He has
completed her PhD thesis in September 2017 [5].
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7.3. Security of Communicating and Distributed Systems
7.3.1. Routing Protocol for Tactical Mobile Ad Hoc Networks

In the context of the PhD thesis of Florian Grandhomme, we propose new secure and efficient algorithms
and protocols to provide inter-domain routing in the context of tactical mobile ad hoc network. The proposed
protocol has to handle context modification due to the mobility of Mobile Ad hoc NETwork (MANET), that
is to say split of a MANET, merge of two or more MANET, and also handle heterogeneity of technology and
infrastructure. The solution has to be independent from the underlying intra-domain routing protocol and from
the infrastructure: wired or wireless, fixed or mobile. This work is done in cooperation with DGA-MI.

New generation military equipment, soldiers and vehicles, use wireless technology to communicate on the
battlefield. During missions, they form a MANET. Since the battlefield includes coalition, each group may
communicate with another group, and inter-MANET communication may be established. Inter-MANET
(or inter-domain MANET) communication should allow communication, but maintain a control on the
exchanged information. Several protocols have been proposed in order to handle inter-domain routing for
tactical MANETS. During the thesis we have shown that simulator (NS3) or emulator (CORE) do not handle
correctly ad hoc network behavior and then that solution in the state of the art are more complex than needed.
Based on this analysis, we propose some preconizations to design Inter-domain protocols for MANET and
we propose the ITMAN (Inter Tactical Mobile Ad hoc Network) protocol that allows also to handle simple
routing policy (merge, link and deny). We evaluate this new protocol through experimentation and we show
that our proposition is quite efficient. On going work on this protocol is the definition and implementation of
more subtle routing policy that allow announce filtering of giving prefix for example.

7.3.2. Decentralized Cryptocurrency Systems

Distributed Ledgers (e.g. Bitcoin) occupy currently the first lines of the economical and political media
and many speculations are done with respect to their level of coherence and their computability power.
Interestingly, there is no consensus on the properties and abstractions that fully capture the behaviour of
distributed ledgers. The interest in formalising the behaviour of distributed ledgers is twofold. Firstly, it helps
to prove the correctness of the algorithms that implement existing distributed ledgers and explore their limits
with respect to an unfriendly environment and target applications. Secondly, it facilitates the identification of
the minimal building blocks necessary to implement the distributed ledger in a specific environment. Even
though the behaviour of distributed ledgers is similar to abstractions that have been deeply studied for decades
in distributed systems no abstraction is sufficiently powerful to capture the distributed ledger behaviour. We
have defined the Distributed Ledger Register, a register that mimics the behaviour of one of the most popular
distributed ledger, i.e. the Bitcoin ledger. The aim of our work is to provide formal guarantees on the coherent
evolution of Bitcoin. We furthermore showed that the Bitcoin blockchain maintenance algorithm verifies the
distributed ledger register properties under strict conditions. Moreover, we proved that the Distributed Ledger
Register verifies the regularity register specification. It follows that the strongest coherency implemented by
Bitcoin is regularity under strong assumptions (i.e. partial synchronous systems and sparse reads). In [7] we
proposed a study that contradicts the common belief that Bitcoin implements strong coherency criteria in a
totally asynchronous system. To the best of our knowledge, our work is the first one that makes the connection
between the distributed ledgers and the classical theory of distributed shared registers.

Double spending and blockchain forks are two main issues that the Bitcoin crypto-system is confronted with.
The former refers to an adversary’s ability to use the very same coin more than once while the latter reflects
the occurrence of transient inconsistencies in the history of the blockchain distributed data structure. We
present a new approach to tackle these issues: it consists in adding some local synchronization constraints
on Bitcoin’s validation operations, and in making these constraints independent from the native blockchain
protocol. Synchronization constraints are handled by nodes which are randomly and dynamically chosen in
the Bitcoin system. In [13] we show that with such an approach, content of the blockchain is consistent
with all validated transactions and blocks which guarantees the absence of both double-spending attacks and
blockchain forks.
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7.3.3. Large Scale Systems

Population Protocol: the computational model of population protocols is a formalism that allows the analysis
of properties emerging from simple and pairwise interactions among a very large number of anonymous finite-
state agents. Significant work has been done so far to determine which problems are solvable in this model and
at which cost in terms of states used by the protocols and time needed to converge. The problem tackled in is
the population proportion problem: each agent starts independently from each other in one of two states, say
A or B, and the objective is for each agent to determine the proportion of agents that initially started in state
A, assuming that each agent only uses a finite set of state, and does not know the number n of agents. In [18],
we show that for any ¢ € (0, 1), the number of interactions needed per node to converge is O(In(n/d)) with
probability at least 1 — . We also prove that each node can determine, with any high probability, the proportion
of nodes that initially started in a given state without knowing the number of nodes in the system. This work
provides a precise analysis of the convergence bounds, and shows that using the 4-norm is very effective to
derive useful bounds.

Distributed Stream Processing Systems: shuffle grouping is a technique used by stream processing frame-
works to share input load among parallel instances of stateless operators. With shuffle grouping each tuple of
a stream can be assigned to any available operator instance, independently from any previous assignment. A
common approach to implement shuffle grouping is to adopt a Round-Robin policy, a simple solution that fares
well as long as the tuple execution time is almost the same for all the tuples. However, such an assumption
rarely holds in real cases where execution time strongly depends on tuple content. As a consequence, paral-
lel stateless operators within stream processing applications may experience unpredictable unbalance that, in
the end, causes undesirable increase in tuple completion times. In [25] we propose Online Shuffle Grouping
(OSG), a novel approach to shuffle grouping aimed at reducing the overall tuple completion time. OSG esti-
mates the execution time of each tuple, enabling a proactive and online scheduling of input load to the target
operator instances. Sketches are used to efficiently store the otherwise large amount of information required
to schedule incoming load. We provide a probabilistic analysis and illustrate, through both simulations and a
running prototype, its impact on stream processing applications.

The real time analysis of massive data streams is of utmost importance in data intensive applications that need
to detect as fast as possible and as efficiently as possible (in terms of computation and memory space) any
correlation between its inputs or any deviance from some expected nominal behavior. The IoT infrastructure
can be used for monitoring any events or changes in structural conditions that can compromise safety and
increase risk. It is thus a recurrent and crucial issue to determine whether huge data streams, received at
monitored devices, are correlated or not as it may reveal the presence of attacks. We propose a metric, called
codeviation, that allows to evaluate the correlation between distributed massive streams. This metric is inspired
from classical metric in statistics and probability theory, and as such enables to understand how observed
quantities change together, and in which proportion. In [6], we propose to estimate the codeviation in the data
stream model. In this model, functions are estimated on a huge sequence of data items, in an online fashion,
and with a very small amount of memory with respect to both the size of the input stream and the values
domain from which data items are drawn. We then generalize our approach by presenting a new metric, the
Sketch-metric, which allows us to define a distance between updatable summaries of large data streams. An
important feature of the Sketch-metric is that, given a measure on the entire initial data streams, the Sketch-
metric preserves the axioms of the latter measure on the sketch. We finally conducted extensive experiments
on both synthetic traces and real data sets allowing us to validate the robustness and accuracy of our metrics.

8. Bilateral Contracts and Grants with Industry

8.1. Bilateral Contracts with Industry

e HP (2013-2019): Embedded Systems Security We aim at researching and prototyping low-
level intrusion detection mechanisms in embedded system software. This involves mechanisms in
continuation of previous work realized by our team as well as investigating new techniques more
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directly tied to specific HP device architectures. Our main objective is to monitor low-level software
(firmware, OS kernels, hypervisors) thanks to a dedicated external co-processor. Ronny Chevalier is
doing is PhD in the context of this project. Being under NDA, details about this research program
cannot be provided.

8.2. Bilateral Grants with Industry

e Orange Labs: Privacy-preserving location-based services Solenn Brunet has completed her PhD
thesis in November 2017 within the context of a CIFRE contract with Orange Labs Caen. Her PhD
subject was about privacy-preserving services that are able to provide the service to the user while
preserving his privacy. In particular, Solenn Brunet has designed new cryptographic primitives to
build anonymous accreditation and she has used these primitives to provide data anonymization
mechanisms in the context of e-voting and e-cash.

e DGA: BGP-like Inter Domain routing protocol for tactical mobile ad hoc networks: feasibility,
performances and quality of service Florian Grandhomme has completed his PhD thesis in
September 2017 in cooperation with DGA-MI. The subject of the PhD was to propose new secure
and efficient algorithms and protocols to provide inter-domain routing in the context of tactical
mobile ad hoc network. The proposed protocol handles context modification due to the mobility
of MANET, that is to say split of a MANET, merge of two or more MANET, and also handles
heterogeneity of technology and infrastructure. The solution is independent from the underlying
intra-domain routing protocol and from the infrastructure: wired or wireles, fixed or mobile.

e DGA: Visualization for security events monitoring Damien Crémilleux has started his PhD thesis
in October 2015 in the context of a cooperation with DGA-MI. The subject of the PhD is to define
relevant representations to allow front-line security operators to monitors systems from a security
perspective. A first proposal was made that led to a tool, VEGAS, that allows to monitor large
quantities of alerts in real time and to dispatch these alerts in a relevant way to security analysts.

e DGA: Intrusion Detection in Distributed Applications David Lanoé has started his PhD thesis
in October 2016 in the context of a cooperation with DGA-MI. His work is focussing on the
construction of behavioral models (during a learning phase) and their use to detect intrusions during
an execution of the modelled distributed application.

e Nokia: Risk-aware security policies adaptation in modern communication infrastructures
Pernelle Mensah was hired in January 2016 on this CIFRE funding in order to work on unexplored
aspects of information security, and in particular response strategies to complex attacks, in the
context of cloud computing architectures. The use case proposed by our industrial partner is a multi-
tenant cloud computing platform involving software-defined networking in order to provide further
flexibility and responsiveness in architecture management. The topic of the thesis is to adapt and
improve the current risk-aware reactive response tools, based on attack graphs and adaptive security
policies, to this specific environment, taking into account the heterogeneity of actors, platforms,
policies and remediation options.

e Thales: Privacy and Secure Multi-party Computation Aurélien Dupin has started his PhD thesis
in January 2016 within the context of a CIFRE contract with Thales. His PhD subject concerns
secure multi-party computation. Secure two-party computation provides a way for two parties to
compute a function, that depends on the two parties’ inputs, while keeping them private. Known
since the 1980s, Yao’s garbled circuits appear to be a general solution to this problem, in the semi-
honest model. Decades of optimizations have made this tool a very practical solution. However, it
is well known that a malicious adversary could modify a garbled circuit before submitting it. Many
protocols, mostly based on cut-&-choose, have been proposed to secure Yao’s garbled circuits in the
presence of malicious adversaries. Nevertheless, how much an adversary can modify a circuit and
make it still executable have not been studied. In the context of his PhD, Aurélien Dupin is interested
by such a question.
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Thales: Combining Attack Specification and Dynamic Learning from traces for correlation
rule generation Charles Xosanavongsa has started his PhD thesis in December 2016 in the context
of a CIFRE with Thales. His work will focus on the construction of correlation rules. In previous
work on correlation rule generation, the usual approach is static. It always relies on the description
of the supervised system using a knowledge base of the system. The use of correlation trees is an
appealing solution because it allows to have a precise description of the attacks and can handle any
kind of IDS. But in practice, the behavior of each IDS is quite difficult to predict, in particular for
anomaly based IDS. To manage automatically the correlation rules (and adapt them if necessary),
we plan to analyze synthetic traces containing both anomaly based and misused based IDS alerts
resulting from an attack.

Ministry of Defence: Visualisation for the characterization of security events Laetitia Leichtnam
has started his PhD thesis in November 2016 in the context of a contract between CentraleSupelec
and the French Ministry of Defence. His work consists in presenting events appearing in heteroge-
neous logs as a dependency graph between the lines of logs. This permits to the administrator to
investigate easily the logs to discover the different steps that has performed an attack in the super-
vised system.

ANSSI: Security of Low-level Components Thomas Letan has started his PhD thesis in the context
of a contract between CentraleSupelec and the French National Computer Security Agency (ANSSI).
His work consists in using formal methods to specify hardware/software security mechanisms and
to verify that they correctly enforce some security policies.

9. Partnerships and Cooperations

9.1. Regional Initiatives

Region Bretagne ARED Grant : the PhD of Mourad Leslous on malicious codes in Android
applications is supported by a grant from the Région Bretagne.

Labex COMINLABS contract (2014-2017): ”’Kharon-Security* - http://kharon.gforge.inria.fr

Google Play offers more than 800’000 applications (apps), and this number increases every day.
Google play users have performed more than 25 billion app downloads. These applications vary
from games to music, video, books, tools, etc. Unfortunately, each of these application is an attack
vector on Android. The number of malicious applications (pieces of malware) discovered during the
first six months of 2013 exceeds the number of pieces of malware discovered during the 2010 to
2012 period, more than 700 thousand malicious and risky applications were found in the wild. In
this context, we propose the Kharon-Security project to stem the progression of Android pieces of
malware. We propose to combine static and dynamic monitoring to compute a behavioral signature
of Android malware. Behavioral signatures are helpful to understand how malware infect the devices
and how they spread information in the Android operating system. Static analysis is essential to
understand which particular event or callback triggers malware payload.

In the project we have already developed GroddDroid a tool dedicated to automatic identification
and execution of suspicious code. We have also built a dataset of Android malware. In this dataset,
all malware are entirely manually reverse and documented. We have also developed an analysis
platform. This platform is been deployed at the High Research Laboratory.

Labex COMINLABS contract (2015-2018): ”HardBlare-Security* - http://www.hardblare.
cominlabs.ueb.eu/

The general context of the HardBlare project is to address Dynamic Information Flow Tracking
(DIFT) that generally consists in attaching marks to denote the type of information that is saved or
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generated within the system. These marks are then propagated when the system evolves and informa-
tion flow control is performed in order to guarantee a safe execution and storage within the system.
Existing solutions imply a large overhead induced by the monitoring process. Some attempts rely
on a hardware-software approach where DIFT operations are delegated to a coprocessor. Neverthe-
less, such approaches are based on modified processors. Beyond the fact hardware-assisted DIFT is
hardly adopted, existing works do not take care of coprocessor security and multicore/multiprocessor
embedded systems.

We plan to implement DIFT mechanisms on boards including a non-modified ARM processor and a
FPGA such as those based on the Xilinx Zynq family. The HardBlare project is a multidisciplinary
project between CentraleSupélec IETR SCEE research team, CentraleSupélec Inria CIDRE research
team and UBS Lab-STICC laboratory. Mounir Nasr Allah is doing his PhD in the context of this
project. The main objective of this PhD is to study how hybrid analysis could improve hardware
assisted DIFT using static analysis performed at compile-time. Another objective is to manage labels
for persistent memory (i.e., files) using a modified OS kernel.

e Labex COMINLABS contract (2016-2019): “BigClin” - http://www.bigclin.cominlabs.ueb.eu/

Health Big Data (HBD) is more than just a very large amount of data or a large number of
data sources. The data collected or produced during the clinical care process can be exploited at
different levels and across different domains, especially concerning questions related to clinical and
translational research. To leverage these big, heterogeneous, sensitive and multi-domain clinical data,
new infrastructures are arising in most of the academic hospitals, which are intended to integrate,
reuse and share data for research.

Yet, a well-known challenge for secondary use of HBD is that much of detailed patient information
is embedded in narrative text, mostly stored as unstructured data. The lack of efficient Natural
Language Processing (NLP) resources dedicated to clinical narratives, especially for French, leads to
the development of ad-hoc NLP tools with limited targeted purposes. Moreover, the scalability and
real-time issues are rarely taken into account for these possibly costly NLP tools, which make them
inappropriate in real-world scenarios. Some other today’s challenges when reusing Health data are
still not resolved: data quality assessment for research purposes, scalability issues when integrating
heterogeneous HBD or patient data privacy and data protection. These barriers are completely
interwoven with unstructured data reuse and thus constitute an overall issue which must be addressed
globally.

In this project, we plan to develop distributed methods to ensure both the scalability and the online
processing of these NLP/IR and data mining techniques; In a second step, we will evaluate the added
value of these methods in several real clinical data and on real use-cases, including epidemilology
and pharmaco-vigilance, clinical practice assessment and health care quality research, clinical trials.

9.2. National Initiatives

9.2.1. ANR

e ANR INFRA Project: SOCIOPLUG (2013-2017) - http://socioplug.univ-nantes.fr/index.php/
SocioPlug_Project

SocioPlug is a collaborative ANR project involving Inria (ASAP and CIDRE teams), the Nantes
University, and LIRIS (INSA Lyon and Université Claude Bernard Lyon). The project emerges from
the observation that the features offered by the Web 2.0 or by social media do not come for free.
Rather they bring the implicit cost of privacy. Users are more of less consciously selling personal
data for services. SocioPlug aims to provide an alternative for this model by proposing a novel
architecture for large-scale, user centric applications. Instead of concentrating information of cloud
platforms owned by a few economic players, we envision services made possible by cheap low-end
plug computers available in every home or workplace. This will make it possible to provide a high
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amount of transparency to users, who will be able to decide their own optimal balance between data
sharing and privacy.
e ANR Project: PAMELA (2016-2020) - https://project.inria.fr/pamela/

PAMELA is a collaborative ANR project involving Rennes 1 university (ASAP and CIDRE teams in
Rennes), Inria Lille (MAGNET team), LIP6 (MLIA team) and two start-ups, Mediego and Snips. It
aims at developing machine learning theories and algorithms in order to learn local and personalized
models from data distributed over networked infrastructures. The project seeks to provide first
answers to modern information systems built by interconnecting many personal devices holding
private user data in the search of personalized suggestions and recommendations. More precisely,
we will focus on learning in a collaborative way with the help of neighbors in a network. We aim to
lay the first blocks of a scientific foundation for these new types of systems, in effect moving from
graphs of data to graphs of data and learned models. CIDRE’s contribution in this project involves
the design of adversary models and privacy metrics suitable to the privacy-related issues of this
distributed learning paradigm.

9.3. International Initiatives

9.3.1. Inria International Partners
9.3.1.1. Informal International Partners

Emmanuelle Anceaume is actively working with Leonardo Querzoni from the University La Sapienza, Italy,
on data streams algorithms and engines. Their cooperation gave rise to one publication in Algotel 2017 [25].

Valérie Viet Triem Tong has shortly visited Prof Alexander Pretchner at TU Munchen in june 2017. She has
participated to a workshop about Android Malware analysis.

9.4. International Research Visitors
9.4.1. Research Stays Abroad

In the context of the project with HP Inc Labs, Ronny Chevalier and Guillaume Hiet collaborate with the
security team of HP Labs in Bristol. They are working more specifically with David Plaquin and Maugan
Villatel, who are co-authors of the article published at ASCAC. Ronny Chevalier has spent 3 monts to HP
Labs at Bristol.

Mounir Nasr Allah is currently visiting ARM R&D labs at Cambridge for 6 months in the context of the
HardBlare project. This visit has been funded by the EIT Digital Doctoral School Program. He is working
with Alastair Reid on the use of formal methods to prove that some hardware security mechanisms of ARM
embedded processors effectively enforce information flow policies.

Mourad Leslous did an international mobility of three months at the Technical University of Munich, in the
team of Professor Alexander Pretschner. This mobility was part of the program of EIT Digital Doctoral School,
a European institute that promotes entrepreneurship and innovation among PhD students. During this mobility,
he worked on control flow and data flow dependencies in order to detect the malicious code inside Android
applications.

10. Dissemination

10.1. Promoting Scientific Activities

10.1.1. Scientific Events Organisation
10.1.1.1. General Chair, Scientific Chair

Emmanuelle Anceaume co-chair with Maria Potop Butucaru, Christian Cachin and Shlomi Dolev the Work-
shop on Blockchain Technology and Theory 2017, co-located with DISC 2017.
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10.1.1.2. Member of the Organizing Committees

Christophe Bidan served as a member of the organization committee of C&ESAR 2017 (24rd Computers &
Electronics Security Applications Rendez-vous), November 2017, Rennes, France.

Frédéric Tronel served as a member of the organization committee of SSTIC 2017 (Symposium sur la sécurité
des technologies de I’information et des communications) that took place in Rennes, France from 7th to 9th
of June, where it gathered 600 participants.

10.1.2. Scientific Events Selection

10.1.2.1. Member of the Conference Program Committees
Emmanuelle Anceaume served as a member of the following program committees:

e Algotel 2017 (19¢mes Rencontres Francophones sur les Aspects Algorithmiques des Télécommuni-
cations), May 2017, Quiberon, France.

e ICDCS 2017 (37th IEEE International Conference on Distributed Computing Systems), Atlanta,
USA, 2017

e DEBS 2017 (11th ACM International Conference on Distributed and Event-based Systems),
Barcelona, Spain 2017

e NCA 2017 (16th International Symposium on Network Computing and Applications), October 2017,
Cambridge, MA, USA.

e PECS 2017 (3rd International Conference on Pervasive and Embedded Computing), Porto, Portugal,
2017

e ADSN2017 (6th International Workshop on Assurance in Distributed Systems and Networks,
Atlanta, USA, 2017

Christophe Bidan served as a member of the following program committees:

e CRIiSIS 2017 (12th International Conference on Risks and Security of Internet and Systems),
September 2017, Dinard, France.

e C&ESAR 2017 (24rd Computers & Electronics Security Applications Rendez-vous), November
2017, Rennes, France.

Frédéric Majorczyck served as a member of the program committee of VizSec 2017 (IEEE Symposium on
Visualization for Cyber Security), October 2017, Phoeniz, Arizona, USA.

Guillaume Piolle served as a member of the program committee of APVP 2017 (Atelier sur la Protection de
la Vie Privée), June 2017, Autrans, France.

Eric Totel served as a member of the program committee of RESSI 2017 (Les Rendez-vous de la recherche et
de I’enseignement en sécurité des systeémes d’information).

Frédéric Tronel served as a member of the program committee of SSTIC 2017 (Symposium sur la sécurité des
technologies de I’'information et des communications) June 2017, Rennes, France.

Gilles guette served as a member of the following program committees:

e ICISSP 2017 (International Conference on Information System Security and Privacy), February
2017, Porto, Portugal.

10.1.2.2. Reviewer
e Gilles Guette - IEEE ISNCC 2017 (IEEE International Symposium on Networks, Computers and
Communications).
e Michel Hurfin - NCA 2017 (16th International Symposium on Network Computing and Applica-
tions).
e Jean-Francois Lalande - ICISSP 2017 (3rd International Conference on Information Systems Secu-
rity and Privacy).
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10.1.3. Journal
10.1.3.1. Member of the Editorial Boards

Michel Hurfin belongs to the editorial board of the Springer open access journal of Internet Services and
Applications.

10.1.3.2. Reviewer - Reviewing Activities

e Emmanuelle Anceaume - Elsevier JPDC (Journal of Parallel and Distributed Computing), Perfor-
mance Evaluation, IEEE TDSC (Transactions on Dependable and Secure Computing), and IEEE
TPDS (Transactions on Parallel and Distributed Systems).

e  Michel Hurfin - Springer JISA (Journal of Internet Services and Applications) and Springer TOCS
(Theory of Computing Systems).

e Jean-Francgois Lalande - IARIA IJAS (International Journal on Advances in Security), and Else-
vier Computer Communications (International Journal for the Computer and Telecommunications
Industry).

e  Guillaume Piolle - ACM TOIT (Transactions on Internet Technologies).
e Eric Totel - IEEE Transactions on Reliability.

10.1.4. Invited Talks

Emmanuelle Anceaume was invited to give
e akeynote at Algotel 2017, May 2017, entitled “Bitcoin and its distributed ledger”

e a keynote at WIFS 2017, December 2017, entitled: “A primer on blockchain technology and the
bitcoin cryptocurrency”

10.1.5. Leadership within the Scientific Community

Ludovic Mé serves the Scientific Council of the LIRIMA (Laboratoire International de Recherche en Infor-
matique et Mathématiques Appliquées).

Ludovic Mé chairs the steering Committee of the annual French conference RESSI (Rendez-Vous de la
Recherche et de I’Enseignement de la Sécurité des Systemes d’Information). He is a member of the Steering
Committee of the annual international conference RAID (International Symposium on Research in Attacks,
Intrusions and Defenses).

10.1.6. Research Administration

Emmanuelle Anceaume has participated in various juries (Post-doctoral grants, delegation Inria, PEDR Inria).
As a member of the CE Inria, Emmanuelle Anceaume has participated to the hiring committee CR2/CR1 of
Rennes and Sophia Antipolis.

Michel Hurfin is the local representative of the "mission jeunes chercheurs" in Rennes. He is a member of the
"Commission personnel” and is in charge of the PhD student recruitment campaign of Inria Rennes Bretagne
Atlantique. He is a member of the councils of the doctoral school Matisse. He is a member of the advisory
board of the doctoral training center of EIT Digital in Rennes.

Ludovic Mé acts as Scientific Officer for the Rennes - Bretagne Atlantic Inria Research Center. As such, he is
also a member of the Evaluation Commission and of the Internal Scientific Council of Inria.

Ludovic Mé¢ leads the expert group dedicated to the evaluation of the French laboratories working in the
"computing and telecom" domain, relatively to the way they protect their scientific and technical patrimony
(PPST French regulation).

Valérie Viet Triem Tong has participated in the scientific evaluation comity Global Security and Cybersecurity
(CES 39) of the French Research Agency (ANR). Valérie Viet Triem Tong has also participated in the Inria
post-doctoral grant.
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10.2. Teaching - Supervision - Juries
10.2.1. Certification

The master degree program "Mastere Spécialisé en Cybersécurité" has received the SecNumedu label. This
label testifies that this program meets the requirements of a charter that has been jointly established by ANSSI
(Agence Nationale de la Sécurité des Systemes d’Information) and various actors (administrations, companies,
...) of the domain. This label was awarded during the annual Forum International de la Cybersécurité (FIC) in
January 2017 at Lille.

10.2.2. Teaching
e  Master: Emmanuelle Anceaume, Research in Computer Science - Distributed Algorithms, 20 hours
of lecture, M2; Université Rennes 1, France;

e Licence: Christophe Bidan, Algorithms and Data Structures, 36 hours of lecture including 7.5 hours
of lectures, L3 - first year of the engineering degree, CentraleSupélec, France;

e Licence: Christophe Bidan, Software Engineering, 12 hours, L3 - first year of the engineer degree,
CentraleSupélec, France;

e Licence: Christophe Bidan, Supervision of student project, 1 project, L3 - first year of the engineer
degree, CentraleSupélec, France;

e Master: Christophe Bidan is responsible for the module Secured information systems, M2 - third
year of the engineer degree, CentraleSupélec, France;

e  Master: Christophe Bidan, Applied cryptography, 6 hours of lecture, M2 - master 2 degree, Univer-
sity of Rennes 1, France;

e  Master: Christophe Bidan, Applied cryptography, 15 hours including 6 hours of lecture, M2 - third
year of the engineer degree, CentraleSupélec, France;

e  Master : Christophe Bidan, Cryptographic Protocols, 6 hours of lecture, mastere CS (Cyber Secu-
rity), CentraleSupélec, France;

e  Master: Christophe Bidan, Information systems, 4.5 hours, M1 - second year of the engineer degree,
CentraleSupélec, France;

e Master: Christophe Bidan, Supervision of student project, 2 projects, M1 - second year of the
engineer degree, CentraleSupélec, France;

e Licence: Gilles Guette, Algorith and Complexity, 28 hours, L1 - Licence, ISTIC/University of
Rennes, France;

e Licence: Gilles Guette, Network Initiation, 57.5 hours, L3 - Licence, ISTIC/University of Rennes,
France;

e Licence: Gilles Guette, Network Initiation, 41.5 hours, L3 - first year of the engineer degree, ESIR,
France;

e  Master: Gilles Guette, Network Routing, 32 hours, M1 - second year of the engineer degree, ESIR,
France;

e Master: Gilles Guette, Mobile Network Routing, 5 hours, M1 - second year of the engineer degree,
ESIR, France;

e Master: Gilles Guette, Advanced Network Services, 10 hours, M1 - second year of the engineer
degree, ESIR, France;

e Master: Gilles Guette, Network Project, 24 hours, M1 - second year of the engineer degree, ESIR,
France;

e  Master: Gilles Guette, Security, 28 hours, M1 - second year of the engineer degree, ESIR, France;

e  Master: Gilles Guette, Network and System Security, 12 hours, M2 - third year of the engineer degree,
ESIR, France;


https://www.ssi.gouv.fr/entreprise/formations/secnumedu/
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e  Master: Gilles Guette, Network Modeling, 18 hours, M2 - third year of the engineer degree, ESIR,
France;

e Master: Gilles Guette, Sensors Network, 30 hours, M2 - Master, ISTIC/University of Rennes,
France;

e  Master: Gilles Guette, Supervision of student, Contrat de professionnalisation, M2 - third year of the
engineer degree, ESIR, France;

e  Master: Gilles Guette, Supervision of student internship, M2 - ISTIC/University of Rennes, France;

e Licence: Guillaume Hiet, Algorithms and Data Structures, 12.5 hours, L3 - first year of the engineer
degree, CentraleSupélec, France;

o  Master: Guillaume Hiet, Computer security and privacy for the engineer, 8 hours, M1 - second year
of the engineer degree, CentraleSupélec, France;

e Master: Guillaume Hiet, Buffer overflow vulnerabilities, 16 hours, M2 - third year of the engineer
degree, CentraleSupélec, France;

e Master: Guillaume Hiet, Buffer overflow vulnerabilities, 16 hours, M2 - Mastere Spécialisé CS
(Cyber Security), CentraleSupélec, France;

e  Master: Guillaume Hiet, Pentest, 19 hours, M2 - third year of the engineer degree, CentraleSupélec,
France;

e Master: Guillaume Hiet, Pentest, 3 hours, M2 - Mastere Spécialisé CS (Cyber Security), Centrale-
Supélec, France;

e Master: Guillaume Hiet, Introduction to Linux, 3 hours, M2 - Mastere Spécialisé CS (Cyber
Security), CentraleSupélec, France;

e  Master: Guillaume Hiet, Java Security, 4.5 hours, M2 - Mastere Spécialisé CS, CentraleSupélec,
France;

e  Master: Guillaume Hiet, Linux Security, 18 hours, M2 - Mastere Spécialisé CS , CentraleSupélec,
France;

e Master: Guillaume Hiet, Linux Security, 7.5 hours, third year of the engineer degree, Centrale-
Supélec, France;

e Master: Guillaume Hiet, LDAP, 7.5 hours, third year of the engineer degree, CentraleSupélec,
France;

e Master: Guillaume Hiet, Intrusion Detection, 15 hours, M2 - Mastere Spécialisé CS, Centrale-
Supélec, France;

e  Master: Guillaume Hiet, Intrusion Detection, 13.5 hours, M2 - third year of the engineer degree, M2
research degree of University of Rennes 1, CentraleSupélec, France;

e Master: Guillaume Hiet, Security Monitoring, 3 hours, M2, cycle "Sécurité Numérique", INHESJ,
France;

e Master: Guillaume Hiet, Computer Security, 31.5 hours, M2, Mastere Spécialisé Architecte des
Systemes d’Information, CentraleSupélec, France;

e  Master: Guillaume Hiet, Intrusion Detection, 16 hours, M2, University of Rennes 1, France;

e  Master: Guillaume Hiet, Intrusion Detection, 10 hours, M2 - third year of the engineer degree, ESIR,
France;

e  Master: Guillaume Hiet, Intrusion Detection, 9 hours, M2, Université of Limoges, France;
e Master: Guillaume Hiet, Firewall, 6 hours, M2, University of Rennes 1, France;

e Master: Guillaume Hiet, Supervision of student project, 4 projects, M1 - second year of the engineer
degree, CentraleSupélec, France;

e  Master: Guillaume Hiet, Supervision of student project, 2 projects, M2 - third year of the engineer
degree, CentraleSupélec, France;
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e Master: Guillaume Hiet, Supervision of student project, 2 projects, M2 - Mastere Spécialisé CS
(Cyber Security), CentraleSupélec, France;

e Master:Jean-Francois Lalande, Legal aspects of information security, 3.5 hours, M2 - master
CyberSecurity, CentraleSupélec, France;

e  Master: Guillaume Hiet, Android Malware, 3.5 hours, M2, Mastere Spécialisé CS (Cyber Security),
France;

e  Master: Jean-Francois Lalande, Supervision of student project, 2 projects, M1 - second year of the
engineer degree, CentraleSupélec, France;

e Master: Jean-Frangois Lalande, Supervision of student project, 2 projects, M2 - third year of the
engineer degree, CentraleSupélec, France;

e Master: Jean-Francois Lalande, Supervision of student project, 1 projects, M2 - Mastere Spécialisé
CS (Cyber Security), CentraleSupélec, France;

e Licence : Ludovic Mé, Software Engineering, 18 hours, L3 - first year of the engineer degree,
CentraleSupélec, France;

o Licence : Ludovic Mé, Software Engineering tutorials, 6 hours, L3 - first year of the engineer degree,
CentraleSupélec, France;

e Licence : Ludovic Mé, Software Engineering and Java development, 18 hours, L3 - first year of the
engineer degree, CentraleSupélec, France;

e Master : Ludovic Mé, Information systems tutorials, 6 hours, M1 - second year of the engineer
degree, CentraleSupélec, France;

e Master : Ludovic Mé, Supervision of student project, 1 project, 38 hours, M1 - second year of the
engineer degree, CentraleSupélec, France;

e Licence: Guillaume Piolle, Software engineering, 1.5 hours, L3 - first year of the engineering degree,
CentraleSupélec, France;

e  Master: Guillaume Piolle, Modelling, Algorithms and Programming, 22 hours, M1 - second year of
the engineer degree, CentraleSupélec, France;

e  Master: Guillaume Piolle, Computer security and privacy, 5 hours, M1 - second year of the engineer
degree, CentraleSupélec, France;

e Master: Guillaume Piolle, Software project, 3.5 hours, M1 - second year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Relational databases, 6 hours, M1 - second year of the engineer degree,
CentraleSupélec, France;

e  Master: Guillaume Piolle, Computer networks, 30 hours, M1 - second year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Security Policies, 4.5 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Java programming, 4.5 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Computer networks, 9 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Software engineering, 12 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e  Master: Guillaume Piolle, Network Access Control, 9 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Web development, 32 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;
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e Master: Guillaume Piolle, Privacy protection, 18 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Computing project, 60 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Guillaume Piolle, Legal aspects of information security, 4.5 hours, M2 - master CyberSecu-
rity, CentraleSupélec, France;

e Licence : Eric Totel, Foundations of computer science, data structures and algorithms, 9 hours, L3 -
first year of the engineer degree, CentraleSupélec, France;

e Licence : Eric Totel, Software Modeling, 15 hours, L3 - first year of the engineer degree, Centrale-
Supélec, France;

e Master : Eric Totel, Operating Systems, 30 hours, M1 - second year of the engineer degree,
CentraleSupélec, France;

e Master : Eric Totel, C language, 24 hours including 6 hours of lecture, M2 - master CS (Cyber
Security), CentraleSupélec, France;

e  Master : Eric Totel, C language and C++ language, 12 hours including 6 hours of lecture, M2 - third
year of the engineer degree, CentraleSupélec, France;

e  Master : Eric Totel, Dependability , 9 hours including 7.5 hours of lecture, M2 - third year of the
engineer degree and master research, CentraleSupélec, France;

e Master : Eric Totel, Dependability, 3 hours of lecture, M2 - third year of the engineer degree
(ingénierie des systemes automatisés), CentraleSupelec, France;

e Master : Eric Totel, Dependability, 4.5 hours of lecture, M2 - post-graduate training (master
Architecture des Réseaux de Communication), CentraleSupélec, France;

e  Master : Eric Totel, Intrusion Detection, 6 hours of lecture, M2 - M2 - master CS (Cyber Security),
CentraleSupélec, France;

e Master : Eric Totel, Intrusion Detection, 9 hours of lecture, M2 - master 2 degree, University of
Rennes 1, France;

e Master : Eric Totel, Supervision of student project, 4 projects, M1 - second year of the engineer
degree, CentraleSupélec, France;

e  Master : Eric Totel, Supervision of student project, 1 project, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Licence: Frédéric Tronel, Software engineering, 40 hours, L3 - first year of the engineer degree,
CentraleSupélec, France;

e Licence: Frédéric Tronel, Operating Systems, 12 hours, L3 - first year of the engineer degree,
CentraleSupélec, France;

e Master: Frédéric Tronel is responsible of the M2 degree in CyberSecurity (mastere spécialisé),
organized jointly by CentraleSupélec and Institut Mines Télécom (IMT) Atlantique, France;

o  Master: Frédéric Tronel, Operating systems, 21 hours hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Frédéric Tronel, Compilers, 18 hours, M2 - third year of the engineer degree, Centrale-
Supélec, France;

e Master: Frédéric Tronel, Automatic reasoning, 4.5 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e Master: Frédéric Tronel, Assembly Language, 6 hours, M2 - third year of the engineer degree,
CentraleSupélec, France;

e  Master: Frédéric Tronel, Buffer overflow vulnerabilities (theory and practice), 20.5 hours, M2 - third
year of the engineer degree, CentraleSupélec, France;
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e  Master: Frédéric Tronel, Firewall, 15 hours, M2 - third year of the engineer degree, CentraleSupélec,
France;

e  Master: Frédéric Tronel, Calculability in distributed systems, 6 hours, M2, jointly with University of
Rennes 1 and CentraleSupélec, France;

e  Master: Frédéric Tronel, Computer network, 8 hours, M2, jointly with University of Rennes 1 and
CentraleSupélec, France;

e Licence : Valérie Viet Triem Tong, Algorithms and Data Structures, 36 hours of lecture including 7
hours of lectures, L3 - first year of the engineering degree, CentraleSupélec, France;

e Licence : Valérie Viet Triem Tong, Supervision of student project, 6 projects of 2nd year of the
engineer degree, CentraleSupélec, France;

e Master : Valérie Viet Triem Tong, Games Theory, 18 hours, M1 - second year of the engineering
degree, CentraleSupélec, France;

e  Master : Valérie Viet Triem Tong, Formal Methods, 9 hours, M2 - third year of the engineering
degree, CentraleSupélec, France;

e  Master : Valérie Viet Triem Tong, Intrusion detection using information flow control, 9 hours, M2 /
third year of the engineering degree, CentraleSupélec, France;

e Master : Valérie Viet Triem Tong, Programming in Java, 12 hours, M1 - international students
(Nplusl) second year of the engineering degree, CentraleSupélec, France;

e Master : Valérie Viet Triem Tong, Small elements of decidability, 7.5 hours, M2 - third year of the
engineering degree, CentraleSupélec, France;

e Master : Valérie Viet Triem Tong, Supervision of student project, 1 project, mastere CS (Cyber
Security), CentraleSupélec, France;

e  Master : Valérie Viet Triem Tong, Supervision of student project, 8 projects, M1 - second year of the
engineer degree, CentraleSupélec, France;

e  Master : Valérie Viet Triem Tong, Supervision of student project, 1 project year of the engineer degre,
CentraleSupélec, France;

e Doctorant : Valérie Viet Triem Tong, Malware analysis by OS information flow tracking, 2 hours,
Summerschool - Cyber in Berry, Bourges, France;

10.2.3. Supervision
10.2.3.1. Theses defended in 2017

e PhD: Laurent Georget, Suivi de flux d’information correct pour les systemes d’exploitation Linux,
Octobre 2017, supervised by Mathieu Jaume (25% - MdC LIP6), Guillaume Piolle (25%), Frédéric
Tronel (25%), and Valérie Viet Triem Tong (25%);

e PhD: Deepak Subramanian, Multi-level Information Flow Monitoring, started in January 2013,
supervised by Christophe Bidan (20%) and Guillaume Hiet (80%);

e PhD: Antoine Guellier, Utilisation de la cryptographie homomorphe pour garantir le respect de
la vie privée, started in October 2013, supervised by Christophe Bidan (50%) and Nicolas Prigent
(50%);

e PhD: Kun He, Mise en eceuvre de techniques de droit a I’oubli pour les contenus numériques, started
in October 2013, supervised by Christophe Bidan (50%) and Gaetan LeGuelvouit (50% - IRT B-
Com);

e PhD: Solenn Brunet, Privacy-preserving location-based services, started in October 2014, super-
vised by Christophe Bidan(40%), Sébastien Gambs (30%) and Jacques Traoré (30% - Orange Labs
Caen);

e PhD: Florian Grandhomme, Protocole de routage externe type BGP dans un environnement réseaux
tactiques adhoc mobiles : faisabilité et performances, started in October 2014, supervised by Gilles
Guette (50%), Adlen Ksentini (25% - Eurecom), and Thierry Plesse (25% - DGA MI).
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10.2.3.2. Theses in progress

PhD in progress: Mouna Hkimi, Détection d’intrusion dans les systémes distribués, started in
October 2013, supervised by Eric Totel (50%) and Michel Hurfin (50%);

PhD in progress: Thomas Letan, Contribution a la sécurité des couches basses des systemes
d’information, started in January 2015, supervised by Guillaume Hiet (50%), Pierre Chifflier (25%
- ANSSI), and Ludovic Mé (25%);

PhD in progress: Damien Crémilleux, Visualisation d’événements de sécurité pour la supervision,
started in October 2015, supervised by Christophe Bidan (30%), Nicolas Prigent (35%), and Frédéric
Majorczyk (35% - DGA MI);

PhD in progress: Mourad Leslous, Déclenchement automatique de codes jugés suspects dans les
applications Android, started in October 2015, supervised by Thomas Genet (20% - Celtique Inria
project), Jean Francois Lalande (40% - INSA Centre Val de Loire), and Valérie Viet Triem Tong
(40%);

PhD in progress: Mounir Nasr Allah, Contréle de flux d’information par utilisation conjointe

d’analyse statique et d’analyse dynamique accélérée matériellement, started in November 2015,
supervised by Guillaume Hiet (75%) and Ludovic Mé (25%);

PhD in progress: Pernelle Mensah, Adaptation de la Politique de Sécurité guidée par I’Evaluation du
Risque dans les Infrastructures de Communication modernes, started in January 2016, supervised by
Eric Totel (25%), Guillaume Piolle (25%), Christine Morin (25% - Myriad Inria project), and Samuel
Dubus (25% - Nokia);

PhD in progress: David Lano€, Détection d’intrusion dans les applications distribuées : I’approche
comportementale comme alternative a la corrélation d’alertes, started in october 2016, supervised
by Michel Hurfin (50%) and Eric Totel (50%);

PhD in progress: Aurélien Trulla, Caractérisation de malware Android par suivi de flux
d’information et nouvelles techniques d’évasion, started in October 2016, supervised by Jean
Louis Lanet (25% - Tamis Inria project) and Valérie Viet Triem Tong (75%);

PhD in progress : Ronny Chevalier , “Enhanced computer platform security through an intrusion-
detection approach”, started in November 2016, supervised by Guillaume Hiet (50%), Boris Balach-
eff (25% - HP), and Ludovic Mé (25%);

PhD in progress: Laetitia Leichtnam, Visualisation pour la caractérisation d’événements de sécurité,
started in october 2016, supervised by Eric Totel (40%), Nicolas Prigent (30%) and Ludovic Mé
(30%);

PhD in progress : Charles Xosanavongsa, Combining Attack Specification and Dynamic Learning

from traces for correlation rule generation, started in december 2016, supervised by Eric Totel (50%)
and Ludovic Mé (50%);

PhD in progress : Pierre Graux, Security of Hybrid Mobile Applications, started in october 2017,
supervised by Valérie Viet Triem Tong (50%) and Jean-Francc¢ois Lalande (50%);

PhD in progress : Vasile Cazacu, Calcul distribué pour la fouille de données cliniques, started
February 2017, supervised by Emmanuelle Anceaume (50%) and Marc Cuggia (50%)

PhD in progress : Aurélien Dupin, Secure multi-partie computations, started February 2016, super-
vised by Christophe Bidan(40%), David Pointchavalm (30% - ENS) and Renaud Dubois (30% -
Thales).

10.2.3.3. Supervision of external PhD candidates

LL. D. (Doctor of Laws) in progress: Gustav Malis, Droit a [’effacement des données mises a
disposition par les personnes elles-mémes, started in March 2014, supervised by Annie Blandin
(80% - IODE) and Guillaume Piolle (20%);
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e  PhD in progress: Oualid Koucham, Détection d’intrusions pour les systémes de controle industriels,
started in January 2015, supervised by Stéphane Mocanu (50% - Gipsa-lab), Guillaume Hiet (25%),
and Jean-Marc Thiriet (25% - Gipsa-lab);

e PhD in progress : Yves Mocquard, Population protocols, started in september 2015, supervised by
Bruno Sericola (Dyonisos Inria project) and Emmanuelle Anceaume;.

10.2.4. Juries

Ludovic Mé was a member of the PhD committee for the following PhD and HDR thesis:

e Pierre Laperdrix, Browser Fingerprinting: Diversity to Augment Authentication and Build Client-
side Countermesures, INSA of Rennes, 03/10/2017 (President of the Jury);

Ludovic Mé has reported the following PhD thesis:
e Pierre Parrend, Emergent Industrial Ecosystems, University of Strasbourg, 12/12/2017.
Christophe Bidan was a member of the PhD committee for the following PhD thesis:

e Jean Aimé Maxa, Architecture de communication sécurisée d’une flotte de drones, Université
Toulouse 3 Paul Sabatier (UT3 Paul Sabatier), 28/06/2017;

e Eric Asselin, Systeme de détection d’intrusion adapté au systeme de communication aéronautique
ACARS, Institut National Polytechnique de Toulouse (INP Toulouse), 28/06/2017 (reviewer);

Jean-Francois Lalande has reported the following PhD thesis:
e Julien Hatin, Evaluation de la confiance dans un processus d’authentification, 24/11/2017.

Eric Totel was a member of the PhD commitee for the following PhD thesis:

e Giannakou Anna, Self-Adaptable Security Monitoring for laaS Cloud Environments, 06/07/2017
(President of the Jury).

e Yacine Hebbal, Semantic monitoring mechanisms dedicated to security monitoring in laaS cloud,
18/09/2017 (President of the Jury).

Valérie Viet Triem Tong has reported the following PhD thesis:

e Franck de Goer de Herve, Rétro-ingénierie de programmes binaires en une exécution - une analyse
dynamique légere basée au niveau des fonctions, 10/20/2017.

10.3. Popularization

Valérie Viet Triem Tong has participated to the scientific television show I’Esprit Sorcier recorded at Musée
des Sciences et de I’Industrie during the Féte de la Science. She has also participated to the scientific promotion

movie about High Security Laboratory recorded at Nancy.

Damien Crémilleux has participated to the event “Ma thése en 180s” and the “RCC challenge: my thesis 3.0”

for the popularization of his work’s thesis on security visualization.

11. Bibliography

Publications of the year

Doctoral Dissertations and Habilitation Theses

[1] S. BRUNET.Design of Anonymous Accreditation and Data Anonymization Mechanisms, Université de Rennes

1 [UR1], November 2017, https://hal-centralesupelec.archives-ouvertes.fr/tel-01655322.

[2] L. GEORGET.Correct information flow tracking for Linux operating systems, Université Rennes 1, September

2017, https://hal.inria.fr/tel-01657148.


http://www.youtube.com/watch?v=2yxSKT-dqiw&list=PLbCgRUgEj0muJ1I4kaqTZobHyjuVQnY6z&index=10
https://hal-centralesupelec.archives-ouvertes.fr/tel-01655322
https://hal.inria.fr/tel-01657148

Project-Team CIDRE 179

[3] F. GRANDHOMME.Inter-domain routing studies (BGP-like) for tactical mobile ad hoc networks : feasibility
and performances, Universite de Rennes 1, November 2017, https://hal.archives-ouvertes.fr/tel-01654631.

[4] A. GUELLIER.Strongly Private Communications in a Homogeneous Network, Centrale Supélec, May 2017,
https://hal-centralesupelec.archives-ouvertes.fr/tel-01644172.

[5] K. HE.Content Privacy and Access Control on Image-Sharing Platforms, CentraleSupélec, September 2017,
https://hal-centralesupelec.archives-ouvertes.fr/tel-01636207.

Articles in International Peer-Reviewed Journal

[6] E. ANCEAUME, Y. BUSNEL.Lightweight Metric Computation for Distributed Massive Data Streams, in
"Transactions on Large-Scale Data- and Knowledge-Centered Systems", April 2017, vol. 10430, n® 33, p.
1-39 [DOI : 10.1007/978-3-662-55696-2_1], https://hal.archives-ouvertes.fr/hal-01634353.

International Conferences with Proceedings

[7] E. ANCEAUME, R. LUDINARD, M. POTOP-BUTUCARU, F. TRONEL.Bitcoin a Distributed Shared Register,
in "SSS 2017 - 19th International Symposium on Stabilization, Safety, and Security of Distributed Systems",
Boston, MA, United States, Lecture Notes in Computer Science, Springer, November 2017, vol. 10616, p.
456-468 [DOI : 10.1007/978-3-319-69084-1_34], https://hal.archives-ouvertes.fr/hal-01522360.

[8] M. ASSAF, D. A. NAUMANN, J. SIGNOLES, E. TOTEL, F. TRONEL.Hypercollecting Semantics and its
Application to Static Analysis of Information Flow, in "POPL 2017 - ACM Symposium on Principles of
Programming Languages", Paris, France, ACM SIGPLAN Notices - POPL ’17, ACM, January 2017, vol. 52,
n® 1, p. 874-887 [DOI : 10.1145/3009837.30098891], https://hal.inria.fr/hal-01618360.

[9] I. BOUREANU, D. GERAULT, P. LAFOURCADE, C. ONETE.Breaking and fixing the HB+DB protocol, in
"Wisec 2017 - Conference on Security and Privacy in Wireless and Mobile Networks", Boston, United States,
July 2017, p. 241 - 246 [DOI : 10.1145/3098243.3098263], https://hal.archives-ouvertes.fr/hal-01588562.

[10] R. CHEVALIER, M. VILLATEL, D. PLAQUIN, G. HIET.Co-processor-based Behavior Monitoring: Ap-
plication to the Detection of Attacks Against the System Management Mode, in "ACSAC 2017 - 33rd
Annual Computer Security Applications Conference", Orlando, United States, Proceedings of the 33rd
Annual Computer Security Applications Conference, ACM, December 2017, vol. 2017, p. 399-411
[DOI : 10.1145/3134600.3134622], https://hal.inria.fr/hal-01634566.

[11] Best Paper
L. GEORGET, M. JAUME, G. PIOLLE, F. TRONEL, V. VIET TRIEM TONG.Information Flow Tracking for
Linux Handling Concurrent System Calls and Shared Memory, in "15th International Conference on Software
Engineering and Formal Methods (SEFM 2017)", Trento, Italy, A. CIMATTI, M. SIRJANI (editors), LNCS,
Springer International Publishing, September 2017, p. 1-16 [DOI : 10.1007/978-3-319-66197-1_1], http://
hal.upme.fr/hal-01535949.

[12] L. GEORGET, M. JAUME, G. PIOLLE, F. TRONEL, V. VIET TRIEM TONG.Verifying the Reliability of
Operating System-Level Information Flow Control Systems in Linux, in "5th International FME Workshop
on Formal Methods in Software Engineering", Buenos Aires, Argentina, IEEE Press, May 2017, p. 10-16
[DOI : 10.1109/FORMALISE.2017.1], https://hal.inria.fr/hal-01535862.


https://hal.archives-ouvertes.fr/tel-01654631
https://hal-centralesupelec.archives-ouvertes.fr/tel-01644172
https://hal-centralesupelec.archives-ouvertes.fr/tel-01636207
https://hal.archives-ouvertes.fr/hal-01634353
https://hal.archives-ouvertes.fr/hal-01522360
https://hal.inria.fr/hal-01618360
https://hal.archives-ouvertes.fr/hal-01588562
https://hal.inria.fr/hal-01634566
http://hal.upmc.fr/hal-01535949
http://hal.upmc.fr/hal-01535949
https://hal.inria.fr/hal-01535862

180 Activity Report INRIA 2017

[13] T. LAJOIE-MAZENC, R. LUDINARD, E. ANCEAUME.Handling Bitcoin Conflicts Through a Glimpse
of Structure, in "Proceedings of the 32nd ACM SIGAPP Symposium On Applied Computing", Mar-
rakesh, Morocco, Proceedings of the 32nd ACM SIGAPP Symposium On Applied Computing, April 2017
[DOI : 10.1145/3019612.3019657], https://hal.archives-ouvertes.fr/hal-01634368.

[14] L. LEICHTNAM, E. TOTEL, N. PRIGENT, L. ME.STARLORD: Linked Security Data Exploration in a 3D
Graph, in "VizSec - IEEE Symposium on Visualization for Cyber Security", Phoenix, United States, October
2017,p. 1-4[DOI:10.1109/VIZSEC.2017.8062203], https://hal.inria.fr/hal-01619234.

[15] M. LEsLoUS, V. VIET TRIEM TONG, J.-F. LALANDE, T. GENET.GPFinder: Tracking the Invisible in
Android Malware, in "12th International Conference on Malicious and Unwanted Software", Fajardo, Puerto
Rico, IEEE Conputer Society, October 2017, https://hal-centralesupelec.archives-ouvertes.fr/hal-01584989.

[16] P. MENSAH, S. DUBUS, W. KANOUN, C. MORIN, G. PIOLLE, E. TOTEL.Connectivity Extraction in Cloud
Infrastructures, in "CNSM 2017 - 13th International Conference on Network and Service Management",
Tokyo, Japan, November 2017, p. 1-5, https://hal.inria.fr/hal-01593346.

[17] P. MENSAH, S. DUBUS, W. KANOUN, C. MORIN, G. PIOLLE, E. TOTEL.Connectivity Graph Reconstruction
for Networking Cloud Infrastructures, in "NCA 2017 - 16th IEEE International Symposium on Network Com-
puting and Applications", Cambridge, MA, United States, October 2017, https://hal.inria.fr/hal-01612988.

[18] Y. MOCQUARD, B. SERICOLA, E. ANCEAUME.Probabilistic Analysis of Counting Protocols in Large-
scale Asynchronous and Anonymous Systems, in "Proceedings of the 16th IEEE International Conference on
Network Computing and Applications", Boston, United States, October 2017, https://hal.archives-ouvertes.fr/
hal-01580275.

[19] V. VIET TRIEM TONG, A. TRULLA, M. LESLOUS, J.-F. LALANDE.Information flows at OS level un-
mask sophisticated Android malware, in "14th International Conference on Security and Cryptography",
Madrid, Spain, SciTePress, July 2017, vol. 6, p. 578-585 [DOI : 10.5220/0006476705780585], https://
hal-centralesupelec.archives-ouvertes.fr/hal-01535678.

[20] M. A. WAHAB, P. COTRET, M. N. ALLAH, G. HIET, V. LAPOTRE, G. GOGNIAT.ARMHEX: A hardware
extension for DIFT on ARM-based SoCs, in "Field Programmable Logic (FPL)", Ghent, Belgium, September
2017, https://hal.archives-ouvertes.fr/hal-01558473.

[21] M. A. WAHAB, P. COTRET, M. NASR ALLAH, G. HIET, V. LAPOTRE, G. GOGNIAT.ARMHEX: a
framework for efficient DIFT in real-world SoCs, in "Field Programmable Logic (FPL)", Ghent, Belgium,
September 2017, https://hal.archives-ouvertes.fr/hal-01558475.

National Conferences with Proceeding

[22] G. BROGI, V. VIET TRIEM TONG.Sharing and replaying attack scenarios with Moirai, in "RESSI 2017:
Rendez-vous de la Recherche et de I’Enseignement de la Sécurité des Systemes d’Information", Autrans,
France, May 2017, https://hal.archives-ouvertes.fr/hal-01533275.

[23] G. FOURNIER, P. AUDREN DE KERDREL, P. COTRET, V. VIET TRIEM TONG.DroneJack: Kiss your
drones goodbye!, in "SSTIC 2017 - Symposium sur la sécurité des technologies de I’information et des
communications", Rennes, France, June 2017, p. 1-8, https://hal.inria.fr/hal-01635125.


https://hal.archives-ouvertes.fr/hal-01634368
https://hal.inria.fr/hal-01619234
https://hal-centralesupelec.archives-ouvertes.fr/hal-01584989
https://hal.inria.fr/hal-01593346
https://hal.inria.fr/hal-01612988
https://hal.archives-ouvertes.fr/hal-01580275
https://hal.archives-ouvertes.fr/hal-01580275
https://hal-centralesupelec.archives-ouvertes.fr/hal-01535678
https://hal-centralesupelec.archives-ouvertes.fr/hal-01535678
https://hal.archives-ouvertes.fr/hal-01558473
https://hal.archives-ouvertes.fr/hal-01558475
https://hal.archives-ouvertes.fr/hal-01533275
https://hal.inria.fr/hal-01635125

Project-Team CIDRE 181

[24] L. GEORGET, M. JAUME, G. PIOLLE, F. TRONEL, V. VIET TRIEM TONG.Suivi de flux d’information
correct sous Linux, in "16emes journées AFADL (Approches formelles dans 1’assistance au développement
de logiciels)", Montpellier, France, A. IDANI, N. KOSMATOV (editors), June 2017, p. 19-26, http://hal.upmc.
fr/hal-01535937.

[25] N. RIVETTI, E. ANCEAUME, Y. BUSNEL, L. QUERZONI, B. SERICOLA.Ordonnancement dynamique pour
un équilibrage de charge quasi-optimal dans les systemes de traitement de flux, in "ALGOTEL 2017 - 19¢mes
Rencontres Francophones sur les Aspects Algorithmiques des Télécommunications", Quiberon, France, May
2017, https://hal.archives-ouvertes.fr/hal-01519432.

[26] M. A. —. WAHAB, P. COTRET, M. —. NASR ALLAH, G. —. HIET, V. LAPOTRE, G. —. GOGNIAT.ARMHEX:
embedded security through hardware-enhanced information flow tracking, in "RESSI 2017 : Rendez-vous de
la Recherche et de I’Enseignement de la Sécurité des Systeémes d’Information", Grenoble (Autrans), France,
May 2017, https://hal.archives-ouvertes.fr/hal-01558155.

Other Publications

[27] E. ANCEAUME, Y. BUSNEL.Byzantine-tolerant Uniform Node Sampling Service, November 2017, working
paper or preprint, https://hal.archives-ouvertes.fr/hal-01634363.

[28] Y. MOCQUARD, B. SERICOLA, E. ANCEAUME.Probabilistic Analysis of Rumor Spreading Time, November
2017, working paper or preprint, https://hal.archives-ouvertes.fr/hal-01652777.

References in notes

[29] G. BROGI, V. VIET TRIEM TONG.TerminAPTor: Highlighting Advanced Persistent Threats through Infor-
mation Flow Tracking, in "8th IFIP International Conference on New Technologies, Mobility and Security",
Larnaca , Cyprus, November 2016, https://hal.inria.fr/hal-01417612.

[30] N. Kiss, J.-F. LALANDE, M. LESLOUS, V. VIET TRIEM TONG.Kharon dataset: Android malware under
a microscope, in "The Learning from Authoritative Security Experiment Results (LASER) workshop", San
Jose, United States, The USENIX Association, May 2016, https://hal-centralesupelec.archives-ouvertes.fr/hal-
01311917.


http://hal.upmc.fr/hal-01535937
http://hal.upmc.fr/hal-01535937
https://hal.archives-ouvertes.fr/hal-01519432
https://hal.archives-ouvertes.fr/hal-01558155
https://hal.archives-ouvertes.fr/hal-01634363
https://hal.archives-ouvertes.fr/hal-01652777
https://hal.inria.fr/hal-01417612
https://hal-centralesupelec.archives-ouvertes.fr/hal-01311917
https://hal-centralesupelec.archives-ouvertes.fr/hal-01311917

Project-Team DIONYSOS

Dependability Interoperability and
perfOrmance aNalYsiS Of networkS

IN COLLABORATION WITH: Institut de recherche en informatique et systemes aléatoires (IRISA)

IN PARTNERSHIP WITH:
IMT Atlantique Bretagne-Pays de la Loire

Université Rennes 1

RESEARCH CENTER
Rennes - Bretagne-Atlantique

THEME
Networks and Telecommunications



Project-Team DIONYSOS 183
Table of contents

1. Persommel .. ... 185
2. Overall ObJectives . ........... i 186
3. Research Program .............. .. i e 187
3.1. Introduction 187

3.2.  Quality of Service and Quality of Experience 187

3.3.  Stochastic modeling 188

4. Application Domains . ............ .. 189
4.1. Networking 189

4.2.  Stochastic modeling 189

5. Highlights of the Year . ........... ... 189
6. New Software and Platforms ......... ... . e 189
6.1. IPv6 Test Toolkit 189

6.2. Passive Test Tool 190

6.3. T3DevKit 190

6.4. ttproto 190

6.5. CoAP Testing Tool 190

6.6. ioppytest 191

6.7. AdaComp 191

6.8. DNN-withRNL 191

7. New Results .. ... 192
7.1.  Performance Evaluation 192

7.2. Distributed deep learning on edge-devices 194

7.3.  Network Economics 194

7.4. Monte Carlo 196

7.5. Wireless Networks 197

7.6.  Optical Networks 199

7.7. Future networks and architectures 200

8. Bilateral Contracts and Grants with Industry ........... .. ... .. ... .. ... .. .. . ..., 203
8.1.  Cifre contract on Device-Assisted Distributed Machine-Learning on Many Cores 203

8.2.  Cifre contract on Throughput Prediction in Mobile Networks 203

8.3.  Cifre contract on Mobile SDN architecture 203

8.4. Cifre contract on Personalization for Cognitive Autonomic Networks in 5G 203

8.5. Bilateral Contract with Industry: ALSTOM-Inria Common Lab 203

8.6. Bilateral Contract with Industry: ADR Nokia Bell Labs 204

9. Partnerships and Cooperations ................ . ... i 204
9.1. National Initiatives 204
9.1.1. ANR 204

9.1.2. IPL (Inria Project Lab) BetterNet 204

9.2. European Initiatives 204
9.2.1. Eurostars Camion Project 204

9.2.2. Collaborations in European Programs 205

9.2.3. Collaborations with Major European Organizations 205

9.3. International Initiatives 205
9.3.1. Inria International Partners 205

9.3.2. Participation in Other International Programs 205
9.3.2.1.  International Initiatives 205

9.3.2.2.  International Initiatives 206

9.4. International Research Visitors 206

10. DissemINAation ... .......... it



184 Activity Report INRIA 2017

10.1. Promoting Scientific Activities 206
10.1.1. Scientific Events Organisation 206
10.1.2. Scientific Events Selection 207

10.1.2.1. Chair of Conference Program Committees 207
10.1.2.2. Member of the Conference Program Committees 207
10.1.2.3. Reviewer 208
10.1.3. Journal 208
10.1.3.1. Member of the Editorial Boards 208
10.1.3.2. Reviewer - Reviewing Activities 209
10.1.4. Invited Talks 209
10.1.5. Leadership within the Scientific Community 210
10.1.6. Scientific Expertise 210
10.1.7. Research Administration 210

10.2. Teaching - Supervision - Juries 210
10.2.1. Teaching 210
10.2.2. Supervision 211
10.2.3. Juries 212

10.3. Popularization 213

11. Biblography . ... ... 213



Project-Team DIONYSOS

185

Project-Team DIONYSOS

Creation of the Project-Team: 2009 January 01
Keywords:

Computer Science and Digital Science:
Al.1.6. - Cloud
Al.1.7. - Peer to peer
A1.1.13. - Virtualization
A1.2.2. - Supervision
A1.2.3. - Routing
Al.2.4. - QoS, performance evaluation
A1.2.5. - Internet of things
A1.3. - Distributed Systems
A3.4.1. - Supervised learning
A3.4.2. - Unsupervised learning
A3.4.3. - Reinforcement learning
A3.4.6. - Neural networks
A3.4.8. - Deep learning
A6.1.1. - Continuous Modeling (PDE, ODE)
A6.2.2. - Numerical probability
A6.2.3. - Probabilistic methods
A6.2.6. - Optimization
AS8.1. - Discrete mathematics, combinatorics
A8.11. - Game Theory

Other Research Topics and Application Domains:
B1.2.1. - Understanding and simulation of the brain and the nervous system
B2.2. - Physiology and diseases
B6.2.1. - Wired technologies
B6.2.2. - Radio technology
B6.2.4. - Optic technology
B6.3.2. - Network protocols
B6.4. - Internet of things

1. Personnel

Research Scientists
Gerardo Rubino [Team leader, Inria, Senior Researcher, HDR]
Pierre L’Ecuyer [Univ. of Montreal, Canada, and Inria Advanced Research Position]
Raymond Marie [Univ de Rennes I (Emeritus), Senior Researcher, HDR]
Bruno Sericola [Inria, Senior Researcher, HDR]
Bruno Tuffin [Inria, Senior Researcher, HDR]

Faculty Members
Yann Busnel [IMT Atlantique, Professor, HDR]



186 Activity Report INRIA 2017

Yassine Hadjadj-Aoul [Univ de Rennes I, Associate Professor]
Sofiene Jelassi [Univ de Rennes I, Associate Professor]
Patrick Maille [IMT Atlantique, Professor, HDR]

César Viho [Univ de Rennes I, Professor, HDR]

Technical Staff
Pantelis Frangoudis [Univ de Rennes I, until Jan 2017]
Quang Pham Tran Anh [Univ de Rennes I, from Jul 2017 until Sep 2017]
Federico Sismondi [Univ de Rennes I]

PhD Students
Imad Alawe [IRT B-com]
Hamza Ben Ammar [Univ de Rennes I]
Corentin Hardy [Technicolor]
Ali Hodroj [Univ de Rennes I]
Nicolas Jara Carvallo [Ingenieria Civil Telematica UTFSM, until Sep 2017]
Farouk Messaoudi [Institut de recherche technologique B-com, until Sep 2017]
Yves Mocquard [Univ de Rennes I]
Mohamed Rahali [from Oct 2017]
Ajit Rai [ALSTOM]
Illyyne Saffar [Univ de Rennes I]
Imane Taibi [Inria, from Nov 2017]
Louiza Yala [Univ de Rennes I]
Yue Li [Inria, until Feb 2017]
Jean-Michel Sanner [Orange Lab]
Visiting Scientists
Nawel Attia [Technische Universitit Miinchen, Apr 2017]
Jorge Graneri [Universidad de la Reptblica de Uruguay, from Oct 2017 until Nov 2017]
Gustavo Guerberoff [Universidad de la Republica de Uruguay, from Oct 2017 until Nov 2017]
Leslie Murray [University of Rosario, Argentina, Feb 2017]
Jonathan Paolo Olavarria Milla [UTFSM, Chile, until Mar 2017]
Claudio Risso [Universidad de la Republica de Uruguay, from Oct 2017 until Nov 2017]

Administrative Assistant
Fabienne Cuyollaa [Inria]

2. Overall Objectives

2.1. Overall objectives

The main objectives of the project are the identification, the conception and the selection of the most
appropriate network architectures for a communication service, as well as the development of computing
and mathematical tools for the fulfillment of these tasks. These objectives lead to two types of complementary
research fields: the systems’ qualitative aspects (e.g. protocol testing and design) and the quantitative aspects
which are essential to the correct dimensioning of these architectures and the associated services (performance,
dependability, Quality of Service (QoS), Quality of Experience (QoE) and performability); our activities lie
essentially in the latter.

The Dionysos group works on different problems related to the design and the analysis of communication
services. Such services require functionality specifications, decisions about where and how they must be
deployed in a system, and the dimensioning of their different components. The interests of the project concern
not only particular classes of systems but also methodological aspects.



Project-Team DIONYSOS 187

Concerning the communication systems themselves, we focus on IP networks, at different levels. Concerning
the types of networks considered, we mainly work in the wireless area, in particular on sensor networks, on
Content Delivery Networks for our work around measuring the perceived quality, the main component of
QoE, and on some aspects of optical networks. We also work on the assessment of interoperability between
specific network components, which is essential to ensure that they interact correctly before they get deployed
in a real environment. Our team contributes in providing solutions (methods, algorithms and tools) which
help in obtaining efficient interoperability test suites for new generation networks. From the application point
of view, we also have activities in network economics methodologies, a critical multi-disciplinary area for
telecommunications providers, with many defying open problems for the near future.

For most of previous mentioned problems, our work concern their quantitative aspects. The quantitative aspects
we are interested in are QoE, performance, dependability, performability, QoS, vulnerability, etc. We develop
techniques for the evaluation of these different aspects of the considered systems through models and through
measurement techniques. In particular, we develop techniques to measure in an automatic way the quality of a
video or audio communication as perceived by the final user. The methods we work with range from discrete
event simulation and Monte Carlo procedures to analytical techniques, and include numerical algorithms as
well. Our main mathematical tools are stochastic processes in general and queuing models and Markov chains
in particular, optimization techniques, graph theory, combinatorics, etc.

3. Research Program

3.1. Introduction

The scientific foundations of our work are those of network design and network analysis. Specifically, this
concerns the principles of packet switching and in particular of IP networks (protocol design, protocol testing,
routing, scheduling techniques), and the mathematical and algorithmic aspects of the associated problems, on
which our methods and tools are based.

These foundations are described in the following paragraphs. We begin by a subsection dedicated to Quality of
Service (QoS) and Quality of Experience (QoE), since they can be seen as unifying concepts in our activities.
Then we briefly describe the specific sub-area of model evaluation and about the particular multidisciplinary
domain of network economics.

3.2. Quality of Service and Quality of Experience

Since it is difficult to develop as many communication solutions as possible applications, the scientific and
technological communities aim towards providing general services allowing to give to each application or
user a set of properties nowadays called “Quality of Service” (QoS), a terminology lacking a precise definition.
This QoS concept takes different forms according to the type of communication service and the aspects which
matter for a given application: for performance it comes through specific metrics (delays, jitter, throughput,
etc.), for dependability it also comes through appropriate metrics: reliability, availability, or vulnerability, in
the case for instance of WAN (Wide Area Network) topologies, etc.

QoS is at the heart of our research activities: We look for methods to obtain specific “levels” of QoS and
for techniques to evaluate the associated metrics. Our ultimate goal is to provide tools (mathematical tools
and/or algorithms, under appropriate software “containers” or not) allowing users and/or applications to attain
specific levels of QoS, or to improve the provided QoS, if we think of a particular system, with an optimal use
of the resources available. Obtaining a good QoS level is a very general objective. It leads to many different
areas, depending on the systems, applications and specific goals being considered. Our team works on several
of these areas. We also investigate the impact of network QoS on multimedia payloads to reduce the impact of
congestion.
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Some important aspects of the behavior of modern communication systems have subjective components: the
quality of a video stream or an audio signal, as perceived by the user, is related to some of the previous
mentioned parameters (packet loss, delays, ...) but in an extremely complex way. We are interested in analyzing
these types of flows from this user-oriented point of view. We focus on the user perceived quality, in short,
PQ, the main component of what is nowadays called Quality of Experience (in short, QoE), to underline the
fact that, in this case, we want to center the analysis on the user. In this context, we have a global project called
PSQA, which stands for Pseudo-Subjective Quality Assessment, and which refers to a technology we have
developed allowing to automatically measure this PQ.

Another special case to which we devote research efforts in the team is the analysis of qualitative properties
related to interoperability assessment. This refers to the act of determining if end-to-end functionality between
at least two communicating systems is as required by the base standards for those systems. Conformance
is the act of determining to what extent a single component conforms to the individual requirements of
the standard it is based on. Our purpose is to provide such a formal framework (methods, algorithms and
tools) for interoperability assessment, in order to help in obtaining efficient interoperability test suites for new
generation networks, mainly around IPv6-related protocols. The interoperability test suites generation is based
on specifications (standards and/or RFCs) of network components and protocols to be tested.

3.3. Stochastic modeling

The scientific foundations of our modeling activities are composed of stochastic processes theory and, in
particular, Markov processes, queuing theory, stochastic graphs theory, etc. The objectives are either to develop
numerical solutions, or analytical ones, or possibly discrete event simulation or Monte Carlo (and Quasi-
Monte Carlo) techniques. We are always interested in model evaluation techniques for dependability and
performability analysis, both in static (network reliability) and dynamic contexts (depending on the fact that
time plays an explicit role in the analysis or not). We look at systems from the classical so-called call level,
leading to standard models (for instance, queues or networks of queues) and also at the burst level, leading to
fluid models.

In recent years, our work on the design of the topologies of WANSs led us to explore optimization techniques,
in particular in the case of very large optimization problems, usually formulated in terms of graphs. The
associated methods we are interested in are composed of simulated annealing, genetic algorithms, TABU
search, etc. For the time being, we have obtained our best results with GRASP techniques.

Network pricing is a good example of a multi-disciplinary research activity half-way between applied
mathematics, economy and networking, centered on stochastic modeling issues. Indeed, the Internet is facing
a tremendous increase of its traffic volume. As a consequence, real users complain that large data transfers
take too long, without any possibility to improve this by themselves (by paying more, for instance). A possible
solution to cope with congestion is to increase the link capacities; however, many authors consider that this
is not a viable solution as the network must respond to an increasing demand (and experience has shown
that demand of bandwidth has always been ahead of supply), especially now that the Internet is becoming
a commercial network. Furthermore, incentives for a fair utilization between customers are not included in
the current Internet. For these reasons, it has been suggested that the current flat-rate fees, where customers
pay a subscription and obtain an unlimited usage, should be replaced by usage-based fees. Besides, the future
Internet will carry heterogeneous flows such as video, voice, email, web, file transfers and remote login among
others. Each of these applications requires a different level of QoS: for example, video needs very small
delays and packet losses, voice requires small delays but can afford some packet losses, email can afford delay
(within a given bound) while file transfer needs a good average throughput and remote login requires small
round-trip times. Some pricing incentives should exist so that each user does not always choose the best QoS
for her application and so that the final result is a fair utilization of the bandwidth. On the other hand, we
need to be aware of the trade-off between engineering efficiency and economic efficiency; for example, traffic
measurements can help in improving the management of the network but is a costly option. These are some
of the various aspects often present in the pricing problems we address in our work. More recently, we have
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switched to the more general field of network economics, dealing with the economic behavior of users, service
providers and content providers, as well as their relations.

4. Application Domains

4.1. Networking

Our global research effort concerns networking problems, both from the analysis point of view, and around
network design issues. Specifically, this means the IP technology in general, with focus on specific types of
networks seen at different levels: wireless systems, optical infrastructures, peer-to-peer architectures, Software
Defined Networks, Content Delivery Networks, Content-Centric Networks, clouds.

A specific aspect of network applications and/or services based on video or voice content, is our PSQA
technology, able to measure the Perceptual Quality automatically and in real time. PSQA provides a MOS
value as close as it makes sense to the value obtained from subjective testing sessions. The technology has
been tested in many environments, including one way communications as, for instance, in video streaming,
and bi-directional communications as in IP telephony, UDP- or TCP-based systems, etc. It has already served
in many collaborative projects as the measuring tool used.

4.2. Stochastic modeling

Many of the techniques developed at Dionysos are related to the analysis of complex systems in general,
not only in telecommunications. For instance, our Monte Carlo methods for analyzing rare events have been
used by different industrial partners, some of them in networking but recently also by companies building
transportation systems. We develop methods in different areas: numerical analysis of stochastic models, bound
computations in the same area, Discrete Event Simulation, or, as just mentioned, rare event analysis.

5. Highlights of the Year

5.1. Awards

BEST PAPER AWARD :
[43] IEEE NCA 2017 - 16th IEEE International Symposium on Network Computing and Applications.
C. HARDY, E. LE MERRER, B. SERICOLA.

6. New Software and Platforms

6.1. IPv6 Test Toolkit

FUNCTIONAL DESCRIPTION: These test suites are developed using the TTCN-3 environment.

The packages contains the full Abstract Test Suites written in TTCN-3 and the source files for building the
codecs and adapters with the help of T3DevKit.

e Participants: Annie Floch, Anthony Baire, Ariel Sabiguero, Bruno Deniaud, César Viho and Frédéric
Roudaut

e Contact: César Viho
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6.2. Passive Test Tool

e Participants: Anthony Baire and César Viho

e Contact: Anthony Baire

6.3. T3DevKit

KEYWORDS: IPv6 - Conformance testing - TTCN-3

SCIENTIFIC DESCRIPTION: We have built a toolkit for easing executing tests written in the standardized
TTCN-3 test specification language. This toolkit is made of a C++ library together with a highly customizable
CoDec generator that allows fast development of external components (that are required to execute a test suite)
such as CoDec (for message Coding/Decoding), System and Platform Adapters. It also provides a framework
for representing and manipulating TTCN-3 events so as to ease the production of test reports. The toolkit
addresses issues that are not yet covered by ETSI standards while being fully compatible with the existing
standard interfaces: TRI (Test Runtime Interfaces) and TCI (Test Control Interfaces), it has been tested with
four TTCN-3 environments (IBM, Elvior, Danet and Go4IT) and on three different platforms (Linux, Windows
and Cygwin).

FUNCTIONAL DESCRIPTION: T3DevKit is a free open source toolkit to ease the development of test suites in
the TTCN-3 environment. It provides:

a CoDec generator (t3cdgen) that automates the development process of the CoDec needed for coding
TTCN-3 values into physically transmittable messages and decoding incoming messages a library (t3devlib)
that provides an object oriented framework to manipulate TTCN-3 entities (values, ports, timers, external
functions. .. ) an implementation of the TRI and TCI standard interfaces default implementations for the system
adapter (SA), platform adapter (PA), test management (TM), test logging (TL) and component handling (CH)
modules default codecs build scripts for the generation of executable test suites, these are tool-independent
and facilitate the distribution of test suite sources

e Participants: Annie Floch, Anthony Baire, Ariel Sabiguero, César Viho and Frédéric Roudaut

e Contact: Federico Sismondi

6.4. ttproto

Testing Tool Prototype

KEYWORDS: Interoperability - Conformance testing - TTCN-3

FUNCTIONAL DESCRIPTION: ttproto is an experimental tool for implementing testing tools, for conformance
and interoperability testing.

It was first implemented to explore new features and concepts for the TTCN-3 standard, but we also used it to
implement a passive interoperability test suite we provided for the CoAP interoperability event held in Paris
in March 2012.

This tool is implemented in python3 and its design was influenced mainly by TTCN-3 (abstract model,
templates, snapshots, behaviour trees, communication ports, logging) and by Scapy (syntax, flexibility,
customisability)

Its purpose is to facilitate rapid prototyping rather than experimentations (rather than production use). We
choosed to maximise its modularity and readability rather than performances and real-time considerations.

Now you should have a look at the Features page: https://www.irisa.fr/tipi/wiki/doku.php/
testing_tool_prototype:features

e Contact: Federico Sismondi

e  URL: https://www.irisa.fr/tipi/wiki/doku.php/testing_tool_prototype

6.5. CoAP Testing Tool

KEYWORDS: Test - Interoperability - Conformance testing - Plugtests
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FUNCTIONAL DESCRIPTION: The software helps developers of the CoAP protocol assessing if their imple-
mentations (either CoAP clients or CoAP servers) are conformant to protocol specifications, and interoperable
with other implementations. It encompasses:

e Coordination of CoAP interoperability tests

e Analysis of CoAP traces & issuing verdicts

e Automation of open source CoAP implementations for based reference interop testing
e Authors: Federico Sismondi and César Viho

e Contact: Federico Sismondi

6.6. ioppytest

Interoperability testing

KEYWORDS: Interoperability - Conformance testing - CoAP - 6LoWPAN - OneM2M

FUNCTIONAL DESCRIPTION: The software is a framework for developing interoperability tests. The inter-
operability tests help developers of network protocol assessing if their implementations are conformant to
protocol specifications, and interoperable with other implementations.

The software already integrates interoperability tests for CoAP, OneM2M and 6LoWPAN The framework
provides the following features to the users:

e Coordination of the interoperability tests (enabling remote testing )
e  VPN-like connectivity between users’ implementations (enabling remote testing )
e Analysis of exchanged network traces & issuing verdicts
e Automation of open source implementations for based reference interop testing
This framework is the evolution of the CoAP Testing Tool (https://bil.inria.fr/fr/software/view/2937/tab)
o Contact: Federico Sismondi

e URL: https://gitlab.f-interop.eu/f-interop-contributors/ioppytest

6.7. AdaComp

Participants: Corentin Hardy, Bruno Sericola

Our recent works, in collaboration with Technicolor, on deep learning and distributed learning led us to study
a kind of data parallelism called the Parameter Server model. This model consists in sharing the learning of a
deep neural network between many devices (called the workers) via a centralized Parameter Server (PS). We
deployed a platform which allow us to experiment different state-of-the-art algorithms based on the PS model.
The platform is composed of a unique powerful machine where many Linux containers (LXC) are running.
Each LXC executes a Tensorflow session and can be a worker or a PS. The first experimentations were used
to validate the correct functioning of the platform, to better understand its limitations and to determine what
can be measured in an unbiased way. Others experimentations helped us to understand the role of different
parameters of the overall model, mainly those related to the distribution on user-devices, and their impact on
the learning (accuracy of the model, number of iterations to learn the model). During these experimentations,
we noted that the main bottleneck is the ingress traffic of PS during the learning phase. To reduce this ingress
traffic, we chose to compress the messages sent by the workers to the PS. We proposed in [43] a method to
reduce up to 2 orders of magnitude this ingress traffic, keeping a good accuracy on the learned model. This
new method, called AdaComp, is available in github (https://github.com/Hardy-c/AdaComp).

6.8. DNN-withRNL

Participants: Corentin Hardy, Gerardo Rubino, Bruno Sericola
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The extension of the AdaComp method, presented in 6.7, to Random Neural Networks started with the
introduction of Random Neural Layers, see [65]. Concerning the associated software, see https://github.com/
Hardy-c/DNN-with-RNL.

7. New Results

7.1. Performance Evaluation

Participants: Yann Busnel, Yves Mocquard, Bruno Sericola, Gerardo Rubino

Correlation estimation between distributed massive streams. The real time analysis of massive data
streams is of utmost importance in data intensive applications that need to detect as fast as possible and as
efficiently as possible (in terms of computation and memory space) any correlation between its inputs or any
deviance from some expected nominal behavior. The IoT infrastructure can be used for monitoring any events
or changes in structural conditions that can compromise safety and increase risk. It is thus a recurrent and
crucial issue to determine whether huge data streams, received at monitored devices, are correlated or not as it
may reveal the presence of attacks. In [14] we propose a metric, called Codeviation, that allows to evaluate the
correlation between distributed massive streams. This metric is inspired from classical material in statistics and
probability theory, and as such enables to understand how observed quantities change together, and in which
proportion. We then propose to estimate the codeviation in the data stream model. In this model, functions are
estimated on a huge sequence of data items, in an online fashion, and with a very small amount of memory
with respect to both the size of the input stream and the domain from which data items are drawn. We then
generalize our approach by presenting a new metric, the Sketch-vs metric, which allows us to define a distance
between updatable summaries of large data streams. An important feature of the Sketch-v« metric is that, given
a measure on the entire initial data streams, the Sketch-vx metric preserves the axioms of the latter measure on
the sketch. We also conducted extensive experiments on both synthetic traces and real data sets allowing us to
validate the robustness and accuracy of our metrics.

Stream processing systems. Stream processing systems are today gaining momentum as tools to perform
analytics on continuous data streams. Their ability to produce analysis results with sub-second latencies,
coupled with their scalability, makes them the preferred choice for many big data companies.

A stream processing application is commonly modeled as a direct acyclic graph where data operators,
represented by nodes, are interconnected by streams of tuples containing data to be analyzed, the directed edges
(the arcs). Scalability is usually attained at the deployment phase where each data operator can be parallelized
using multiple instances, each of which will handle a subset of the tuples conveyed by the operators’ ingoing
stream. Balancing the load among the instances of a parallel operator is important as it yields to better resource
utilization and thus larger throughputs and reduced tuple processing latencies.

Shuffle grouping is a technique used by stream processing frameworks to share input load among parallel
instances of stateless operators. With shuffle grouping each tuple of a stream can be assigned to any available
operator instance, independently from any previous assignment. A common approach to implement shuffle
grouping is to adopt a Round-Robin policy, a simple solution that fares well as long as the tuple execution
time is almost the same for all the tuples. However, such an assumption rarely holds in real cases where
execution time strongly depends on tuple content. As a consequence, parallel stateless operators within stream
processing applications may experience unpredictable unbalance that, in the end, causes undesirable increase
in tuple completion times. In [61] we propose Online Shuffle Grouping (OSG), a novel approach to shuffle
grouping aimed at reducing the overall tuple completion time. OSG estimates the execution time of each tuple,
enabling a proactive and online scheduling of input load to the target operator instances. Sketches are used to
efficiently store the otherwise large amount of information required to schedule incoming load. We provide a
probabilistic analysis and illustrate, through both simulations and a running prototype, its impact on stream
processing applications.
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Grand Challenge. Since 2011, the ACM International Conference on Distributed Event-based Systems
(DEBS) launched the Grand Challenge series to increase the focus on these systems as well as provide common
benchmarks to evaluate and compare them. The ACM DEBS 2017 Grand Challenge focused on (soft) real-
time anomaly detection in manufacturing equipment. To handle continuous monitoring, each machine is fitted
with a vast array of sensors, either digital or analog. These sensors provide periodic measurements, which
are sent to a monitoring base station. The latter receives then a large collection of observations. Analyzing
in an efficient and accurate way, this very-high-rate — and potentially massive — stream of events is the core
of the Grand Challenge. Although, the analysis of a massive amount of sensor reading requires an on-line
analytics pipeline that deals with linked-data, clustering as well as a Markov model training and querying. The
FlinkMan system [62] proposes a solution to the 2017 Grand Challenge, making use of a publicly available
streaming engine and thus offering a generic solution that is not specially tailored for this or for another
challenge. We offer an efficient solution that maximally utilizes available cores, balances the load among the
cores, and avoids to the extent possible tasks such as garbage collection that are only indirectly related to the
task at hand.

Health big data processing. Sharing and exploiting efficiently Health Big Data (HBD) lead to tackle great
challenges: data protection and governance taking into account legal, ethical and deontological aspects which
enables a trust, transparent and win-to-win relationship between researchers, citizen and data providers. Lack
of interoperability: data are compartmentalized and are so syntactically and semantically heterogeneous.
Variable data quality with a great impact on data management and statistical analysis. The objective of the
INSHARE project [41] is to explore, through an experimental proof of concept, how recent technologies
could overcome such issues. It aims at demonstrating the feasibility and the added value of an IT platform
based on CDW, dedicated to collaborative HBD sharing for medical research.

The consortium includes 6 data providers: 2 academic hospitals, the SNIIRAM (the French national reim-
bursement database) and 3 national or regional registries. The platform is designed following a three steps
approach: (1) to analyze use cases, needs and requirements, (2) to define data sharing governance and se-
cure access to the platform, (3) to define the platform specifications. Three use cases (healthcare trajectory
analysis, epidemiological registry enrichment, signal detection) were analyzed to design the platform corre-
sponding to five studies and using eleven data sources. The governance was derived from the SCANNER
model and adapted to data sharing. As a result, the platform architecture integrates the following tools and ser-
vices: data repository and hosting, semantic integration services, data processing, aggregate computing, data
quality and integrity monitoring, id linking, multi-source query builder, visualization and data export services,
data governance, study management service and security including data watermarking.

Throughput prediction in cellular networks. Downlink data rates can vary significantly in cellular networks,
with a potentially non-negligible effect on the user experience. Content providers address this problem by
using different representations (e.g., picture resolution, video resolution and rate) of the same content and by
switching among these based on measurements collected during the connection. If it were possible to know the
achievable data rate before the connection establishment, content providers could choose the most appropriate
representation from the very beginning. We have conducted a measurement campaign involving 60 users
connected to a production network in France, to determine whether it is possible to predict the achievable data
rate using measurements collected, before establishing the connection to the content provider, on the operator’s
network and on the mobile node. We show that it is indeed possible to exploit these measurements to predict,
with a reasonable accuracy, the achievable data rate [53].

Population protocol model. We consider in [50] a large system populated by n anonymous nodes that
communicate through asynchronous and pairwise interactions. The aim of these interactions is, for each node,
to converge toward a global property of the system that depends on the initial state of the nodes. We focus
on both the counting and proportion problems. We show that for any ¢ € (0, 1), the number of interactions
needed per node to converge is O(In(n/d)) with probability at least 1 — . We also prove that each node can
determine, with any high probability, the proportion of nodes that initially started in a given state without
knowing the number of nodes in the system. This work provides a precise analysis of the convergence bounds,
and shows that using the 4-norm is very effective to derive useful bounds.
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The context of [71] is the well studied dissemination of information in large scale distributed networks through
pairwise interactions. This problem, originally called rumor mongering, and then rumor spreading has mainly
been investigated in the synchronous model, which relies on the assumption that all the nodes of the network
act in synchrony, that is, at each round of the protocol, each node is allowed to contact a random neighbor. In
this paper, we drop this assumption under the argument that it is not realistic in large scale systems. We thus
consider the asynchronous variant, where, at random times, nodes successively interact by pairs exchanging
their information on the rumor. In a previous paper, we performed a study of the total number of interactions
needed for all the nodes of the network to discover the rumor. While most of the existing results involve
huge constants that do not allow us to compare different protocols, we provided a thorough analysis of the
distribution of this total number of interactions together with its asymptotic behavior. In this paper we extend
this discrete-time analysis by solving a conjecture proposed previously and we consider the continuous-time
case, where a Poisson process is associated with each node to determine the instants at which interactions
occur. The rumor spreading time is thus more realistic since it is the time needed for all the nodes of the
network to discover the rumor. Once again, as most of the existing results involve huge constants, we provide
a tight bound and equivalent of the complementary distribution of the rumor spreading time. We also give the
exact asymptotic behavior of the complementary distribution of the rumor spreading time around its expected
value when the number of nodes tends to infinity.

Transient analysis. Last, in two keynotes ([35] and [34]), we described part of our previous analytical
results concerning the transient behavior of well-structured Markov processes, mainly on performance models
(queueing systems), and we presented recent new results that extend those initial findings. The heart of the
novelties lie on an extension of the concept of duality proposed by Anderson in [73] that we call pseudo-dual.
The dual of a stochastic process needs strong monotonicity conditions to exist. Our proposed pseudo-dual
always exist, and is directly defined on a linear system of differential equations with constant coefficients, that
can be, in particular, the system of Chapman-Kolmogorov equations corresponding to a Markov process, but
not necessarily. This allows, for instance, to prove the validity of closed-forms expressions of the transient
distribution of a Markov process in cases where the dual doesn’t exist. The keynote [35] was presented to
a public oriented toward differential equations and dynamical systems; [34] has a more modeling flavour. A
paper is under preparation with the technical details.

7.2. Distributed deep learning on edge-devices

Participants: Corentin Hardy, Gerardo Rubino, Bruno Sericola

A large portion of data mining and analytic services use modern machine learning techniques, such as deep
learning. The state-of-the-art results related to deep learning come at the price of an intensive use of computing
resources. The leading frameworks (e.g., TensorFlow) are executed on GPUs or on high-end servers in data
centers. On the other end, there is a proliferation of personal devices with possibly free CPU cycles; this can
enable services to run in users’ homes, embedding machine learning operations. In [66] and [43], we ask the
following question: Is distributed deep learning computation on WAN connected devices feasible, in spite of
the traffic caused by learning tasks? We show that such a setup rises some important challenges, most notably
the ingress traffic that the servers hosting the up-to-date model have to sustain. In order to reduce this stress, we
propose AdaComp, a novel algorithm for compressing worker updates to the model on the server. Applicable
to stochastic gradient descent based approaches, it combines efficient gradient selection and learning rate
modulation. We experiment and measure the impact of compression, device heterogeneity and reliability on
the accuracy of learned models, with an emulator platform that embeds TensorFlow into Linux containers.
We report a reduction of the total amount of data sent by workers to the server by two order of magnitude
(e.g., 191-fold reduction for a convolutional network on the MNIST dataset), when compared to a standard
asynchronous stochastic gradient descent, while preserving model accuracy. The extension of the AdaComp
algorithm to Random Neural Networks started with the introduction of Random Neural Layers, see [65].

7.3. Network Economics

Participants: Bruno Tuffin, Patrick Maillé, Pierre L’Ecuyer
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The general field of network economics, analyzing the relationships between all acts of the digital economy,
has been an important subject for years in the team. The whole problem of network economics, from theory
to practice, describing all issues and challenges, is described in our book [7].

Roaming. In October 2015, the European parliament has decided to forbid roaming charges among EU mobile
phone users, starting June 2017, as a first step toward the unification of the European digital market. We have
investigated the consequences of such a measure from an economic perspective. In [47], we analyze the effect
of the willingness-to-pay heterogeneity among users (also due to wealth heterogeneity), and the fact that
the roaming behavior is positively correlated with wealth. Our analysis suggests that imposing free roaming
degrades the revenues of the operator but can also deter some users from subscribing; hence we conclude that
such (apparently beneficial) regulatory decisions must be taken with care. In [47], we particularly focus on the
strategies on transit payments between ISPs in different countries. We highlight that scrutiny is also required
since, depending on parameters, consumer surplus or subscription penetration are not necessarily maximized
if free roaming is enforced.

Network neutrality. Most of our activity has been devoted to the vivid network neutrality debate, going
beyond the traditional for or against neutrality, and trying to tackle it from different angles.

Network neutrality has been a very sensitive topic of discussion all over the world. In the keynote talk [59],
we first introduce the elements of the debate and how the problem can be modeled and analyzed through
game theory. With an Internet ecosystem much more complex now than the simple delivery chain Content-
ISP-User, we highlight, in a second step, how neutrality principles can be bypassed in various ways without
violating the rules currently evoked in the debate, for example via Content Delivery Networks (CDNSs), or via
search engines which can affect the visibility and accessibility of content. We describe some other grey zones
requiring to be dealt with and spend some time on discussing the (potential) implications for clouds.

The impact of CDNs on the debate has been detailed in [18]. Content Delivery Networks (CDN) have become
key telecommunication actors. They contribute to improve significantly the quality of services delivering
content to end users. However, their impact on the ecosystem raises concerns about their fairness, and therefore
the question of their inclusion in the neutrality debates becomes relevant. We analyze the impact of a revenue-
maximizing CDN on some other major actors, namely, the end-users, the network operators and the content
providers, at comparing the outcome with that of a fair behavior, and at providing tools to investigate whether
some regulation should be introduced.We present a mathematical model and show that there exists a unique
optimal revenue-maximizing policy for a CDN actor, in terms of dimensioning and allocation of its storage
capacity, and depending on parameters such as prices for service/transport/storage. Numerical experiments are
then performed with both synthetic data and real traces obtained from a major Video-on-Demand provider. In
addition, using the real traces, we compare the revenue-based policy with policies based on several fairness
criteria.

Network neutrality is often advocated by content providers, stressing that side payments to Internet Service
Providers would hinder innovation. However, we also observe some content providers actually paying those
fees. In [24], we intend to explain such behaviors through economic modeling, illustrating how side payments
can be a way for an incumbent content provider to prevent new competitors from entering the market.
We investigate the conditions under which the incumbent can benefit from such a barrier-to-entry, and the
consequences of that strategic behavior on the other actors: content providers, users, and the Internet Service
Provider. We also describe how the Nash bargaining solution concept can be used to determine the side
payment.

Similarly, major content/service providers are publishing grades they give to ISPs about the quality of delivery
of their content. The goal is to inform customers about the “best” ISPs. But this could be an incentive for, or
even a pressure on, ISPs to differentiate service and provide a better quality to those big content providers in
order to be more attractive. Instead of the traditional vision of ISPs pressing content providers, we face here
the opposite situation, still possibly at the expense of small content providers though. We design in [48] a
model describing the various actors and their strategies, analyzes it using non-cooperative game theory tools,
and quantifies the impact of those advertised grades with respect to the situation where no grade is published.
We illustrate that a non-neutral behavior, differentiating traffic, is not leading to a desirable situation.
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Sponsored data. With wireless sponsored data, a third party, content or service provider, can pay for some of
your data traffic so that it is not counted in your plan’s monthly cap. This type of behavior is currently under
scrutiny, with telecommunication regulators wondering if it could be applied to prevent competitors from
entering the market, and what the impact on all telecommunication actors can be. To answer those questions,
we design and analyze in [69] a model where a Content Provider (CP) can choose the proportion of data to
sponsor and a level of advertisement to get a return on investment, and several Internet Service Providers
(ISPs) in competition. We distinguish three scenarios: no sponsoring, the same sponsoring to all users, and a
different sponsoring depending on the ISP you have subscribed to. This last possibility may particularly be
considered an infringement of the network neutrality principle. We see that sponsoring can be beneficial to
users and ISPs, especially with identical sponsoring. We also discuss the impact of zero-rating where an ISP
offers free data to a CP to attract more customers, of and vertical integration where a CP and an ISP are the
same company.

Online platforms and search engines. The search neutrality debate is about whether search engines should
or should not be allowed to uprank certain results among the organic content matching a query. This debate is
related to that of network neutrality, which focuses on whether all bytes being transmitted through the Internet
should be treated equally. In a previous paper, we had formulated a model that formalizes this question and
characterized an optimal ranking policy for a search engine. The model relies on the trade-off between short-
term revenues, captured by the benefits of highly-paying results, and long-term revenues which can increase
by providing users with more relevant results to minimize churn. In [21], we apply that model to investigate
the relations between search neutrality and innovation. We illustrate through a simple setting and computer
simulations that a revenue-maximizing search engine may indeed deter innovation at the content level. Our
simple setting obviously simplifies reality, but this has the advantage of providing better insights on how
optimization by some actors impacts other actors.

Sponsored auctions. Advertisement in dedicated webpage spaces or in search engines sponsored slots is
usually sold using auctions, with a payment rule that is either per impression or per click. But advertisers can
be both sensitive to being viewed (brand awareness effect) and being clicked (conversion into sales). In [23],
we generalize the auction mechanism by including both pricing components: the advertisers are charged when
their ad is displayed, and pay an additional price if the ad is clicked. Applying the results for Vickrey-Clarke-
Groves (VCG) auctions, we show how to compute payments to ensure incentive compatibility from advertisers
as well as maximize the total value extracted from the advertisement slot(s). We provide tight upper bounds
for the loss of efficiency due to applying only pay-per-click (or pay-per-view) pricing instead of our scheme.
Those bounds depend on the joint distribution of advertisement visibility and population likelihood to click on
ads, and can help identify situations where our mechanism yields significant improvements. We also describe
how the commonly used generalized second price (GSP) auction can be extended to this context.

7.4. Monte Carlo

Participants: Bruno Tuffin, Gerardo Rubino, Pierre L’Ecuyer

We maintain a research activity in different areas related to dependability, performability and vulnerability
analysis of communication systems, using both the Monte Carlo and the Quasi-Monte Carlo approaches to
evaluate the relevant metrics. Monte Carlo (and Quasi-Monte Carlo) methods often represent the only tool
able to solve complex problems of these types. We have published an introduction to Monte Carlo methods on
Insterstices, including animations https://interstices.info/jcms/int_69164/la-simulation-de-monte-carlo.

Rare event simulation. The mean time to failure (MTTF) of a stochastic system is often estimated by
simulation. One natural estimator, which we call the direct estimator, simply averages independent and
identically distributed copies of simulated times to failure. When the system is regenerative, an alternative
approach is based on a ratio representation of the MTTF. The purpose of [42] is to compare the two estimators.
We first analyze them in the setting of crude simulation (i.e., no importance sampling), showing that they are
actually asymptotically identical in a rare-event context. The two crude estimators are inefficient in different
but closely related ways: the direct estimator requires a large computational time because times to failure
often include many transitions, whereas the ratio estimator entails estimating a rare-event probability. We then
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discuss the two approaches when employing importance sampling; for highly reliable Markovian systems, we
show that using a ratio estimator is advised.

Another problem studied in [40] is the estimation of the tail of the distribution of the sum of correlated
log-normal random variables. While a number of theoretically efficient estimators have been proposed for
this setting, using a few numerical examples we illustrate that these published proposals may not always be
useful in practical simulations. As a remedy to this defect, we propose a new estimator and we demonstrate
that, not only is our novel estimator theoretically efficient, but, more importantly, its practical performance is
significantly better than that of its competitors.

Random variable generation. Random number generators were invented before there were symbols for
writing numbers, and long before mechanical and electronic computers. All major civilizations through the
ages found the urge to make random selections, for various reasons. Today, random number generators,
particularly on computers, are an important (although often hidden) ingredient in human activity. In the invited
paper [32], we give a historical account on the design, implementation, and testing of uniform random number
generators used for simulation.

We study in [68] the lattice structure of random number generators of the specific MIXMAX family, a class of
matrix linear congruential generators that produce a vector of random numbers at each step. These generators
were initially proposed and justified as close approximations to certain ergodic dynamical systems having the
Kolmogorov K-mixing property, which implies a chaotic (fast-mixing) behavior. But for a K-mixing system,
the matrix must have irrational entries, whereas for the MIXMAX it has only integer entries. As a result, the
MIXMAX has a lattice structure just like linear congruential and multiple recursive generators. We study this
lattice structure for vectors of successive and non-successive output values in various dimensions. We show in
particular that for coordinates at specific lags not too far apart, in three dimensions, all the nonzero points lie
in only two hyperplanes. This is reminiscent of the behavior of lagged-Fibonacci and AWC/SWB generators.
And even if we skip the output coordinates involved in this bad structure, other highly structured projections
often remain, depending on the choice of parameters.

Quasi-Monte Carlo (QMC). In [5], which appeared in 2017, we survey basic ideas and results on randomized
quasi-Monte Carlo (RQMC) methods, discuss their practical aspects, and give numerical illustrations. RQMC
can improve accuracy compared with standard Monte Carlo (MC) when estimating an integral interpreted as a
mathematical expectation. RQMC estimators are unbiased and their variance converges at a faster rate (under
certain conditions) than MC estimators, as a function of the sample size. Variants of RQMC also work for
the simulation of Markov chains, for function approximation and optimization, for solving partial differential
equations, etc. In this introductory survey, we look at how RQMC point sets and sequences are constructed,
how we measure their uniformity, why they can work for high-dimensional integrals, and how can they work
when simulating Markov chains over a large number of steps.

General presentations. Finally, in two general presentations, we described state-of-the-art technologies
available to deal with rare events by means of Monte Carlo techniques, including several methods produced
inside Dionysos. In the tutorial [33], we gave an overview of the field, with a focus on dependability analysis
applications. The keynote [36] described specific procedures taken from our monograph [72], that were
adapted to the needs of the micro-simulation community.

7.5. Wireless Networks

Participants: Yue Li, Imad Alawe, Quang Pham, Patrick Maillé, Yassine Hadjadj-Aoul, César Viho, Gerardo
Rubino

Mobile wireless networks’ improvements. Software Defined Networking (SDN) is one of the key enablers
for evolving mobile network architecture towards SG. SDN involves the separation of control and data plane
functions, which leads, in the context of 5G, to consider the separation of the control and data plane functions
of the different gateways of the Evolved Packet Core (EPC), namely Serving and Packet data Gateways (S
and P-GW). Indeed, the envisioned solutions propose to separate the S/P-GW into two entities: the S/P-GW-
C, which integrates the control plane functions and the S/P-GW-U that handles the User Equipment (UE)
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data plane traffic. There are two major approaches to create and update user plane forwarding rules for such
a partition: (i) considering an SDN controller for the S/P-GW-C (SDNEPC) or (ii) using a direct specific
interface to control the S/P-GW-U (enhancedEPC). In [38], we evaluate, using a testbed, those two visions
against the classical virtual EPC (vEPC), where all the elements of the EPC are virtualized. Besides evaluating
the capacity of the vVEPC to manage and scale to UE requests, we compare the performances of the solutions
in terms of the time needed to create the user data plane. The obtained results allow drawing several remarks,
which may help to dimension the VEPC’s components as well as to improve the S/P-GW-U management
procedure.

One of the requirements of 5G is to support a massive number of connected devices, considering many use-
cases such as IoT and massive Machine Type Communication (MTC). While this represents an interesting
opportunity for operators to grow their business, it will need new mechanisms to scale and manage the
envisioned high number of devices and their generated traffic. Particularity, the signaling traffic, which will
overload the 5G core Network Function (NF) in charge of authentication and mobility, namely Access and
Mobility Management Function (AMF). The objective of [37] is to provide an algorithm based on Control
Theory allowing: (i) to equilibrate the load on the AMF instances in order to maintain an optimal response time
with limited computing latency; (ii) to scale out or in the AMF instance (using NFV techniques) depending
on the network load to save energy and avoid wasting resources. Obtained results indicate the superiority of
our algorithm in ensuring fair load balancing while scaling dynamically with the traffic load. In [64] we are
going further by using new advances on machine learning, and more specifically Recurrent Neural Networks
(RNN), to predict accurately the arrival traffic pattern of devices. The main objective of the proposed approach
is to early react to congestion by pro-actively scaling the AMF VNF in a way to absorb such congestion while
respecting the traffic constraints.

Energy consumption improvements. Recently in cellular networks, the focus has been moved to seeking
ways to increase the energy efficiency by better adapting to the existing users behaviors. In [17], we are going
a step further in studying a new type of disruptive service by trying to answer the question “What are the
potential energy efficiency gains if some of the users are willing to tolerate delays?”’. We present an analytical
model of the energy usage of LTE base stations, which provides lower bounds of the possible energy gains
under a decentralized, noncooperative setup. The model is analyzed in six different scenarios (such as micro-
macro cell interaction and coverage redundancy) for varying traffic and user-tolerable delays. We show that it
is possible to reduce the power consumption by up to 30%.

Computation offloading in mobile network. Mobile edge computing (MEC) emerges as a promising
paradigm that extends the cloud computing to the edge of pervasive radio access networks, in near vicinity to
mobile users, reducing drastically the latency of end-to-end access to computing resources. Moreover, MEC
enables the access to up-to-date information on users’ network quality via the radio network information
service (RNIS) application programming interface (API), allowing to build novel applications tailored to users’
context. In [25] and [49], we present a novel framework for offloading computation tasks, from a user device
to a server hosted in the mobile edge (ME) with highest CPU availability. Besides taking advantage of the
proximity of the MEC server, the main innovation of the proposed solution is to rely on the RNIS API to drive
the user equipment (UE) decision to offload or not computing tasks for a given application. The contributions
are twofold. First, we propose the design of an application hosted in the ME, which estimates the current
value of the round trip time (RTT) between the UE and the ME, according to radio quality indicators available
through RNIS API, and provides it to the UE. Second, we present a novel computation algorithm which, based
on the estimated RTT coupled with other parameters (e.g., energy consumption), decide when to offload UE’s
applications computing tasks to the MEC server. The effectiveness of the proposed framework is demonstrated
via testbed experiments featuring a face recognition application.

Services improvement in wireless heterogeneous networks. With the rapid growth of HTTP-based Adaptive
Streaming (HAS) multimedia video services on the Internet, improving the Quality of Experience (QoE) of
video delivery will be highly requested in wireless heterogeneous networks. Various access technologies such
as 3G/LTE and Wi-Fi with overlapping coverage is the main characteristic of network heterogeneity. Since
contemporary mobile devices are usually equipped with multiple radio interfaces, mobile users are enabled to
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utilize multiple access links simultaneously for additional capacity or reliability. However, network and video
quality selection can have notable impact on the QoE of DASH clients facing the video service’s requirements,
the wireless channel profiles and the costs of the different links. In this context, the emerging Multi-access
Edge Computing (MEC) standard gives new opportunities to improve DASH performance, by moving IT and
cloud computing capabilities down to the edge of the mobile network. In [45], we propose a MEC-assisted
architecture for improving the performance of DASH-based streaming, a standard implementation of a HAS
framework in wireless heterogeneous networks. With the proposed algorithm running as a MEC service, the
overall QoE and fairness of DASH clients are improved in a real time manner in case of network congestion.

QoE aware routing in wireless networks. This year we continued our research on QoE-based optimization
routing for wireless mesh networks. The difficulties of the problem are analyzed and centralized and decen-
tralized algorithms are proposed. The quality of the solution, the computational complexity of the proposed
algorithm, and the fairness are our main concerns. Several centralized approximation algorithms have been al-
ready proposed in order to address the complexity and the quality of possible solutions. This year, we focused
mainly on distributed algorithm to complement of the existing centralized algorithms. We propose decentral-
ized heuristic algorithms based on the well-known Optimized Link-State Routing (OLSR) protocol. Control
packets of OLSR are modified so as to be able to convey QoE-related information. The routing algorithm
chooses the paths heuristically. After that, we studied message passing algorithms in order to find near optimal
routing solutions in cooperative distributed networks. These algorithms have been published in [27], [13].

Sensors networks. In the literature, it is common to consider that sensor nodes in a clustered-based event-
driven Wireless Sensor Network (WSN) use a Carrier Sense Multiple Access (CSMA) protocol with a fixed
transmission probability to control data transmission. However, due to the highly variable environment in these
networks, a fixed transmission probability may lead to a significant amount of extra energy consumption. In
view of this, three different transmission probability strategies for event-driven WSNs were studied in [S1]: the
optimal one, the “fixed” approach and a third “adaptive” method. As expected, the optimum strategy achieves
the best results in terms of energy consumption but its implementation in a practical system is not feasible. The
commonly used fixed transmission strategy (the probability for any node to attempt transmission is a constant)
is the simplest approach but it does not adapt to changes in the system’s conditions and achieves the worst
performance. In the paper, we find that our proposed adaptive transmission strategy, where that probability is
changed depending on specific conditions and in a very precise way, is pretty easy to implement and achieves
results very close to the optimal method. The three strategies are analyzed in terms of energy consumption
but also regarding the cluster formation latency. In [28], we also investigate cluster head selection schemes.
Specifically, we consider two intelligent schemes based on the fuzzy C-means and k-medoids algorithms,
and a random selection with no intelligence. We show that the use of intelligent schemes greatly improves
the performance of the system, but their use entails higher complexity and some selection delay. The main
performance metrics considered in this work are energy consumption, successful transmission probability
and cluster formation latency. As an additional feature of this work, we study the effect of errors in the
wireless channel and the impact on the performance of the system under the different considered transmission
probability schemes.

Transmission delay, throughput and energy are also important criteria to consider in wireless sensor networks
(WSNs). The IEEE 802.15.4 standard was conceived with the objective of reducing resource’s consumption in
both WSNs and Personal Area Networks (WPANS). In such networks, the slotted CSMA/CA still occupies a
prominent place as a channel control access mechanism with its inherent simplicity and reduced complexity. In
[26], we propose to introduce a network allocation vector (NAV) to reduce energy consumption and collisions
in IEEE 802.15.4 networks. A Markov chain-based analytical model of the fragmentation mechanism, in a
saturated traffic, is given as well as a model of the energy consumption using the NAV mechanism. The
obtained results show that the fragmentation technique improves at the same time the throughput, the access
delay and the bandwidth occupation. They also show that using the NAV allows reducing significantly the
energy consumption when applying the fragmentation technique in slotted CSMA/CA under saturated traffic
conditions.

7.6. Optical Networks



200 Activity Report INRIA 2017

Participants: Nicolds Jara, Gerardo Rubino

The rapid increase in demand for bandwidth in communication networks has caused a growth in the use
of technologies based on WDM optical infrastructures. Nevertheless, in this last decade many researchers
have recognized a “Capacity Crunch” associated with this technology, a transmission capacity limit on optical
fibers, that is close to be reached pretty soon. This situation claims for an evolution on the currently used WDM
optical architectures, in order to satisfy this relentless exponential growth in bandwidth demand. Following this
trend, research started to examine in some detail specific aspects of the present functioning, and in particular,
the way these networks are operated. Currently, optical networks are operated statically, but this is known to
be inefficient in the usage of network resources, and with the previously mentioned upcoming risk of capacity
collapse, it is of pressing matter to upgrade it. To this purpose, several proposals have been addressed and
researched so far. Among these solutions, dynamic optical networks is the one closest to be implemented, but
it has not been considered yet since the network cost savings are not enough to convince enterprises. This has
been the focus of our research effort in the area.

The design of dynamic optical networks decomposes into different tasks, where the engineers must basically
organize the way the main system’s resources are used, minimizing the design and operation costs and
respecting critical performance constraints. These tasks must guarantee certain level of quality of service (QoS)
pre-established in the Service Level Agreement. In order to provide a proper quality of service measurement,
we propose a new fast and accurate analytical method to evaluate the blocking probability that is at the heart
of the path toward solving all the mentioned design problems. Blocking probability is the main QoS metric
considered in the field. This work has been done in [20], where an analytical procedure has been proposed that
combines efficiency and accuracy.

Next, the different tasks that must be addressed to find a good global design have been addressed in [19].
These are: which wavelength is going to be used by each user (the Wavelength Assignment Problem), how
many wavelengths will be needed on each network link (the Wavelength Dimensioning Problem), and which
set of paths enabling each network user to transmit (known as the Routing Problem) are to be established
in order to minimize costs and to deal with link failures when the network is operating (this is the Fault
Tolerance Problem). Two types of innovations and presented in this last paper. First, each of the problems
receives a solution shown to be highly efficient. Second, and this is also new, we solve all the design problems
simultaneously, using a single global algorithm (the usual way is to isolate them and to solve them one at a
time, in a specific order). This work may provide a strategy to finally achieve sufficient cost savings, and thus,
to contribute to make the decision to migrate from static to dynamic resource allocation easier. A preliminary
version of a part of these results was presented previously in [44].

7.7. Future networks and architectures

Participants: Jean-Michel Sanner, Hamza Ben Ammar, Louiza Yala, Yassine Hadjadj-Aoul, Gerardo Rubino

SDN and NFV placement. Mastering the increasing complexity of current and future networks, while
reducing the operational and investments costs, is one of the major challenges faced by network operators
(NOs). This explains in large part the recent enthusiasm of NOs towards Software Defined Networking (SDN)
and Network Function Virtualization (NFV). Indeed, on the one hand, SDN makes it possible to get rid of the
control plane distribution complexity, by centralizing it logically, while allowing its programmability. On the
other hand, the NFV allows virtualizing the network functions, which considerably facilitates the deployment
and the orchestration of the network resources. Providing a carrier grade network involves, however, several
requirements such as providing a robust network meeting the constraints of the supported services. In order to
achieve this objective, it is clearly necessary to scale network functions while placing them strategically in a
way to guarantee the system’s responsiveness.

The placement in TelCo networks are generally multi-objective and multi-constrained problems. The solutions
proposed in the literature usually model the placement problem by providing a mixed integer linear program
(MILP). Their performances are, however, quickly limited for large sized networks, due to the significant
increase in the computational delays. In order to avoid the inherent complexity of optimal approaches and the
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lack of flexibility of heuristics, we propose in [54] a genetic algorithm designed from the NSGA II framework
that aims to deal with the controller placement problem. Genetic algorithms can be both multi-objective,
multi-constraints and can be designed to be implemented in parallel. They constitute a real opportunity to find
good solutions to this category of problems. Furthermore, the proposed algorithm can be easily adapted to
manage dynamic placements scenarios. In [55], our main focus were devoted to maximize the clusters average
connectivity and to balance the control’s load between clusters, in a way to improve the networks’ reliability.

We focus, in [60], on the problem of optimal computing resource allocation and placement for the provision
of a virtualized Content Delivery Network (CDN) service over a telecom operator’s Network Functions
Virtualization (NFV) infrastructure. Starting from a Quality of Experience (QoE)-driven decision on the
necessary amount of CPU resources to allocate in order to satisfy a virtual CDN deployment request
with QoE guarantees, we address the problem of distributing these resources to virtual machines and
placing the latter to physical hosts, optimizing for the conflicting objectives of management cost and service
availability, while respecting physical capacity, availability and cost constraints. We present a multi-objective
optimization problem formulation, and provide efficient algorithms to solve it by relaxing some of the original
problem’s assumptions. Numerical results demonstrate how our solutions address the trade-off between service
availability and cost, and show the benefits of our approach compared with resource placement algorithms
which do not take this trade-off into account.

Real-time NFV placement in edge cloud. Sometimes, the placement of NFV can not be planned in advance
and therefore requires real-time placement as requests arrive. The placement is particularly challenging with
the recent development of geographically distributed mini data centers, also referred to as cloudlets, at the edge
of the network (i.e., typically at Points of Presence (PoPs) level). These edge data centers have rather small
capacities in terms of storage, computing and networking resources, when compared with the huge centralized
data centers deployed today.

All these radical changes in NOs’ infrastructures raise many new issues (especially in terms of resource
allocation), which so far have not been considered in the cloud literature. Traditionally, resources in cloud
platforms are considered as to be infinite and request blocking is most of the time ignored when evaluating
resources’ allocation algorithms, precisely because of this infinite capacity assumption. However, if we assume
that the NO’s infrastructure will very likely be composed of small data centers with limited capacities, and
deployed at the edge of network, the congestion of such a system may occur, notably if the demand is
sufficiently high and exceeds what the infrastructure can handle at a given time.

We proposed in [57] an analytical model for the blocking analysis in a multidimensional cloud system, which
was validated using discrete events’ simulations. Besides, we conducted a comparative analysis of the most
popular placement’s strategies. The proposed model, as well as the comparative study, reveal practical insights
into the performance evaluation of resource allocation and capacity planning for distributed edge cloud with
limited capacities.

In [58] we set design principles of future distributed edge clouds in order to meet application requirements.
We precisely introduce a costless distributed resource allocation algorithm, named CLOSE, which considers
local information only. We compare via simulations the performance of CLOSE against those obtained by
using mechanisms proposed in the literature, notably the Tricircle project within OpenStack. It turns out that
the proposed distributed algorithm yields better performance while requiring less overhead.

In the context of the Open Network Automation Platform (ONAP), we develop in [56] a resource allocation
strategy for deploying Virtualized Network Functions (VNFs) on distributed data centers. For this purpose,
we rely on a three-level data center hierarchy exploiting co-location facilities available within Main and
Core Central Offices. We precisely propose an active VNFs’ placement strategy, which dynamically offloads
requests on the basis of the load observed within a data center. We compare via simulations the performance of
the proposed solution against mechanisms so far proposed in the literature, notably the centralized approach of
the multi-site project within OpenStack, currently adopted by ONAP. Our algorithm yields better performance
in terms of both data center occupancy and overhead. Furthermore, it allows extending the applicability of
ONAP in the context of distributed cloud, without requiring any modification.
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Content Centric Networking. Content-Centric Networking (CCN) has been proposed to address the chal-
lenges raised by the Internet usage evolution over the last years. One key feature provided by CCN to improve
the efficiency of content delivery is the in-network caching, which has major impact on the system perfor-
mance. In order to improve caching effectiveness in such systems, the study of the functioning of CCN in-
network storage must go deeper. In [39], we propose MACS, a Markov chain-based Approximation of CCN
caching Systems. We start initially by modeling a single cache node. Then, we extend our model to the case
of multiple nodes. A closed-form expression is then derived to define the cache hit probability of each content
in the caching system. We compare the results of MACS to those obtained with simulations. The conducted
experiments show clearly the accuracy of our model in estimating the cache hit performance of the system.

In [16], we present the design and implementation of a Content-Delivery-Network-as-a-Service (CDNaaS)
architecture, which allows a telecom operator to open up its cloud infrastructure for content providers to deploy
virtual CDN instances on demand, at regions where the operator has presence. Using northbound REST APIs,
content providers can express performance requirements and demand specifications, which are translated into
an appropriate service placement on the underlying cloud substrate. Our architecture is extensible, supporting
various different CDN flavors, and, in turn, different schemes for cloud resource allocation and management. In
order to decide on the latter in an optimal manner from an infrastructure cost and a service quality perspective,
knowledge of the performance capabilities of the underlying technologies and computing resources is critical.
Therefore, to gain insight which can be applied to the design of such mechanisms, but also with further
implications on service pricing and SLA design, we carry out a measurement campaign to evaluate the
capabilities of key enabling technologies for CDNaaS provision. In particular, we focus on virtualization and
containerization technologies for implementing virtual CDN functions to deliver a generic HTTP service, as
well as an HTTP video streaming one, empirically capturing the relationship between performance and service
workload, both from a system operator and a user-centric viewpoints.

New tools for network design. In the efforts for designing future networks’ topologies, the inclusion of
dependability aspects has been recently enriched with finer criteria, and one relatively new family of metrics
consider diameter-constrained parameters that capture more accurately reliability aspects of communication
infrastructures. This is done by taking into account not only connectivity properties but also delays when nodes
are connected. Paper [15] deals with factorization theory in diameter-constrained reliability, when terminal
nodes are further required to be connected by d hops or fewer (d is a given strictly positive parameter of
the metric, called its diameter). This metric was defined in 2001, inspired by delay-sensitive applications in
telecommunications. Factorization theory is fundamental for classical network reliability evaluation, and today
it is a mature area. However, its extension to the diameter-constrained context requires at least the recognition
of irrelevant links, which is an open problem. In this paper, irrelevant links are efficiently determined in the
most used case, where we consider the communication between a given pair of nodes in the network. The
article also proposes a Factoring algorithm that includes the way series-parallels substructures can be handled.

Quality of Experience activities. We continue to develop tools for Quality of Experience assessment, and
applications of this quantitative evaluation.

Predicting time series. For the future of the PSQA project, we intend to integrate the capability of predicting
the Perceptual Quality and not only evaluating its current value. With this goal in mind, we explored this year
the idea of combining a Reservoir Computing architecture (whose good performances have been reported
many times, when used to predict sequences of numbers or of vectors) with Recurrent Random Neural
Networks, that belong to a class of Neural Networks that have some nice properties. Both have been very
successful in many applications. In [29] we propose a new model belonging to the first class, taking the
structure of the second for its dynamics. The new model is called Echo State Queuing Network. The paper
positions the model in the global Machine Learning area, and provides examples of its use and performances.
We show on largely used benchmarks that it is a very accurate tool, and we illustrate how it compares with
standard Reservoir Computing models. In [31] we presented some preliminary results to the Random Neural
Network community.

QoE and P2P design. In [30] we describe a Peer-to-Peer (P2P) network that was designed to support Video
on Demand (VoD) services. The network is based on a video-file sharing mechanism that classifies peers
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according to the window (segment of the file) that they are downloading. This classification easily allows
identifying peers that are able to share windows among them, so one of our major contributions is the definition
of a mechanism that could be implemented to efficiently distribute video content in future 5G networks.
Considering that cooperation among peers can be insufficient to guarantee an appropriate system performance,
we also propose that this network must be assisted by upload bandwidth coming from servers; since these
resources represent an extra cost to the service provider, especially in mobile networks, we complement our
work by defining a scheme that efficiently allocates them only to those peers that are in windows with resources
scarcity (we called it prioritized windows distribution scheme). On the basis of a fluid model and a Markov
chain, we also develop a methodology that allows us to select the system parameters values (e.g., windows
sizes or minimum servers upload bandwidth) that satisfy a set of Quality of Experience (QoE) parameters.

8. Bilateral Contracts and Grants with Industry

8.1. Cifre contract on Device-Assisted Distributed Machine-Learning on Many

Cores

Participants: Corentin Hardy, Bruno Sericola

This is a Cifre contract including a PhD thesis supervision (PhD of Corentin Hardy), done with Technicolor.
The starting point of this thesis is to consider the possibility to deploy machine-learning algorithms over many
cores, but out of the datacenter, on the devices (home-gateways) deployed by Technicolor in users’ homes.
In this device-assisted view, an initial processing step in the device may significantly reduce the burden on
the datacenter back-end. Problems are numerous (power consumption, CPU power, network bandwidth and
latency), but costs for the operator can be lowered and scale may bring some new level in data processing.

8.2. Cifre contract on Throughput Prediction in Mobile Networks

Participants: Yann Busnel

This is a Cifre contract (2015-2018) including a PhD thesis supervision (PhD of Alassane Samba), done with
Orange, on cooperation in statistical approaches for the prediction of throughput without history. Throughput
has a strong impact on user experience in cellular networks. The ability to predict the throughput of a
connection, before it starts, brings new possibilities, particularly to Internet service providers. They could
adapt contents to the quality of service really reachable by users, in order to enhance their experience.

8.3. Cifre contract on Mobile SDN architecture

Participants: Yassine Hadjadj-Aoul, César Viho

This is a Cifre contract (2015-2018) including a PhD thesis supervision (PhD of Imad Alawe), done with TDF,
on the proposition of a scalable SDN-based mobile network architectures for the future 5G network.

8.4. Cifre contract on Personalization for Cognitive Autonomic Networks in

5G

Participants: César Viho

This is a Cifre contract (2017-2019) including a PhD thesis supervision (PhD of Illyyne Saffar), done with
Nokia, on the proposition to use machine learning and data analytics to transform user and network data into
actionable knowledge which in turn can be automatically exploited by Autonomic Networking approaches for
cognitive self management of the 5G network.

8.5. Bilateral Contract with Industry: ALSTOM-Inria Common Lab

Participants: Bruno Tuffin, Gerardo Rubino
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Bruno Tuffin is the co-director of ALSTOM-Inria common Lab.

The group currently manages a project with ALSTOM on system availability simulation taking into account
logistic constraints. Current ALSTOM Transport and Power contracts, especially service-level agreements,
impose stringent system availability objectives. Non-adherence to the required performance levels often leads
to penalties, and it is therefore critical to assess the corresponding risks already at a tender stage. The challenge
is to achieve accurate results in a reasonable amount of time. Monte Carlo simulation provides estimates of
the quantities it is desired to predict (e.g., availability). Since we deal with rare events, variance reduction
techniques, specifically Importance Sampling (IS) here, is used. The goal of the project is to establish the
feasibility of IS for solving problems relevant to ALSTOM and to develop the corresponding mathematical
tools.

8.6. Bilateral Contract with Industry: ADR Nokia Bell Labs
Participants: Yassine Hadjadj-Aoul, Gerardo Rubino

Gerardo Rubino is the coordinator of the reasearch action, named “Analytics and machine learning”, with
Nokia Bell Labs.

The objective is to carry out common research on an integrated framework for 5G, programmable networks,
IoT and clouds that aims at statically and dynamically managing and optimizing the 5G infrastructure using,
in particular, machine learning techniques.

9. Partnerships and Cooperations

9.1. National Initiatives

9.1.1. ANR

e Sofiene Jelassi is participating at 20% of his time to the IRT BCOM granted by the ANR.
e  Yassine Hadjadj-Aoul is participating at 20% of his time to the IRT BCOM granted by the ANR.

e Yann Busnel is a member of the three following projects: SocioPlug granted by the ANR (ANR-
13-INFR-0003), INSHARE granted by the ANR (ANR-15-CE19-0024) and BigClin granted by the
LabEx CominLabs (ANR-10-LABX-07-01).

9.1.2. IPL (Inria Project Lab) BetterNet

Yassine Hadjadj-Aoul, Gerardo Rubino and Bruno Tuffin are members of the IPL (Inria Project Lab)
BetterNet: An Observatory to Measure and Improve Internet Service Access from User Experience, 2016-
2020.

BetterNet aims at building and delivering a scientific and technical collaborative observatory to measure and
improve the Internet service access as perceived by users. In this Inria Project Lab, we will propose new
original user-centered measurement methods, which will associate social sciences to better understand Internet
usage and the quality of services and networks. Our observatory can be defined as a vantage point, where: 1)
tools, models and algorithms/heuristics will be provided to collect data, 2) acquired data will be analyzed, and
shared appropriately with scientists, stakeholders and civil society, and 3) new value-added services will be
proposed to end-users.

9.2. European Initiatives

9.2.1. Eurostars Camion Project

Participants: Yassine Hadjadj-Aoul
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We were involved in a 30 months Eurostars European Project named Camion, which started on October 2014,
aiming at offering cost-efficient, QoE-optimized content delivery, allowing for faster content access, as well as
offline operation, while improving wireless network capacity and coverage. Camion is leaded by JCP-Connect,
and the partners are a SME (FON) and our team. The project ended by June 2017.

9.2.2. Collaborations in European Programs

9.2.2.1. FINTEROP
Program: H2020-ICT-12-2015
Project acronym: F-Interop

Project title: FIRE+ online interoperability and performance test tools to support emerging technolo-
gies from research to standardization and market launch

Duration: November 2015 — October 2018
Coordinator: UPMC-LIP6
Other partners: 9 partners including (F. Sismondi and C. Viho (Dionysos); T. Watteyne (Eva))

Abstract: The goal of F-Interop is to extend FIRE+ with online interoperability and performance test
tools supporting emerging loT-related technologies from research to standardization and to market
launch for the benefit of researchers, product development by SME, and standardization processes.

9.2.3. Collaborations with Major European Organizations

Partner 1: Sapienza University of Rome, Italy.

We work with Nicol6 Rivetti and Leonardo Querzoni on the analysis of stream processing systems.

9.3. International Initiatives

9.3.1. Inria International Partners

9.3.1.1. Informal International Partners

e We maintain a strong line of collaborations with the Technical University Federico Santa Marfa
(UTFSM), Valparaiso, Chile. Over the years, this has taken different forms (associated team Manap,
Stic AmSud project “AMMA”, Stic AmSud project “DAT”). In 2017, we had a joint PhD work
running (PhD of Nicoldas Jara, to be defended at the beginning of next year), and a new joint PhD to be
started in 2018 (PhD of Jonathan Olavarria). The first one is on optical network analysis and design,
the second one on modeling evaluation techniques, with focus on Stochastic Activity Networks.

e  We started a collaboration with the Faculty of Sciences of the university of the Republic, in Uruguay,
on the application of mathematical modeling tools to a better understanding of a cognitive disease
called semantic dementia. This involves Prof. Eduardo Mizraji and Jorge Graneri, PhD student,
whose co-advisors are Prof. Mizraji and G. Rubino from Dionysos. Our contribution to this project
is around the use of mathematical models, in particular around neural structures.

9.3.2. Participation in Other International Programs

9.3.2.1. International Initiatives
SM-HCD-HDD
Title: Statistical methods for highly complex and/or high dimensional data
International Partner (Institution - Laboratory - Researcher):

Universidad de la Republica Uruguay (Uruguay), Faculty of Sciences; Resp.: Ricardo
Fraiman, Department of Mathematics

CNRS (France); Resp.: Catherine Aaron
Universidad Nacional del Litoral (Argentina); Resp.: Liliana Forzani

Duration: 3 years
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Start year: 2016

In this project we work on specific statistical tools, mainly concerning predicting the behavior of
time series. Our goal is to improve our tools for Perceptual Quality evaluation.

9.3.2.2. International Initiatives
MOCQUASIN
Title: Monte Carlo and Quasi- Monte Carlo for rare event simulation
International Partner (Institution - Laboratory - Researcher):
Université de Montréal (Canada) - DIRO - Pierre L’Ecuyer
Duration: 3 years
Start year: 2013
See also: http://www.irisa.fr/dionysos/pages_perso/tuffin/MOCQUASIN/

The goal of this team is to compute integrals, sums or to solve equations or optimization problems
by means of Monte Carlo methods, which are statistical tools used when the models have a high
complexity (for instance a large dimension). They are unavoidable tools in areas such as finance,
electronics, seismology, computer science, engineering, physics, transport, biology, social sciences...
Nonetheless, they have the reputation of being slow, i.e. to require a large computational time to reach
a given precision. The goal of the project is to work on acceleration techniques, meaning methods
allowing to reach the targeted precision in a shorter computational time. A typical framework is
that of rare event simulation for which getting even only one occurrence of the event of interest
could require a very long time. In this case, there are two main acceleration techniques: importance
sampling and splitting, on which we work.

9.4. International Research Visitors

9.4.1. Visits of International Scientists

e Pierre L’Ecuyer holds an Inria International Chair, Nov. 2013- Oct. 2018.

e Marvin Nakayama (New Jersey Institute of Technology, NJ, USA) visited us 3 days in October to
work on the estimation of quantiles in the case of rare events.

e Jonathan Olavarria, from UTFSM, Chile, from January to March (for two months), to work on
stochastic models.

e  Prof. Leslie Murray, from University of Rosario, Argentina (one month, February) to work on Monte
Carlo techniques for rare event analysis.

e Jorge Graneri, from UDELAR, Uruguay (two months in the last quarter of the year, to work on
biological applications).

e Prof. Claudio Risso, from UDELAR, Uruguay (two weeks in the last quarter of the year, to work on
time series predictions).

e Prof. Gustavo Guerberoff, from UDELAR, Uruguay (two weeks in the last quarter of the year, to
work on time series predictions).

10. Dissemination

10.1. Promoting Scientific Activities

10.1.1. Scientific Events Organisation

10.1.1.1. Member of the Organizing Committees
Pierre L’Ecuyer is member of the Steering Committee of MCQMC.
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G. Rubino and B. Tuffin are members of the Steering Committee of the International Workshop on Rare Event
Simulation (RESIM).

Y. Hadjadj-Aoul is co-chairing the Steering Committee of the International Conference on Information and
Communication Technologies for Disaster Management (ICT-DM) from December 2016 and member of the
steering committee since 2016.

Y. Hadjadj-Aoul is co-charing ISNCC’2018, “The 5th International Symposium on Networks, Computers and
Communications” (Co-sponsored by IEEE), Roma, Italy (May 2018)

Yann Busnel has been member of the Organization Committee of AlgoTel 2017 (19¢mes Rencontres Franco-
phones sur les Aspects Algorithmiques des Télécommunications), which held in Quiberon in June 2017.
10.1.2. Scientific Events Selection

10.1.2.1. Chair of Conference Program Committees

e Patrick Maillé and Bruno Tuffin were co-chairs of the International Workshop on Advanced Internet
Charging and QoS technologies (ICQT’17), Tokyo, Japan, in November 2017

e Yassine Hadjadj-Aoul was co-chair of ISNCC’2017, “The 4th International Symposium on Net-
works, Computers and Communications” (Co-sponsored by IEEE), Marrakech, Morocco (May
2017)
10.1.2.2. Member of the Conference Program Committees
Yann Busnel was a member of the Program Committee of the following events:

e NCA 2017: 16th IEEE International Symposium on Network Computing and Applications, Boston,
USA, October 2017.

e CoRes 2017: 2emes Rencontres Francophones sur la Conception de Protocoles, 1'Evaluation de
Performance et I’Expérimentation des Réseaux de Communication, Quiberon, France, May 2017.

Pierre L’Ecuyer was a member of the Program Committee of the following events:

e MCM’2017: Eleventh International Conference on Monte Carlo Methods and its Applications,
Montreal, Canada, July 2017.

e ICORES 2017: International Conference on Operations Research and Enterprise Systems, Porto,
Portugal, Feb. 2017.

Patrick Maillé was a member of the Program Committee of the following events:

e 15th International Symposium on Modeling and Optimization in Mobile, Ad Hoc, and Wireless
Networks, Telecom ParisTech, Paris, France, 15th - 19th May, 2017.

o NetEcon 2017: the 12th Workshop on the Economics of Networks, Systems and Computation,
Cambridge, MA, USA, June 2017.
Bruno Sericola was a member of the Program Committee of the following event:
e ASMTA 2017: International Conference on Analytical and Stochastic Modelling Techniques and
Applications, Newcastle-upon-Tyne, United Kingdom, 10-12 July 2017.
Gerardo Rubino was a member of the Program Committee of the following events:

e 11th International Conference on Monte Carlo Methods and Applications (MCM 2017), Montreal,
Canada, July 3-7, 2017.

e  XLIII Latin-American Conference in Computer Science (CLEI 2017), Cérdoba, Argentina, Septem-
ber 4-8, 2017.

e IX International Congress of Computer Science and Telecommunications (COMTEL 2017), Lima,
Peru, October 11-13, 2017.
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Bruno Tuffin was a member of the Program Committee of the following events:

6th Workshop on Smart Data Pricing (SDP 2017), Workshop of IEEE INFOCOM 2017, Atlanta,
GA, USA, May 2017.

The Third International Symposium on Ubiquitous Networking (UNET 2017), Casablanca, Mo-
rocco, May 10-12, 2017.

NetEcon 2017: the 12th Workshop on the Economics of Networks, Systems and Computation,
Cambridge, MA, USA, June 2017.

11th International Conference on Monte Carlo Methods and Applications (MCM 2017), Montreal,
Canada, July 3-7, 2017.

7th International Conference on Simulation and Modeling Methodologies, Technologies and Appli-
cations (SIMULTECH), Madrid, Spain, 29-31 July 2017.

14th International Conference on Economics of Grids, Clouds, Systems & Services (GECON’2017),
Biarritz-Anglet-Bayonne, France, Sept. 19-21, 2017.

The International Conference on Wireless Networks and Mobile Communications (WINCOM’17).
Rabbat, Morocco, November 1-4, 2017.

IEEE Globecom 2017, Singapore, Dec. 4-8, 2017

11th EAI International Conference on Performance Evaluation Methodologies and Tools (Value-
Tools 2017), Venice, Italy, December 5-7, 2017

Yassine Hadjadj-Aoul was a member of the Program Committee of the following events:

IEEE Globecom 2017, Singapore, Dec. 4-8, 2017
IEEE ICC 2017, Paris, France, May. 21-25, 2017
IEEE WCNC 2017, San Francisco, USA, March 19-22

IEEE Symposium on Computers and Communications (ISCC 2017), Heraklion, Crete, Greece, July
3-6, 2017

IEEE International Symposium on Networks, Computers and Communications (ISNCC 2017),
Marrakech, Morroco, May 16-18, 2017

10.1.2.3. Reviewer

Yann Busnel served as a reviewer for several major international conferences, such as DaWak 2017 (19th

International Conference on Big Data Analytics and Knowledge Discovery).

Bruno Sericola served as a reviewer for several major international conferences.

Yassine Hadjadj-Aoul served as a reviewer for several major international conferences.

Gerardo Rubino served as a reviewer for several major international conferences, including those at which he

served as a member of the Committee Program.

10.1.3. Journal
10.1.3.1. Member of the Editorial Boards

Bruno Tuffin is the Simulation Area Editor for Informs Journal on Computing.

Pierre L’Ecuyer is an associate editor for the following journals:

ACM Transactions on Mathematical Software, since August 2004.
Statistics and Computing (Springer-Verlag), since June 2003.

International Transactions in Operational Research, since May 2007.

Bruno Tuffin is an associate editor for the following journal:

ACM Transactions on Modeling and Computer Simulation, since November 2008.
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Bruno Sericola is an associate editor for the following journals:
e International Journal of Stochastic Analysis, since April 2010.
e Performance Evaluation, since April 2015.

Bruno Sericola is Editor in Chief of the books series “Stochastic Models in Computer Science and Telecom-
munications Networks”, ISTE/WILEY, since March 2015.

10.1.3.2. Reviewer - Reviewing Activities

Yann Busnel served as a reviewer for several major international journals, such as TPDS (IEEE Transactions
on Parallel and Distributed Systems).

In addition to the reports done during his associate editor and conference TPC member duties, Bruno Tuffin
has reviewed papers in 2017 for IEEE JSAC, ACM TOIT, Telecom Policy, [EEE/ACM TON.

Bruno Sericola served as a reviewer for several major international journals.

Yassine Hadjadj-Aoul served as a reviewer for several major international journals, such as TVT (IEEE
Transaction on Vehicular Technology) and IEEE JSAC.

César Viho reviewed papers for the journals IEEE Transaction on Wireless Communication, IEEE Transac-
tions on Vehicular Communications, IEEE Communications Magazine, and for the following international
conferences: IWCNC, Globecom, and CCNC.

Gerardo Rubino served as a reviewer for several major international journals.
10.1.4. Invited Talks

Yann Busnel made several invited and keynote talks in 2017:

o Analyse et traitement de flux de données a large échelle, Invited talk at Journées non thématiques
RESCOM 2017, Nice, France, January 2017.

e Analyse et traitement de flux de données a large échelle Invited talk at Journées ARC du GRD MACS
2017, Paris, France, May 2017.

e  Ordonnancement dynamique pour un équilibrage de charge quasi-optimal dans les systemes de
traitement de flux, Plenary talk at AlgoTel 2017, Quiberon, France, June 2017.

o Comment créer un cloud social sécurisé pour ses données ? Le projet SocioPlug ! invited talk at
23eme Technoférence du Pole Images & Réseaux, Nantes, France, December 2017.

B. Tuffin gave a keynote talk “Network Neutrality: Modeling, Challenges, and its Impact on Clouds” at the
14th International Conference on Economics of Grids, Clouds, Systems & Services (GECON 2017), Keynote
talk, Bayonne Anglet, France, September 19-21, 2017.

B. Tuffin gave the following seminar presentation:
e B. Tuffin. Neutralité du Net: introduction, modélisation et défis. ENS Rennes, Feb. 7, 2017.
e B. Tuffin. La fausse neutralité du net ? ENS-ENSSIB, Lyon, Mars 2017.

Yassine Hadjadj-Aoul led a panel on “Intelligence defined network for future smart cities” during the 4th
International Symposium on Networks, Computers and Communications (ISNCC 2017).

Raymond Marie gave a seminar at the Polytechnic University of Hong Kong during a two-week stay as a
guest.

G. Rubino made several invited and keynote talks in 2017. Two around Monte Carlo techniques:

e “Rare events in simulation: issues and techniques”, plenary talk, for the micro-simulation community
(see [36]).

e “Dependability Analysis through Monte Carlo Methods: The Case of Rare Events”, a tutorial
(see [33)).
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and two around transient analysis of Markovian processes:

e  “On the derivation of closed-form expressions of the solutions to (possibly infinite) some simple
linear systems of ODEs”, keynote for researchers in dynamical systems and differential equations
(see [35)).

e “New results on the transient analysis of some fundamental queuing systems”, keynote oriented to
modeling (see [34]).
10.1.5. Leadership within the Scientific Community
Yann Busnel is a member of the CSV (the technical committee) of the Images and Networks Cluster of
Brittany, France.
Yann Busnel is a member of the Steering Committee of the RESCOM research group at GDR CNRS RSD.

Yassine Hadjadj-Aoul is a founding member of Special Interests Group “IEEE Sig on Big Data with
Computational Intelligence”, under the IEEE COMSOC Big Data TC (since June 2017).

Yassine Hadjadj-Aoul is a member of the GT ARC (Automatique et Réseaux de Communication) scientific
committee (since Nov. 2017)

Gerardo Rubino is one of the three French representatives at the Scientific Committee of the IFCAM (Indo-
French Centre for Applied Mathematics), managing the cooperation in mathematics of the two countries, and
federating at the French side, among several other participants, Inria and CNRS.

Gerardo Rubino is a member of the CSV (the technical committee) of the Images and Networks Cluster of
Brittany, France.

10.1.6. Scientific Expertise
César Viho has reviewed project proposals for the ANR and for CIFRE contracts for the ANRT.

Gerardo Rubino has participated as an expert for several institutions abroad, and for different tasks (recruit-
ments, promotions, prizes): the University of Vienna, Austria, the University of New South Wales, Australia,
the UTFSM, Chile.

10.1.7. Research Administration

e  Bruno Tuffin is the co-director of the common lab ALSTOM-Inria since 2014.

e  Bruno Tuffin was a member of Inria-MITACS selection committee.

e  Bruno Tuffin was a member of Inria Rennes’ “Inria delegation” selection committee.
e  Bruno Tuffin was a member of Inria Rennes’ post-doc selection committee.

e  Yann Busnel is head of “Network System, Cybersecurity and Digital law” Research Department at
IMT Atlantique.

e Yann Busnel is member of Development Council of Computer Sciences Master at University of
Nantes.

e  Bruno Sericola is responsible for the Inria Rennes-Bretagne Atlantique budget.

e Bruno Sericola is the leader of the research group MAPI (Math Appli Pour I’Info) the goal of which
is to improve the collaboration between computer scientists and mathematicians.

e  (César Viho is director of the MathSTIC (Mathematics, Electronics and Computer Sciences) doctoral
school in charge of managing the recruitment of around 1100 PhD students and their activities during
their doctorate, in all the concerned areas of the UBL (Université Bretagne Loire).

10.2. Teaching - Supervision - Juries

10.2.1. Teaching
Master: Bruno Tuffin, MEPS (performance evaluation), 35h, M1, Univ Rennes, France
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Master: Bruno Tuffin, GTA (Game Theory and Applications), 15h, M2, Univ Rennes, France
Master: Patrick Maillé, GTA (Game Theory and Applications), 15h, M2, Univ Rennes, France
Master: Patrick Maillé, Simulation and queuing theory, 25h, M2, IMT Atlantique, France
Licence: Patrick Maillé, Techniques and models in networks, 20h, L3, IMT Atlantique, France
Master: Patrick Maillé, Performance Evaluation, 30h, M1, IMT Atlantique, France

Licence: Yann Busnel, Introduction to Network, 15h, 1st year ENS Rennes, France

Master: Yann Busnel, Big Data and Stream Processing, 9h, IMT Atlantique, Rennes, France
Master: Bruno Sericola, Mathematics, 12h, M2, Istic/University of Rennes 1, France.

Master: Bruno Sericola, Logistic and performance, 12h, M2, Faculté de sciences économiques, Univ
of Rennes 1, France

Master: Bruno Sericola, MEPS (performance evaluation), 36h, M1, Univ Rennes, France

Master pro 2nd year: Yassine Hadjadj-Aoul, Multimedia streaming over IP (MMR), 48 hours,
Esir/University of Rennes 1, France

Master pro 2nd year: Yassine Hadjadj-Aoul, Multimedia services in IP networks (RSM), 29 hours,
Esir/University of Rennes 1, France

Master pro 2nd year: Yassine Hadjadj-Aoul, Software Defined Networks, 6 hours, Istic/University
of Rennes 1, France

Master 2nd year: Yassine Hadjadj-Aoul, Video streaming over IP, 8 hours, Istic/University of
Rennes 1, France

Master: Yassine Hadjadj-Aoul, Introduction to networking (IR), 26 hours, Esir/University of
Rennes 1, France

Master: Yassine Hadjadj-Aoul, Mobile and wireless networking (RMOB), 20 hours, Esir/University
of Rennes 1, France

Master 2nd year: Yassine Hadjadj-Aoul, Overview of IoT technologies: focus on LPWAN, 2 hours,
INSA, France

Master pro 2nd year: Sofiéne Jelassi, Supervision of heterogeneous networks, 32 hours, Is-
tic/University of Rennes 1, France

Master pro 2nd year: Sofiéne Jelassi, Cloud & SDN virtualization, 32 hours, Istic/University of
Rennes 1, France

Master pro 2nd year: Sofiéne Jelassi, Multimedia networks, 32 hours, Istic/University of Rennes 1,
France

Master 2nd year: Sofiéne Jelassi, Software defined networking, 6 hours, Istic/University of Rennes 1,
France

Master M1: César Viho, Networks: from Services to protocols, 36 hours, Istic/University of
Rennes 1, France

Master M2: César Viho, Algorithms on graphs, 40 hours, Istic/University of Rennes 1, France

Bachelor L2: César Viho, Network architecture and components, 16 hours, Istic/University of
Rennes 1, France

Supelec Rennes 3rd year: Gerardo Rubino, Dependability Analysis, 15 hours.
UDELAR, Uruguay: Gerardo Rubino, post-graduate course on dependability, 21 hours.

10.2.2. Supervision

PhD in progress: Ajit Rai, “Availability prediction with logistics”, started in May 2015; advisors:
B. Tuffin & G. Rubino, University Rennes 1.

Joshua Peignier, Estelle Varloot. “Game-theoretic tools to analyze classical vs collaborative
economies”’, Project Master R&I, 2016-2017. Advisors: P. Maillé and B. Tuffin.
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PhD in progress: Alassane Samba, “Technologies Big Data et modeles prédictifs pour la QoS des
réseaux”, IMT Atlantique. Advisors: Y. Busnel, G. Simon and P. Dooze (Inria). Defense in 2018.

PhD in progress: Richard Westerlynck, “Analyse répartie et extraction de tendances a grande échelle

pour les données massives en santé”, IMT Atlantique. Advisors: Y. Busnel and M. Cuggia (PUPH,
CHU Rennes). Defense in 2020.

PhD in progress: Vasile Cazacu, “Calcul distribué pour la fouille de données cliniques”, IMT
Atlantique. Advisors: E. Anceaume (CNRS Rennes), Y. Busnel and M. Cuggia (PUPH, CHU
Rennes). Defense in 2020.

PhD in progress: Corentin Hardy, “Device-Assisted Distributed Machine-Learning on Many Cores”,
started in April 2016; advisors: Bruno Sericola and Erwan Le Merrer from Technicolor, University
Rennes 1.

PhD in progress: Yves Mocquard, “Analyse de flux de données massifs dans les systemes distribués
large échelle”, started on September 2015; advisors: Bruno Sericola and Emmanuelle Anceaume
from team Cidre, University Rennes 1.

PhD in progress: Ali Hodroj, “Enhancing content delivery to multi-homed users in broadband mobile
networks”, started in November 2015; advisors: Bruno Sericola, Marc Ibrahim and Yassine Hadjadj-
Aoul, University Rennes 1 and St Joseph University of Beyrouth.

PhD in progress: Jean-Michel Sanner; Cifre Grant, Orange Labs, “SDN technologies for network
services performances adaptation of carriers networks”; started on January 2013;

PhD in progress: Hamza Ben Ammar, “Socially-aware network and cache resources optimization
for efficient media content delivery in Content Centric Networks”, started in October 2015; advisors:
Yassine Hadjadj-Aoul, Adlen Ksentini and Soraya Ait Chellouche, University Rennes 1.

PhD in progress: Imad Alawe, “Mobile SDN architecture”, started in October 2015; advisors: César
Viho, Yassine Hadjadj-Aoul, University Rennes 1, Philippe Bertin, B-COM and Davy Darche, TDF.

PhD in progress: Jean-Michel Sanner; Cifre Grant, Orange Labs, “SDN technologies for network ser-
vices performances adaptation of carriers networks”; started on January 2013; Advisors: Y. Hadjadj-
Aoul and G. Rubino; University Rennes 1.

PhD in progress: Imane Taibi, “Big data analysis for network monitoring and troubleshooting”;
started on Nov. 2017; Advisors: G. Rubino, Inria, and Yassine Hadjadj-Aoul, University Rennes 1,
and Chadi Ibrahim, Inria.

PhD in progress: Mohamed Rahali, “Machine learning-based monitoring and management for
hybride SDN networks”; started on Oct. 2017; Advisors: G. Rubino, Inria, and Sofiene Jelassi,
University of Rennes 1.

PhD in progress: Nicolds Jara, “Fault tolerant design of dynamic WDM optical networks”, Technical
University Federico Santa Marfa (UTFSM) and university of Rennes 1, France. Advisors: R. Vallejos
(Chile) and G. Rubino (France). Defense in 2018.

PhD in progress: Laura Aspirot, “Fluid Approximations for Stochastic Telecommunication Models”,
University of the Republic, Uruguay. Advisors: E. Mordecki (Uruguay) and G. Rubino (France).
Defense in 2018.

PhD in progress: Jorge Graneri, “Mathematical Models for Semantic Memory”, University of the
Republic, Uruguay. Advisors: E. Mizraji (Uruguay) and G. Rubino (France). Started end 2016.

10.2.3. Juries

Bruno Tuffin was a member of the following PhD defense committee:

o Kodjo Séna Apeke. Modélisation ubiquiste pour I’interaction d’échelles. Application a la prédiction
de la réponse d’une tumeur sous traitement en radiothérapie. Université de Bretagne Occidentale,
2017.

Bruno Sericola was member of the final selecting board for the recruitment of CNRS researchers in 2017.
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Yassine Hadjadj-Aoul was a member of the PhD defense committee of Souheir Eido, IMT Atlantique, Brest
(2017)

Yassine Hadjadj-Aoul and Gerardo Rubino were members of the PhD jury of Yue Li. Title: “Elaboration d’une
architecture réseau unifiée, ouverte et flexible”. Defense: September 29, 2017.

César Viho was a member of the following juries:
e Recruitment of young graduate scientists and senior researchers at Inria.

e Recruitment of young Associate Professors and senior Professors at ISTIC-Université Rennes 1.

10.3. Popularization
e B. Tuffin. La simulation de Monte-Carlo. Interstices. 2017. https://interstices.info/jcms/int_69164/
la-simulation-de-monte-carlo

e G. Rubino makes regular presentations to high school students about the research work in general,
and specific technical topics in particular. Current talks:

— Randomness as a tool
— Internet as a research problem
—  Great challenges in maths: the Riemann Hypothesis

—  Great challenges in math/computer science: the “P versus NP” problem
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[69] P. MAILLE, B. TUFFIN.Analysis of Sponsored Data in the Case of Competing Wireless Service Providers,
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